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Internatio nal conference on recent advances in scientific computation
Co-organized by Beijing Normal University & Peking University
June 18-19, 2006

S FA4: Inrecent years, scientific computation has become an increasingly important
research area in both China and the whole world. This conference will gather together
a number of notable researchers who are leading innovators in the development of new
algorithmic strategies for scientific computation problems, and/or the use of these
algorithms in novel applications. The broad theoretical and computational topics
featured in the conference will provide for an exchange of information between
researchers working on different problems. The meeting will be designed promote
to extensive and wide-ranging discussion on the role of computation in science and
engineering

I Jp ¥ 47 . School of Mathematical Sciences, Beijing Normal University School of
Mathematical Sciences, Peking University Center for Computational Science and
Engineering, Peking University

N Z 2
Jiguang Bao Beijing Normal University
Zhiming Chen Academy of Mathematics and Systems Sciences,CAS
Qiang Du Penn State University
Hyungchun Lee Ajou University
Tao Tang Hong Kong Baptist University
Pingwen Zhang Peking University
ﬂ%?\j\:
Ms. Yuan Tian

School of Mathematical Sciences Peking University
tiany@pku.edu.cn
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THE FIRST INTERNATIONAL CONFERENCE
ON NUMERICAL ALGEBRA
AND SCIENTIFIC COMPUTING

(NASCO06)
Beijing, October 22 (Sun. )-25 (Wed.), 2006
(First Announcement)
(Webpage: http://Isec.cc.ac.cn/~ NASCO06/)

NASC is an international conference organized by Chinese numerical algebra
group starting from 2006. The conference highlights recent advances in theoretical,
computational and practical aspects of linear and nonlinear numerical algebra. The
aim of the conference is to gather numerical algebra and scientific computing
experts to exchange ideas and discuss future developments and trends of these
closely related fields. The topics of NASCO06 include, but not limited to: solutions of
linear and nonlinear equations; least-squares problems; computations of eigenvalue
problems; parallel computations; constructions and analyses of preconditioners;
methods and theories of structured matrices; and applications of numerical algebraic
techniques and algorithms.

In part, as an important event, the best paper prize for young scientists working
on numerical algebra and scientific computing will be awarded during the
conference.

KEYNOTE INVITED SPEAKERS:

Zhao-Jun Bai (University of California at Davis, USA)

Michele Benzi (Emory University, USA)

Raymond H. Chan (Chinese University of Hong Kong, HONG KONG)

Tony F. Chan (University of California, Los Angeles, USA)

Ljiljana Cvetkovic (University of Novi Sad, SERBIA AND MONTENEGRO)
lain S. Duff (Rutherford Appleton Laboratory, UK)

Gene H. Golub (Stanford University, USA)

Martin H. Gutknecht (ETH Zurich, SWITZERLAND)
Ken Hayami (National Institute of Informatics, JAPAN)



Lev A. Krukier
Michael K. Ng
Lothar Reichel
Jia-Chang Sun
Qiang Ye
Andrew J. Wathen

CONFERENCE CHAIRS:

Raymond H. Chan
Zhong-Ci Shi

Michele Benzi
Raymond H. Chan
Tony F. Chan
Zhiming Chen
Ljiljana Cvetkovic
lain S. Duff

Gene H. Golub
Martin H. Gutknecht
Er-Xiong Jiang
Ken Hayami

Lev A. Krukier
Tian-Gang Lei
Lothar Reichel
Esmond G. Ng
Zhong-Ci Shi
Xing-Hua Wang
Andrew J. Wathen

Feng-Shan Bai
Zhong-Zhi Bai
Xue-Bin Chi
Xing-Ping Liu
Shu-Fang Xu

(Rostov State University, RUSSIA)

(Hong Kong Baptist University, HONG KONG)
(Kent State University, USA)

(Chinese Academy of Sciences, BEIJING)
(University of Kentucky, USA)

(Oxford University, UK)

(Chinese University of Hong Kong, HONG KONG)
(Chinese Academy of Sciences, BEIJING)

SCIENTIFIC COMMITTEE:

(Emory University, USA)

(Chinese University of Hong Kong, HONG KONG)
(University of California, Los Angeles, USA)

(Chinese Academy of Sciences, BEIJING)

(University of Novi Sad, SERBIA AND MONTENEGRO)
(Rutherford Appleton Laboratory, UK)

(Stanford University, USA)

(ETH Zurich, SWITZERLAND)

(Shanghai University, SHANGHAI)

(National Institute of Informatics, JAPAN)

(Rostov State University, RUSSIA)

(National Natural Science Foundation of China, BEIJING)
(Kent State University, USA)

(Lawrence Berkeley National Laboratory, USA)

(Chinese Academy of Sciences, BEIJING)

(Zhejiang University, HANGZHOU)

(Oxford University, UK)

ORGANIZING COMMITTEE:

(Tsinghua University, BEIJING)

(Chinese Academy of Sciences, BEIJING)

(Chinese Academy of Sciences, BEIJING)

(Beijing Institute of Applied Physics and Comput. Math., BEIJING)
(Peking University, BEIJING)



Xue-Jun Xu (Chinese Academy of Sciences, BEIJING)
Lin-Bo Zhang (Chinese Academy of Sciences, BEIJING)

INSTRUCTION TO AUTHORS:

Persons who wish to submit a paper should send an extended abstract before June 15th,
2006, to the contacting address given below. The extended abstract should be of 1-2 pages in
double spaced A4 papers printed with Latex.

Authors of all accepted papers will be noticed by July 15th, 2006.

Contacting Address
Ms Zeng-Qi Wang
Institute of Computational Mathematics
Chinese Academy of Sciences
P.O. Box 2719, Beijing 100080, China
Fax: +86-10-6254-2285 Email: zgwang@lsec.cc.ac.cn

SPONSORSHIP:
National Natural Science Foundation of China
State Key Laboratory on Scientific/Engineering Computing
Academy of Mathematics and Systems Science
The High-Performance Scientific Computation Research Project (973 Project)
The High-Performance Scientific Computation Research Project: Research Group Il
The Chinese Mathematical Society
The Computer Network Information Center, Chinese Academy of Sciences
Laboratory of Computational Physics, Beijing Inst. of Appl. Physics and Comput. Math.
Department of Mathematical Sciences, Tsinghua University

PROCEEDINGS

The proceedings will be published as a special issue on Journal of Computational and
Applied Mathematics. Papers in the proceedings will be refereed by the normal review
procedure of the journal.

REGISTRATION:

The registration fee for the conference is US$ 200. It includes lunches during the conference,
a banquet and the conference proceedings. Special registration fee for students is US$ 100. The
later registration fee after September 1st, 2006, is US$ 250 (or US$150 for students). Please
complete the attached registration form, with a check of US$200 (or US$100 for students)
payable to Zhong-Zhi Bai, and sent it to



Prof. Zhong-Zhi Bai

Institute of Computational Mathematics

Chinese Academy of Sciences

P.O. Box 2719, Beijing 100080, China

Tel: +86-10-62630992 Fax: +86-10-6254-2285
Email: bzz@Isec.cc.ac.cn

IMPORTANT DATES

June 15th, 2006

Deadline for submission of extended abstracts
July 15th, 2006

Notification of acceptance

October 21%(Sat.),2006

Registration

October 22th (Sun.)-25th (Wed.)2006-
Conference NASCO06

REGISTRATION FORM
INTERNATIONAL CONFERENCE ON NASCO06

Title: Prof/Dr/Mr/Ms
Name: (First) (Middle) (Last)

Mailing Address

Email: -

Fax: Title
TiTel of Talk: :

Abstract: Enclosed / will be sent before June 15th 2006.
Registration Fee: Cheque enclosed/ will be paid at the conference
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Some Uses of Dynamic Data-Driven Application
Simulation Techniques |
Craig C. Douglas and Deng L.
University of Kentucky, Department of Computer Science
773 Anderson Hall, Lexington, KY 40506-0046, USA

Guan Qin
Texas A&M University, Institute for Scientific Computation

612 Blocker Hall, 3404 TAMU, College Station, TX 77843-3404, USA

Dynamic Data-Driven Application Simulation (DDDAS) is a relatively new research area,
particularly in the United States and Europe. Information, coupled with effective simulation and
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analysis, can significantly impact scientific, engineering, medical, social, disaster management,
and homeland security issues of importance. There is a serious gap between the current
computational and information technologies' capabilities and their ability to meaningfully impact
important, and often, time critical problems. This gap limits the usefulness of
computational and information science. When an unexpected environmental event
occurs, e.g., an earthquake or a tsunami, timely simulation is critical to usefulness.

Very significant computing power is available at many international
supercomputer centers while local clusters of fast PCs form the backbone of Grid
Computing. Through the prolific deployment of sophisticated new generations of
sensors, there is a wealth of data acquisition and generation abilities never seen
before. However, the lack of coordination between current computational capacity
and sensor technology impairs our ability to effectively utilize the continuous flood
of information. This is a substantial barrier to achieving the potential benefit
computational science can deliver to many application areas including contaminant
tracking, wildland fire tracking, transportation management, or ensemble weather,
climate, or ocean forecasting, just to name a few fields that DDDAS can be applied
to.

To address this current state we have identified four relatively diverse areas that
have common issues that must be addressed for dynamic data-driven application
simulation, informational, and computational sciences to have significant impact
toward addressing important problems. These issues include:

1. Effectively assimilating continuous streams of data into running simulations.

These data streams most often will be

(@) noisy but with known statistics and must be filtered using stochastic
methods.

(b) received from a large number of scattered remote locations and must
therefore be assimilated to a useable computational grid.

(c) missing bits or transmission packets, as for example is the case in wireless
transmissions.

(d) injecting dynamic and unexpected data input into the model.

(e) limited to providing information only at specific scales, specific to each
sensor type.

2. Warm restarting simulations by incorporation of the new data into parallel or
distributed computations, which require the data but are sensitive to
communication speeds and data quality.
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3. Tracking and steering of remote distributed simulations to efficiently interact
with the computations and to collaborate with other researchers.

4. Components to assist researchers in their interpretation and analysis of
collections of simulations. This will include designing and creating an
application program interface and middleware.

5. Better scheduling of high performance computing and network resources so
that multiple models, possibly running at different locations, can be
coordinated and data can be exchanged in a timely manner.

When DDDAS works well, it assumes that almost everything can be modified
during the course of a long term simulation. The diagram in Figure 1 shows how a
number of elements might interact with each other: All six of the components may
change without resorting to a new simulation as the computation progresses.
Virtually all DDDAS applications are multiscale in nature. As the scale changes,
models change, which in turn, changes which numerical algorithms must be used
and possibly the discretization methods. To date, almost all DDDAS applications
involve a complicated time dependent, nonlinear set of coupled partial differential
equations, which adds to the complexity of dynamically changing models and
numeric algorithms. It also causes computational requirements to change,
particularly if dynamic adaptive grid refinement or coarsening methods are used.
This is not something normally supported at supercomputer centers, but is slowly
being added.

Sensors and data generating devices may take many forms, including
simultaneously running other computational simulations. The intent our group's
DDDAS projects is to directly address DDDAS issues in the context of specific
application areas in order to provide techniques and tools to effectively demonstrate
the potential of dynamic data driven simulations for many other areas.

To support DDDAS' requirements, data acquisition, data accessing, and data
dissemination tools are typically used. Data acquisition tools are responsible for
retrieving of the real-time or near real-time data, processing, and storing them into a
common internal data store. Data accessing tools provide common data
manipulation support, e.g., querying, storing, and searching, to upper level models.
Data dissemination tools read data from the data store, format them based on
requests from data consumers and deliver the formatted data to the data consumers.
Figure 2 illustrates a simplified view of a typical DDAS system.
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The data used to drive a DDDAS system are retrieved periodically by a data
retrieval service, extracted, converted, quality controlled, and then save to the
internal data store. After the data is stored, the data accessing tools are notified
which can then update the input to the simulation models. The whole process is
illustrated in Figure 3. The extraction process reads the retrieved data based on the
meta data associated with them and feeds the extracted values to the conversion
model whose major purpose is unit conversion, e.g., from inches to millimeters. The
converted data are then analyzed for potential errors and missing values by the
quality control model. This control process will ensure the correctness of the data,
which is of great importance for the model simulation accuracy. The quality
controlled data are then fed to the data storage model, which either saves the data to
a central file system or loads them to a central database (this depends on project
requirements). The data store model may also need to register the data in a metadata
database so that other models can query it later.

| Physical process |<—>| Physical Model |<—>| Mathematical Model |
A
\ 4
| Visualization |<—>| Discrete Model |<—>| Numerical Model |

Figure 1: DDDAS processing

Data Provider = [ Fire Model | [ Other Model | [ Data Consumer
Data Provider E | Weather Model | | Soil Model | g
| [Data Accessing Tools| |
Data Provider )
Data Provider ? Data Store §

& Internal Format &a -
Data Provider — ( ) — Data Provider

Figure 2: Data acquisition, accessing, and dissemination software
layout in a typical DDDAS project(e.g., a wildland fire DDDAS project).

|Retrieval|—>| Extraction |—>|Conversion|—>| Quality Control |—>| Store |—>| Notify |

Figure3: A General View of Data Acquisition Tools
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DDDAS projects are highly multidisciplinary in nature and are developing comprehensive
IT tools, mathematical models, and prototype infrastructure for disaster modeling and
management. The projects will bring comprehensive_information and numerical prediction
where it is needed, at the disaster command center, in real time

In Part Il of this paper, we will discuss specific DDDAS projects at the University of
Kentucky and provide the second half of the appendix.

Appendix A. Quite Recently Funded National Science Foundation DDDAS Project Titles |

(A-H)

A Data Driven Environment for Multi-physics Applications

A Dynamic Data Driven System for Structural Health Monitoring and Critical Event
Prediction

A Framework for Discovery, Exploration and Analysis of Evolutionary Data (DEAS)

A Framework for Environment-Aware Massively Distributed Computing

A Framework For the Dynamic Data-Driven Fault Diagnosis of Wind Turbine Systems
A Generic Multi-scale Modeling Framework for Reactive Observing Systems

A Novel Grid Architecture Integrating Real-Time Data and Intervention During Image
Guided Therapy

Adaptive Data-Driven Sensor Configuration, Modeling, and Deployment for Oil,
Chemical, and Biological Contamination near Coastal Facilities

Adaptive Software for Field-Driven Simulations

An Adaptive Cyberinfrastructure for Threat Management in Urban Water Distribution
Systems

Application of DDDAS to Assessment of Thermal Systems Using Combined
Experiment and Simulation

Autonomic Interconnected Systems: The National Energy Infrastructure

Auto-Steered Information-Decision Processes for Electric System Asset Management
Building Structural Integrity

Coordinated Control of Multiple Mobile Observing Platforms for Weather

Forecast Improvement

Data Assimilation by Field Alignment

Data Dynamic Simulation for Disaster Management (Fire Propagation)

Data Mining and Exploration Middleware for Grid and Distributed Computing
Data-Driven Power System Operations

DDDAS - Advances in recognition and interpretation of human motion: An Integrated
Approach to ASL Recognition Development of a closedloop identification machine for
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bionetworks (CLIMB) and its application to nucleotide metabolism

Dependable Grids

Development of a general Computational Framework for the Optimal Integration of
Atmospheric Chemical Transport Models and Measurements Using Adjoints

Dynamic Data Driven Integrated Simulation and Stochastic Optimization for Wildland
Fire Containment

Dynamic Data-Driven Brain-Machine Interfaces

Dynamic Data-Driven System for Laser Treatment of Cancer

Dynamic Real-Time Order Promising and Fulfillment for Global Make-to-Order Supply
Chains

Dynamic Sensor Networks - Enabling the Measurement, Modeling, and Prediction of
Biophysical Change in a Landscape

Dynamic, Simulation-Based Management of Surface Transportation Systems
Dynamically Integrated Production Planning and Operational Control for the
Distributed Enterprise.

General DDDAS Framework with Coast and Environment Modeling Applications
Generalized Polynomial Chaos: Parallel Algorithms for Modeling and Propagating
Uncertainty in Physical and Biological Systems

Hourglass: An Infrastructure for Sensor Networks
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