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The year 2020 witnessed milestone commitments to carbon neutrality with the EU, China, USA, Japan, South Korea,
Canada, and South Africa, each pledging to reach net-zero carbon emissions. Countries that have adopted or have considered
net-zero targets now represent 63% of the total contributions to global greenhouse gas (GHG) emissions. With the efforts of
all parties, the 26th Conference of the Parties (COP26) achieved a package of outcomes in the Glasgow Climate Pact. Here,
a breakthrough consensus was reached on reducing coal, controlling methane, and halting deforestation (Wang et al., 2022,
Page 1209). To achieve net-zero carbon, we need to take action to implement the Paris Agreement and the Glasgow Climate
Pact Since the global temperature slowdown of the nationally determined contributions (NDC) scenario is only 0.6°C, all
countries need to pursue stricter carbon reduction policies for a more sustainable world. (Fu et al, 2022, Page 1209).

China strives to reach peak carbon emissions before 2030 and achieve carbon neutrality before 2060. Achieving carbon
neutrality is a great challenge for China as there are only 30 years from projected peak emissions to reach neutrality. How-
ever, great opportunities will arise once neutrality is reached.

To support the neutrality target, both decreasing carbon emissions and increasing the capacity of carbon sinks are vital.
Power and industries are anticipated to substantially ramp up renewable energies (e.g., wind, solar, etc.), and carbon sinks
will increase throughout the next few decades. A large-scale land greening campaign, ocean negative emission technology,
and reductions of non-CO2 GHGs will play a critical role.

Thus, we have organized a special issue: “Carbon Neutrality: Important Roles of Renewable Energies, Carbon Sinks,
NETs, and non-CO2 GHGs” to compile the scientific questions, technical requirements, and achievements in these fields.
These  efforts  will  provide  accurate  and  updated  scientific  understanding,  technical  support,  and  possible  solutions  for
power, industries and nations to reach carbon neutrality.

This special issue provides highlights from carbon neutrality research. The papers are categorized into four groups as fol-
lows.

(1) Important roles of renewable energies in decreasing CO2 emissions: A perspective paper to show the Yin-Yang
transformation from fossil fuel to renewable energies is given by Zeng et al. (2022, Page 1229), which pointed out that solar
energy  is  a  key  unlimited  resource  while  other  energy  resources  (e.g.,  hydro,  wind,  and  nuclear  fission)  are  expected  to
reach  their  upper  limits  in  a  carbon-neutral  scenario.  While  Yang  et  al.  (2022,  Page  1239)  presented  a  review  of  solar 
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resource assessment and forecasting and pointed out that a bridge between atmospheric sciences and solar energy engineering
is needed. Furthermore, Huang et al. (2022, Page 1316) developed a solar nowcasting system based on the Fengyun-4 Geosta-
tionary Satellite, which performed well in the North China Plain. Moreover, accurate estimates of CO2 emissions are impor-
tant. By investigating regional combustion efficiency using ΔXCO:ΔXCO2 observed by a portable Fourier-transform spec-
trometer in Beijing, Che et al. (2022, Page 1299) showed that the MEIC (Multi-resolution Emission Inventory for China)
dataset underestimates CO2 emissions by about 11%, and the PKU (Peking University emission inventories) dataset underesti-
mates CO2 emissions by 49%. These papers showcase how complex and interdisciplinary research related to carbon neutrality
is.

(2) Terrestrial carbon sinks will play an important role in offsetting the anthropogenic CO2 in achieving a car-
bon-neutral goal: Global vegetation coverage and carbon fluxes (GPP, NPP, and Ra) show an overall increase in a warmer
scenario compared with the 1980–2000 period. Gao et al. (2022, Page 1285) applied the CAS-ESM2 model to investigate
the response of terrestrial ecosystems to climate warming, while Ying et al. (2022, Page 1329) showed that ocean–atmosphere
teleconnections  mostly  affect  GPP  over  eastern  China,  which  dominates  the  interannual  GPP  variability  for  China  as  a
whole. Furthermore, Li et al. (2022, Page 1271) showed that the variability of air-sea O2 flux in CMIP6 provides a valuable
complement for estimating terrestrial and oceanic carbon sinks.

(3) NETs (Negative Emissions Technologies) will absorb CO2 emissions that are very difficult to reduce: Carbon
dioxide Capture and Utilization (CCU) will play an important role in the carbon-neutral goal. Zhang et al. (2022, Page 1252)
summarized the frontiers of CCU, which is a new “atmosphere-to-atmosphere” carbon cycle, thus offering a huge potential
for the indirect reduction of carbon. Potential cutting-edge CCU technologies during the decarbonization of energy and indus-
trial systems include direct air capture (DAC), flexible metal-framework materials (MOFs) for CO2 capture, integrated CO2

capture and conversion (ICCC), and electrocatalytic CO2 reduction (ECR).
(4) Non-CO2 GHGs face great challenges in emissions reductions: Methane (CH4) is the second most important green-

house gas, following CO2. Yang et al. (2022, Page 1360) showed that grassland and shrubbery are ideal vegetation types to
reduce CH4 emissions in the Loess Hilly Region. Considering that wetland ecosystems are the most important natural CH4

sources, Wang et al. (2022, Page 1375) showed that CH4 emissions were highest in summer and lowest in spring in the Dajiuhu
subalpine peatland,  which can be explained by seasonal  variations of  the interactions between methanogens and methan-
otrophs,  soil  temperature,  and  nitrogen.  Furthermore,  Zhu  et  al.  (2022,  Page  1343)  showed  two  parallel  GOSAT  XCH4
retrievals that inverted global methane emissions from 2010 to 2019 and concluded that accelerated atmospheric methane
increases over the second half of the 2010s were mainly driven by Eurasian Boreal and Tropical South American emissions.

China’s carbon neutrality goal requires technological, socio-political, and economic initiatives toward clean energy to
run smoothly over a short amount of time. International collaboration on scientific and technical innovation, as well as effective
deployment, is essential to building a safe, fair, common, and more resilient global future. Underinternational frameworks
such as the Paris Agreement, the 2030 Agenda for Sustainable Development, and the Belt and Road Initiative, China should
vigorously export its renewable energy technologies and products and provide domestic and international support in achieving
carbon-neutral goals.
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ABSTRACT

The  26th  Conference  of  the  Parties  (COP26)  to  the  United  Nations  Framework  Convention  on  Climate  Change
(UNFCCC)  was  held  in  Glasgow  a  year  later  than  scheduled,  with  expected  outcomes  achieved  under  a  post-pandemic
background. Based on the Issue-Actor-Mechanism Framework, this paper systematically evaluates the outcomes achieved
at COP26 and analyzes the tendency of post-COP26 climate negotiations. Overall, with the concerted efforts of all parties,
COP26 has achieved a balanced and inclusive package of outcomes and concluded six years of negotiations on the Paris
Rulebook. It is fair to say that COP26 is another milestone in climate governance following the implementation of the Paris
Agreement.  Meanwhile,  the  Glasgow Climate  Pact  has  cemented  the  consensus  on  a  global  commitment  to  accelerating
climate  action  over  the  next  decade  and  reached  a  breakthrough  consensus  on  reducing  coal,  controlling  methane,  and
halting deforestation. In the post-COP26 era, we still need to take concrete actions to implement the outcomes of the Paris
Agreement and the Glasgow Climate Pact, innovate ways to speed up CO2 emissions reduction, and continue to strive for
breakthroughs  in  important  issues  such as  finance,  technology,  adaptation,  and collaboration.  In  addition  to  avoiding  the
escalation of international conflicts, we need to collectively and properly handle the relationship between energy security,
carbon reduction, and development and facilitate the efforts of countries to achieve their Sustainable Development Goals
(SDGs),  including  climate-related  goals.  China  will  continue  to  maintain  the  existing  multilateral  mechanisms  and
processes  for  climate  governance,  unremittingly  take  concrete  actions  to  address  climate  change,  promote  a  domestic
comprehensive green transition and global cooperation on carbon neutrality, and contribute constructively to global climate
governance.
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“The Summit showed the Paris Agreement is working and made progress in key areas.” — COP26 World Leaders Summit
–Presidency Summary, 3 November 2021 

1.    COP26 opened in a new development background

The 26th Conference of the Parties (COP26), originally scheduled for 2020, was postponed to 2021 at Glasgow due to
the  pandemic.  The  COVID-19  outbreak  triggered  a  profound  reflection  within  the  international  community,  leading  to  a
deeper understanding of non-traditional security issues. On 9 August 2021, the IPCC released the Working Group I Report
of the Sixth Assessment Report (AR6 WG1), in which observations suggest an average temperature rise of 1.09°C between
2011 and 2020 above pre-industrial (1850–1900) levels and that climate change will further increase in all regions in the coming
decades (IPCC, 2021). While the pandemic has led to short-term declines in carbon emissions in many countries, this trend
is unsustainable in the long run, and a rebound in carbon emissions might occur after the pandemic (Ray et al., 2022). The
new global energy crisis has also impeded the post-pandemic green recovery of economies (International Energy Agency,
2021).  In  this  context,  COP26 is  of  particular  significance  as  it  took  place  one  year  later  than  scheduled  by  overcoming 
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many difficulties, showing that countries have established a basic consensus on actively fulfilling international conventions
and strengthening  climate  targets  and  pragmatic  actions.  As  the  first  COP convened since  the  United  States  rejoined  the
Paris Agreement, COP26 has received considerable attention from all parties. COP26 sought to deliver on climate goals in
four areas, namely mitigation, adaptation, finance, and collaboration. Specifically, first, both the global response to climate
change and the sum of ambitions were still insufficient. Aside from implementation gaps, all Nationally Determined Contribu-
tions (NDCs) still cannot reach the 2°C target (UNEP, 2021a). Second, the issue of adaptation has been receiving increasing
attention. Developing countries were very concerned about building infrastructure for adaptation and communicated that it
was also important to enhance collaborative governance of biodiversity and climate change response as proposed in the Kun-
ming Declaration. Third, the building capacity for climate governance remained inadequate, especially the huge gap in the
widely criticized climate finance commitments. Fourth, since the Paris Agreement Rulebook has not yet been completed, it
should be finalized as soon as possible to promote full implementation. The hosts of COP26 communicated extensively in
the run-up to the summit and set the core goals and agenda around these four areas. In summary, COP26 had properly set
the issues in key areas of global climate governance and promoted important progress in these areas during the summit. 

2.    COP26 achievements and outcomes

The COPs to the UNFCCC are a major part of global climate governance mechanisms. Based on the Issue-Actor-Mecha-
nism Framework of the global governance system in a new era (Xue and Yu, 2017), this study built a framework for analyzing
the achievements at COP26 (see Fig. 1). It argued that COP26 successfully introduced multiple stakeholders to discuss climate
issues of common concern and established a series of implementation mechanisms, thus setting a good example of the effective
functioning of the global  governance system. Ahead of COP, the hosts  facilitated related parties to reach a consensus on
key issues of global climate governance through plenty of communicationa,  paving the way for the conference to be held
effectively. During COP26, the hosts set a series of agendas to actively create opportunities for full and effective multi-stake-
holder discussions on specific issues. Finally, COP produced a series of governance mechanisms and solutions, including
phasing down coal, curtailing deforestation, cutting methane emissions, etc.

It  has  been  argued  that  the  outcomes  of  COP26  were  a  step  backward  from  the  COP26  goals  due  to  the  failure  to
adhere to the 1.5°C target, use the specific term “phase out coal” in the coal power retirement statement, and reach a consensus
on global carbon neutrality by 2050 (Arora and Mishra, 2021). However, the success of COP mainly depends on whether it
preserves the existing climate governance system and vigorously advances multilateral  climate processes.  At COP26, the
hosts promoted negotiations and consultations on key issues among various agents at different levels by organizing theme
days based on previous summits, negotiations and consultations, and ministerial meetings. The parties also paid attention to
driving global climate cooperation using the successful experience of the Paris Agreement, such as pushing forward multilateral
processes through bilateral consultations. The U.S.—China Joint Glasgow Declaration on Enhancing Climate Action in the
2020s effectively boosted confidence in global climate governance, promoted multiple agencies, built a consensus on many
key issues, and finally reached the Glasgow Climate Pact. A series of implementation alliances and agendas were reached at
COP26, including the Glasgow Leaders' Declaration on Forests and Land Use, the Global Methane Pledge, the Statement
on International  Public Support  for the Clean Energy Transition,  the Declaration on Accelerating the Transition to 100%
Zero-Emission Cars and Vans and the Global Energy Alliance for People and Planet (GEAPP), the Breakthrough Agenda
and the Powering Past Coal Alliance, among others. Significant progress has been made in multilateral processes for global
climate governance, allowing humanity’s response to climate change to eventually keep pace with the worsening global climate
crisis (Figueres, 2021). As stated in the COP26 world leaders summit-presidency summary, the Summit showed the Paris
Agreement is working and made progress in key areas. 

2.1.    COP26 set issues through extensive communication in advance of the summit and learned from the experience of
the Paris Agreement in promoting international cooperation, laying a foundation for building consensus

Stakeholders were engaged in close consultations on multiple issues of interest prior to COP26. For example, China,
the US, and the EU held close consultations on bilateral climate cooperation before and during COP26 to better understand
their respective positions and key issues of global climate governance, contributing to the consensus on issues. Finally, the
hosts set a series of ambitious goals in four major areas based on extensive pre-COP communication. These included securing
global-net-zero by mid-century and keeping 1.5°C within reach by phasing out coal, curtailing deforestation, accelerating
the  production  of  electric  vehicles,  making  renewable  investments,  adapting  to  protect  communities  and  natural
habitats—including ecosystem protection and restoration, adaptation to investment, mobilization of finance, collaborative par-
ticipation  by  international  financial  institutions  to  ensure  developed  countries  receive  $100  billion  in  climate  finance

 
a The COP26 President concludes constructive discussions with China on climate action, https://www.gov.uk/government/news/cop26-pres-
ident-concludes-constructive-discussions-with-china-on-climate-action
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promises, finalizing the Paris Rulebook, and facilitating multiagency action and collaboration. 

2.2.    The summit is another milestone in global climate governance following the Paris Agreement; it not only upheld
the goals,  principles,  and policy approaches of  the Paris  Agreement to achieve a balance between ambition and
actions but also laid the institutional and capacity foundation for subsequent global climate governance

The summit achieved certain consensus and progressed in all areas, including mitigation, adaptation, finance, technology
transfer,  and  capacity  building.  Ahead  of  COP26,  156  countries  had  put  forth  new  or  updated  NDCs  in  line  with  their
national circumstances, among which 93 set more ambitious NDCs. At COP26, countries such as Thailand, Israel, Vietnam,
Nigeria, and India came up with carbon neutrality targets. The Glasgow Climate Pact reiterated the goal of limiting global
warming to well below 2°C and aiming for 1.5°C and stressed that achieving 1.5°C would require enhanced emission reduction
efforts. As countries collectively launched a Decade of Action for Climate Empowerment, the mantra “actions speak louder
than words” became an important trend, including raising ambition, increasing climate finance, strengthening public-private
partnerships, and carrying out global stocktakes. COP26 concluded six years of negotiations on the Paris Rulebook. Pragmatic
and balanced results were achieved on issues including Articles 6 and 13. A framework for building a global carbon market
was established, which mandated that 5% of the revenue from transactions, as outlined in Article 6.4, would be collected
and transferred to the Adaptation Foundation and that double-counting would be avoided. The transitional mechanism for
the Clean Development Mechanism (CDM) was confirmed, and the enhanced transparency framework referred to in Article
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Fig. 1. A review of COP26 achievements under the Issue-Actor-Mechanism Framework.
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13 was determined. 

2.3.    COP26 finally reached a breakthrough consensus on the key issues of concern to multiple parties and produced a
series of new global climate governance approaches, such as emissions reduction targets, coal phase-out, halting
deforestation, methane, and climate finance

The Glasgow Climate Pact stressed that achieving a target of 1.5°C would require a 45% decrease in global CO2 emissions
by 2030 over the 2010 level and confirmed the global stocktake in 2022 through the following steps: 1) proposed for the
first time the phasing down of unabated coal power, requiring a reduction of unabated coal power and inefficient fossil fuel
subsidies; 2) set a more ambitious climate finance goal despite the risk of failing again, calling for a complete review of the
post-2025 new quantitative finance goal in 2024 and doubling the 2019 levels of adaptation finance to parties of developing
countries by 2025; 3) decided to establish and immediately launch the 2-year Glasgow-Sharm el Sheikh Work Programme
on the Global Goal on Adaptation, to start as soon as possible. Funding through the Santiago Network was arranged to support
technical assistance to parties of developing countries to help address and mitigate loss and damages and, at the same time,
carry out the “Glasgow Dialogue” concerning the financing mechanism for loss and damage.

Apart from the Glasgow Climate Pact, 23 countries committed to stopping coal use in the Global Coal to Clean Power
Transition Statement for the first time. Over 120 countries signed the Glasgow Leaders’ Declaration on Forests and Land
Use, aiming to halt and reverse forest loss and land degradation by 2030, supply funds, and make 75% of forest commodity
supply chains sustainable. Over 100 countries signed the Global Methane Pledge to reduce methane emissions by 30% by
2030; although China did not sign the pledge, it made a methane reduction commitment in the U.S.-China Joint Glasgow Dec-
laration on Enhancing Climate Action in the 2020s. 

2.4.    COP26 provided innovative issue-oriented discussion opportunities for multiple agencies to mobilize stakeholders
and actors actively participating in global climate governance

Before and during COP26, many businesses, industrial associations, banking institutions, and other non-governmental
agents and actors were actively engaged in sectoral climate governance discussions, with clear and concrete global climate
governance targets and established pathways. For example, the COP26 Declaration on Accelerating the Transition to 100%
Zero-Emission Cars and Vans proposed zero emissions for all new car and van sales by 2040 globally and by 2035 in leading
markets. A similar Memorandum of Understanding (MOU) was signed for medium- and heavy-duty vehicles, namely the
Memorandum of Understanding on Zero-Emission Medium- and Heavy-Duty Vehicles, aiming for 30% and 100% net zero-
emission vehicles by 2030 and 2040, respectively. The COP 26 Declaration—International Aviation Climate Ambition Coali-
tion— proposed to achieve net-zero CO2 emissions from aviation by 2050. Multilateral development banks pledged in the
Joint Statement by the Multilateral Development Banks: Nature, People, and Planet to promote the mainstreaming of nature
issues in policies, analyses, assessment, suggestions, investments, and operations.

As shown in Fig.  1,  COP26 is  a classic example of the Issue-Actor-Mechanism Framework theory for global gover-
nance, which set a series of governance issues in response to multiagency concerns, and made progress in addressing key
issues referred to in the Paris Agreement, such as mitigation, adaptation, finance, technology, and capacity building. Various
venues, including theme days, the world leaders summit, ministerial consultations, and negotiations provided conditions for
full discussion and consensus-building on the climate governance agenda to multiple related agencies throughout the confer-
ence. Eventually, COP26 established a series of multilateral mechanisms, finalized the Paris Rulebook, left unresolved by
COP25, and mentioned coal phase-down for the first  time. With the aim of keeping 1.5°C alive,  COP26 further clarified
Global Stocktake, transparency, and other guarantee mechanisms and strengthened the scope and intensity of current climate
governance (UNEP, 2021b). Therefore, COP26 successfully championed and implemented the Paris Agreement, ensuring
the  effectiveness  of  the  UNFCCC-based  international  multilateral  governance  system  for  addressing  climate  change  and
advancing the process of global climate governance. In this way, COP26 represented another milestone in global climate gov-
ernance following the Paris Agreement. 

3.    Post-COP26 challenges and outlook

With the pandemic still raging and the international geopolitical environment becoming more complex and even worsen-
ing, climate change is gradually affecting the socioeconomic system as a whole; thus, our climate governance requires more
resilient global system thinking and reforms (D’Orazio, 2021). COPs have effectively driven consensus among countries,
but there are still many disagreements and issues that need to be resolved through concerted efforts. Given the inadequate
implementation of concrete actions, a lack of cooperation on tough issues, the possibility of exacerbating conflicts when tack-
ling climate change, the dependence on fossil fuels, energy security and energy poverty, and insufficient synergies between
addressing  climate  change  and  other  areas,  countries  should  adopt  a  pragmatic  mindset,  reach  constructive  consensus  in

1212 COP26: PROGRESS, CHALLENGES AND OUTLOOK VOLUME 39

 

  



time and take tangible actions. 

3.1.    Taking  concrete  actions  to  actively  tackle  the  climate  crisis  will  become a  mainstream direction  with  an  urgent
need for the active and systematic multiagency engagement in climate governance

Boosting climate ambition is important, but action is far more valuable than goals (Watts, 2021). Countries should exten-
sively explore a wide range of issues, such as raising global climate ambitions, establishing non-CO2 greenhouse gas (GHG)
controls, and coordinating climate governance with an open mind. However, achieving the Paris Agreement goals requires
more actions than words, so countries urgently need to take concrete actions (Xinhua, 2021). Developed countries, in particu-
lar, need to fulfill their climate action targets and climate finance commitments to prevent these targets and commitments
from failing again (Roberts  et  al.,  2021)  while  avoiding rule-of-law uncertainties  in  addressing climate  change.  Concrete
actions entail active social and multiagency engagement. Countries need to mobilize the participation of multiple agencies
in climate governance in the light of their national circumstances to establish green production and consumption systems,
explore best practices to promote active multiagency participation in economic and social transition, and to provide a reference
for developing countries to address climate change. 

3.2.    Through  global  climate  cooperation,  countries  should  have  the  courage  to  tackle  tough  problems  and  strive  to
make progress in the implementation path for addressing climate change and core emission reduction issues

The agenda for future climate cooperation should not circumvent difficulties but focus on key issues and key links. Current
climate cooperation presents two easy-hard relationships: first, it is hard to reach a consensus on the implementation path
and concrete actions for addressing climate change, including finance and technology, among interested parties, while it is
easy for them to agree on the ambition to tackle climate change. Second, it is hard to build a consensus on core issues regarding
reducing CO2 emissions in response to climate change. At the same time, it is easy to agree on non-CO2 emissions reduc-
tion, including methane emissions reduction and curbing deforestation. Moreover, there is an urgent need to achieve consensus
on building a sustainable supply chain based on the fundamental reality of the global supply chain to clarify the goals and
pathways toward a sustainable supply chain based on the premise of win-win cooperation. It is important to acknowledge
that all related issues can potentially contribute to addressing climate change, but only raising ambition without clarifying
the implementation path, or merely promoting non-CO2 emissions reduction without tackling tough CO2-related issues, will
make it difficult to establish effective climate governance. Therefore, countries should strengthen communication and cooper-
ation and tough issues. 

3.3.    International  cooperation  and  competition  should  not  jeopardize  climate  change  response,  and  the
implementation of carbon pricing and financing mechanisms should avoid exacerbating international conflicts

Considering that climate change has always been a major threat to the survival of mankind and that the international polit-
ical and economic situation is becoming increasingly confrontational, promoting international political and economic coopera-
tion  is  indeed  conducive  to  the  fight  against  climate  change  (Paroussos  et  al.,  2019).  Countries  should  take  responsible
actions,  strengthen  communication  and  cooperation  and  avoid  misjudgments  to  ensure  both  competition  and  cooperation
are beneficial rather than detrimental in addressing climate change. In the process of building a global carbon pricing mecha-
nism, we should fully respect the differences in national circumstances and set up carbon pricing and financing mechanisms
with the goal of driving the green and low-carbon structural transformation of trade and financial systems rather than setting
green barriers. A one-size-fits-all approach to promoting carbon pricing, financing mechanisms, and a standards system is
likely to undermine the interests of developing countries and their willingness and ability to participate in the fight against
climate change (Eicke et al., 2021). Countries should work together to step up efforts to deal with the changes in carbon pricing
and financing mechanisms and design an implementation mechanism,  taking into  account  the  differences  unique to  their
national transition, to avoid further conflicts, uncertainties, and damage to international cooperation on climate change. 

3.4.    While  different  countries  are  at  different  stages  of  energy  transition,  they  should  join  hands  to  balance  energy
security, carbon reduction, and development

Given different development stages and resource endowments, not every country adopts the same timeline and path for
low-carbon energy transition (Safari et al., 2019). However, there is no doubt that the process of low-carbon energy transition
will not be smooth for both developed and developing countries. The new global energy crisis, which began in the first half
of 2021 along with soaring prices of fossil fuels like natural gas and coal, may significantly affect how governments choose
policy pathways in terms of energy security and addressing climate change (Gilbert et al.,  2021; Shaffer,  2021), bringing
new uncertainties to the low-carbon global energy transition, while fully demonstrating how a low-carbon energy transition
is an arduous and complex undertaking. While the developmental stage and transition pathways may vary from country to
country based on national circumstances, balancing energy security, carbon reduction, and economic development is a common
challenge for all countries. There is room for mutual learning from solutions and technical roadmaps. A successful phase-
out  of  coal  requires  new development  models,  policy  measures,  and cooperative  efforts  (Kalkuhl  et  al.,  2019; Cui  et  al.,

AUGUST 2022 WANG ET AL. 1213

 

  



2021). European and American countries will have to phase down oil and gas simultaneously. Developed countries have a
responsibility to work with developing countries to explore low-carbon energy development strategies for retiring coal and
gas,  creating  an  opportunity  for  a  global  response  to  climate  change  and  deeper  climate  cooperation  (Miyamoto  and
Takeuchi, 2019). 

3.5.    Countries  should  enhance  their  adaptability  to  climate  change  and  strengthen  their  coordinated  governance  of
climate change in many areas, including biodiversity

As climate risks grow, it has become increasingly necessary for countries to work together to enhance their adaptability
to climate change and strive to balance mitigation and adaptation. Financial consideration is an unavoidable issue in the pro-
cess. At COP26, developed countries raised their ambitions regarding financial support but might fall short again in affecting
the bigger picture of global climate governance. Regarding climate finance, the developing world is showing increasingly
strong demand for a higher share of adaptation finance (Chapagain et al.,  2020). COP26 increased discussions on related
issues such as curbing deforestation, establishing sustainable supply chains and biodiversity conservation programs, and pro-
moting synergies among issues across multiple areas. An important direction for future multilateral climate and environmental
processes is facilitating positive progress in SDGs, including climate-related ones. It is expected that discussions on the coor-
dinated governance of  climate  change will  be  strengthened in  the  second part  of  the  Convention on Biological  Diversity
(CBD) COP15. COP27 will be hosted by Egypt, a developing country, where issues such as adaptation to climate change
and reduction of loss and damage will be priorities of discussion. Sharm el Sheikh, formerly the venue of CBD COP14, is
expected to be a meeting point for the coordinated governance of biodiversity and climate change and to witness greater syn-
ergistic processes between biodiversity conservation and addressing climate change at COP27. 

4.    China will actively safeguard and participate in climate governance through concrete actions

As China’s President XI Jinping emphasized in his remarks at the COP26 World Leaders Summit, “successful governance
relies on solid action”, China believes that actions speak louder than words in the global response to climate change. China
has incorporated carbon dioxide peaking and carbon neutrality goals into the overall national strategy and the five-sphere inte-
grated plan and will work unswervingly to achieve the goals and promote green transformation on all fronts. In the run-up
to COP26, China issued, in succession, the Guidelines of the Central Committee of the CPC and the State Council on Working
Guidance for Carbon Dioxide Peaking and Carbon Neutrality in Full and Faithful Implementation of the New Development
Philosophyb, and the Action Plan for Carbon Dioxide Peaking Before 2030c. A white paper entitled “Responding to Climate
Change: China’s Policies and Actions” submits China's Achievements, New Goals and New Measures for Nationally Deter-
mined Contributions. And a report named China’s Mid-Century Long-Term Low Greenhouse Gas Development Strategy is
published as well. These documents clarified the overall thinking and roadmap for China’s carbon dioxide peaking before
2030 and achieving carbon neutrality before 2060 (Sun, 2022). China is now stepping up its efforts to improve the 1 + N policy
system, which will eventually be a system of national and local policies and measures for both carbon dioxide peaking and
carbon neutrality in all  sectors and industries.  The 1 + N policy system will  provide comprehensive support for China to
achieve  carbon dioxide  peaking  and carbon neutrality  goals  by  specifying  the  targets,  pathways,  and  policies  and  finally
become a Chinese solution to carbon dioxide peaking and carbon neutrality (CAS-SDG, 2021; Liu, 2021).

China firmly champions and safeguards the multilateral mechanisms and processes for climate governance and attaches
importance to cooperation with the international community to tackle the global climate crisis and promote global cooperation
on carbon neutrality.  The UNFCCC Secretariat,  UK Presidency,  United States,  European Union,  and other  countries  had
close consultations prior to and at COP26. As always, China supports and upholds the UNFCCC and the Paris Agreement,
keeps to  the goals,  principles,  and policy approaches of  the Paris  Agreement  to  achieve a  balance between ambition and
action, and stands ready to play a positive role in the cooperation on climate change and adopt systematic solutions to climate
change. Meanwhile, China has pledged to cease building new coal-fired power projects abroad and pledges to step up support
for other developing countries in developing green and low-carbon energy. Moving forward, China will actively engage in
green BRI projects and South-South cooperation to help developing countries address climate change.

China attaches importance to inheriting the successful  experience of the Paris Agreement and promoting multilateral
governance processes through bilateral cooperation, with breakthroughs made in bilateral climate cooperation with the US
at Glasgow. In 2021, the two countries held more than 31 intensive climate talks and communication, laying the foundation
for releasing the U.S.-China Joint Glasgow Declaration on Enhancing Climate Action in the 2020s during COP26. The two
reached an important  consensus  on four  areas  based on the  China-U.S.  Joint  Statement  Addressing the  Climate  Crisis  in
April  2021,  including  enhancing  climate  action,  working  together  to  make  COP26  a  success,  actively  implementing  the

 
b Full Text: http://english.www.gov.cn/policies/latestreleases/202110/25/content_WS61760047c6d0df57f98e3c21.html
c Full Text: http://english.www.gov.cn/policies/latestreleases/202110/27/content_WS6178a47ec6d0df57f98e3dfb.html
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Joint Declaration, establishing a working group on enhancing climate change in the 2020s, releasing the U.S.—China Joint
Glasgow Declaration on Enhancing Climate Action in the 2020s, expediting the implementation of China—U.S. climate coop-
eration and contributing to the formation of consensus on the Glasgow Climate Pact. China will continue to actively engage
in  dialogue  with  the  EU,  US,  and  other  economies  on  climate  cooperation  through  bilateral  mechanisms  and  achieve  a
series of positive results.

China will continue to work on creating synergies from the coordinated governance of climate change and promote the
combination of climate governance with other issues.  China places emphasis on integrating climate change response into
the transformation of its economic and social systems, with a focus on expediting the development of industrial structures,
production modes, living patterns, and spatial zones that will conserve resources and protect the environment, build its eco-
nomic and social development upon green transition, and adhere to the coordinated promotion of carbon reduction, pollution
reduction, green transition, and growth. The coordinated governance of climate and the environment will also be a priority,
and the synergies between pollution abatement and carbon reduction should be further promoted. At the same time, China
should combine climate and biodiversity governance and facilitate synergies to be achieved in addressing climate change in
the second part of CBD COP15.
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ABSTRACT

Individual countries are requested to submit nationally determined contributions (NDCs) to alleviate global warming
in the Paris Agreement. However, the global climate effects and regional contributions are not explicitly considered in the
countries’ decision-making process. In this study, we evaluate the global temperature slowdown of the NDC scenario (∆T =
0.6°C) and attribute the global temperature slowdown to certain regions of the world with a compact earth system model.
Considering reductions in CO2, CH4, N2O, BC, and SO2, the R5OECD (the Organization for Economic Co-operation and
Development  in  1990)  and  R5ASIA  (Asian  countries)  are  the  top  two  contributors  to  global  warming  mitigation,
accounting for 39.3% and 36.8%, respectively. R5LAM (Latin America and the Caribbean) and R5MAF (the Middle East
and  Africa)  followed  behind,  with  contributions  of  11.5%  and  8.9%,  respectively.  The  remaining  3.5%  is  attributed  to
R5REF (the Reforming Economies). Carbon Dioxide emission reduction is the decisive factor of regional contributions, but
not  the  only  one.  Other  greenhouse  gases  are  also  important,  especially  for  R5MAF.  The  contribution  of  short-lived
aerosols is small but significant, notably SO2 reduction in R5ASIA. We argue that additional species beyond CO2 need to
be considered, including short-lived pollutants, when planning a route to mitigate climate change. It needs to be emphasized
that there is still a gap to achieve the Paris Agreement 2-degree target with current NDC efforts, let alone the ambitious 1.5-
degree target. All countries need to pursue stricter reduction policies for a more sustainable world.

Key  words: climate  mitigation, nationally  determined  contributions, attribution, regional  contribution, integrated
assessment models

Citation: Fu, B., and Coauthors, 2022: Climate warming mitigation from nationally determined contributions. Adv. Atmos.
Sci., 39(8), 1217−1228, https://doi.org/10.1007/s00376-022-1396-8.

Article Highlights:

•  Compared with a no climate policy scenario, the NDC scenario shows a slowed global warming of 0.6°C by the end of
the century, although there is still a gap when considering the Paris Agreement target.

•  R5OECD and R5ASIA are the top two contributors to global warming mitigation, accounting for 39.3% and 36.8% on
average, respectively.

•  CO2 reduction is the decisive factor of regional contributions to climate mitigation, while non-CO2 reductions are small
but significant.

 

 
 

 

1.    Introduction

Anthropogenic  activities  have  been  the  main  driving

force behind climate change, and the impact of global warm-
ing  on  human  society  and  natural  systems  is  increasing
(IPCC 2021). The Paris Climate Agreement has set a target
of  2°C  above  the  preindustrial  level  while  also  pursuing  a
1.5°C  target  (UNFCCC  2015).  Mitigating  global  climate
change requires domestic emission reduction policies. Individ-
ual countries are supposed to submit nationally determined
contributions (NDCs) to achieve these global climate goals
(UNFCCC 2015).

 

  
※ This paper is a contribution to the special issue on Carbon Neu-
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NDCs are bottom-up commitments, not top-down alloca-
tions  such  as  the  Kyoto  Protocol,  which  mainly  consider
their own ambitions and feasibility. Other countries’ emission
reductions or global climate effects are not necessarily consid-
ered. It is meaningful to quantify the regional contributions
to global climate change mitigation. Previous literature has
conducted  some  research  on  regional  contributions.
Regional  carbon emission reductions are  the most  intuitive
evaluation  indicator  and  are  widely  used  [e.g.,  (Roelfsema
et al., 2020)]. Some studies also use emissions metrics (Deni-
son  et  al.,  2019).  Historical  emissions  of  long-lived  gases
remain important for future contributions to global warming
and  play  an  important  role  in  strong  mitigation  scenarios
(Skeie et  al.,  2021).  Mitigating non-CO2 emissions such as
SLCFs is also critical for meeting the Paris Agreement ambi-
tions and sustainable development goals (Lund et al., 2020).
However,  there  is  currently  no  literature  that  absolutely
attributes the slowdown of temperature rise to national emis-
sion reductions. This study aims to calculate the relative con-
tributions by region to climate mitigation, providing a perspec-
tive on the emission reduction impact of the NDC scenario
compared with the no climate policy (NP) scenarios.

Thus,  this  study  first  estimates  the  global  temperature
slowdown  and  then  attributes  this  response  to  particular
world  regions.  Section  2  describes  the  data  and  methods,
including scenario datasets, OSACR v3.1 model, simulation
framework and attribution method, and uncertainty analysis.
Section 3 describes the climate mitigation of the NDC sce-
nario relative to the NP scenario. Section 4 attributes climate
mitigation  to  regional  emission  reductions.  Finally,  section
5 presents discussions and conclusions. 

2.    Data and methods
 

2.1.    Scenario datasets

The CD-LINKS project (Linking Climate and Develop-
ment  Policies  -  Leveraging  International  Networks  and
Knowledge  Sharing)  is  an  international  collaborative
project that brings together research from integrated assess-
ment modeling and explores the complex interplay between
climate action and development through global and national
perspectives (http://www.cd-links.org/). This study uses emis-
sion scenario datasets from the CD-LINKS project to drive
a simple climate model. We downloaded CD-LINKS scenario
datasets  from  IMAC  1.5°C  Scenario  Explorer  hosted  by
IIASA (Huppmann et al., 2018), available at http://data.ene.
iiasa.ac.at/iamc-1.5c-explorer. Emissions of five species are
considered  in  this  study:  carbon  dioxide  (CO2),  methane
(CH4),  nitrous  oxide  (N2O),  black  carbon  (BC),  and  sulfur
dioxide (SO2). A set of consistent national and global low-car-
bon development pathways that take current national policies
and nationally determined contributions (NDCs) is developed
in the CD-LINKS project as an entry point for short-term cli-
mate action and then transition to long-term goals of 1.5°C
and  2°C  as  defined  by  the  Paris  Agreement  (Roelfsema  et

al., 2020). The CD-LINKS scenarios were originally devel-
oped in late 2017.

The NP scenario and NDC scenario are the two scenarios
at the core of this paper. Emissions in the NDC scenario rela-
tive to the NP scenario are considered mitigation, and the dif-
ferences  in  global  mean  surface  temperature  (GMST)  and
atmospheric  CO2 are  the  intended  targets  to  be  attributed.
The 2-degree scenario (each country implements its current
implemented policies until 2020 and starts with cost-effective
implementation to achieve the 2-degree target between 2020
and 2030 with high probability) and the 1.5-degree scenario
(each  country  implements  current  implemented  policies
until  2020  and  starts  with  cost-effective  implementation  to
achieve  the  1.5-degree  target  between 2020 and 2030 with
high  probability)  are  also  simulated  as  supporting  data  to
show the mitigation gaps of climate goals and current NDC.
Detailed  information  on  the  scenario  definitions  can  be
found  at http://data.ene.iiasa.ac.at/iamc-1.5c-explorer.  For
each scenario, data from the five integrated assessment mod-
els (IAMs) are available: AIM/CGE 2.1, IMAGE 3.0.1, MES-
SAGEix-GLOBIOM  1.0,  REMIND-MAgPIE  1.7-3.0,  and
WITCH-GLOBIOM 4.0. These IAMs differ at the national
and sectoral integration levels, and they simulate climate pol-
icy decisions in different  ways.  Therefore,  there are differ-
ences in the emission data calculated by these IAMs.

In this study, the world is divided into five regions, the
same as the shared socioeconomic pathways (SSP) database
(Riahi et al., 2017). The five regions are abbreviated as the
Organization for Economic Co-operation and Development
in 1990 (R5OECD), Asian countries (R5ASIA), Latin Amer-
ica  and  the  Caribbean  (R5LAM),  the  Middle  East  and
Africa (R5MAF), and the Reforming Economies (R5REF). 

2.2.    OSCAR v3.1 model

OSCAR  v3.1  is  used  in  this  study  to  simulate  and
attribute  climate  change  mitigation  from  the  NDCs.
OSCAR v3.1  is  a  reduced-complexity  Earth  system model
that contains all the components needed to simulate climate
change, including modules such as the carbon cycle, tropo-
spheric  and  stratospheric  chemistry,  aerosols,  and  climate
response  (Gasser,  Ciais  et  al.,  2017, 2018, 2020).  OSCAR
v3.1  is  available  at https://github.com/tgasser/OSCAR/tree/
v3.1. In addition, OSCAR is built as an emulator with parame-
ters  calibrated  by  more  complex  models  or  observations,
such  as  CMIP5,  WETCHIMIP,  ACCMIP,  and  TRENDY,
making it capable of emulating the sensitivity of models of
superior  complexity  (Gasser  et  al.,  2017).  The  model  is
driven by emission datasets of greenhouse gases and aerosol
precursors,  which  calculate  the  corresponding  changes  in
atmospheric concentrations before predicting radiation forc-
ing and climate change. OSCAR has widely been used in pro-
jections  and  attributions  in  climate  change  communities
(Ciais  et  al.,  2013; Gasser  et  al.,  2018),  especially  for
regional  climate  contributions  (Li  et  al.,  2016; Fu  et  al.,
2021). In this study, we use OSCAR v3.1 to simulate future
GMST and atmospheric CO2 changes in different scenarios
and to attribute the contributions of climate mitigation to dif-
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ferent regions. 

2.3.    Simulation framework and attribution method

∆T

[
∆baseT = TNP−TNDC = OSCAR

(
ENP,globe

)
−OSCAR(

ENDC,globe

)]

The temperature mitigation ( ) between the NDC and
NP  scenarios  represents  the  objective  of  this  study,  which
reflects  the  climate  change  mitigation  of  NDC  emission
reductions relative to the no climate policy scenario. The tem-
perature  difference  between  the  experiments  in  the  NDC
and NP scenarios is regarded as warming mitigation and is
attributed  to  various  regions  of  the  world.  First,  we  run  a
base  simulation  to  obtain  the  temperature  mitigation.  The
OSCAR model is driven by the NP scenario and NDC sce-
nario data from CD-LINKS to simulate the global temperature
in the two scenarios before calculating the temperature mitiga-
tion. 

.
To  attribute  the  temperature  slowing  specific  to  the

regions,  the  “normalized  marginal  attribution  method ”  is
used in this study. Applying the normalized marginal attribu-
tion method is advised by the United Nations Framework Con-
vention on Climate Change (UNFCCC) to solve nonlinear cli-
mate attribution problems (UNFCCC 2002). One study dis-
cussed seven attribution methods and concluded that the nor-
malized marginal attribution method is one of the two most
suitable for climate attribution (Trudinger and Enting, 2005).
The  normalized  marginal  attribution  method  evaluates  the
contributions  of  individual  regions  proportional  to  their
marginal effects and constrains the total of individual contri-
butions equal to the global effect. In many early studies, this
method  attributed  climate  changes  to  processes  or  specific
regions  (Ciais  et  al.,  2013; Li  et  al.,  2016; Fu  et  al.,  2020,
2021).

ri

∆riT
∆riT = TNP−TNDC,ri−ε = OSCAR

(
ENP,globe

)
−

OSCAR
(
ENDC,globe+ε

(
ENP,ri −ENDC,ri

))

αi= (∆baseT −∆riT )/(
∑m

i=1∆baseT −∆riT )
αi∆baseT
ϵ

To implement  the  normalized  marginal  method  in  this
study, we ran the basic simulation, and changed the regional
emissions mitigation of each region (noted as ) by a small
fraction ε as input for each simulation and repeatedly calcu-
lated  temperature  mitigation  ( ).  The  mathematical
expression  is

. The purpose of th-
ese marginal experiments is to calculate the marginal effect
of  emission  reduction  in  each  region.  Then,  the  marginal
effects are normalized to calculate the relative contributions
of  each  region 
and the absolute contributions are calculated by  fol-
lowing  the  normalization  marginal  method.  The  value  is
0.1%,  similar  to  early  studies  that  applied  the  OSCAR
model, while several studies found that the results are insensi-
tive  to ε values  (UNFCCC  2002,  Trudinger  and  Enting,
2005). 

2.4.    Uncertainty analysis

This study considers the uncertainties from two aspects:
the  model  parameters  and the scenario  data.  For  parameter
uncertainties,  all  simulations  are  run  under  a  Monte  Carlo
ensemble (n = 3000). Parameters are randomly drawn from
the  pool  available  in  OSCAR  v.3.1.  OSCAR  has  approxi-

mately  200  parameters,  which  play  a  role  in  the  carbon
cycle  module,  tropospheric  and  stratospheric  chemistry,
aerosols,  climate  response,  etc.  They  are  listed  in  the
OSACR model manual (https://github.com/tgasser/OSCAR/
blob/v3.1/MANUAL.pdf). As an emulator, different configu-
rations of OSCAR emulate different models of higher com-
plexity, so the Monte Carlo ensemble shows the model uncer-
tainties.  For  scenario data,  the CD-LINKS dataset  contains
scenario data from five different IAMs. Data from different
IAMs  have  large  variances,  so  we  show  both  the  average
and  the  standard  deviation  of  the  results  as  well  as  the
results for each IAM separately. 

3.    Climate mitigation from NDCs

As mentioned in section 2.3, this study focuses on the dif-
ference in climate effects  between NDC and NP scenarios.
Their carbon dioxide emissions are shown in red and orange
in Fig. 1. In the NP scenarios, R5ASIA and R5OECD emit
significantly  more  CO2 than  other  regions,  followed  by
R5MAF, while  the  CO2 emissions  of  R5LAM and R5REF
remain low for an extended time. Compared with the NP sce-
nario, R5ASIA and R5OECD have the most prominent contri-
butions to CO2 emission reduction, with cumulative emission
reductions  of  123.01  PgC  and  106.89  PgC,  respectively.
The  reductions  of  R5REF are  rather  small,  which  can  also
be seen in Fig. 3. The ranges of CO2 emissions under both
the  NP  and  NDC  scenarios  show  significant  growth  after
2030. Although the ranges of CO2 emissions are affected by
the simulation results of different IAMs, the ranges of CO2

mitigation are mainly derived from the variance of the NDC
scenario.  The  other  two  scenarios  (the  2-degree  and  1.5-
degree) are also shown in Fig. 1. These two ideal scenarios
are significantly different from the NP and NDC scenarios.
The carbon emissions scenario shows an overall downward
trend,  gradually  reaching  carbon  neutrality  in  the  future.
The  2-degree  scenario  achieves  carbon  neutrality  in
2062–78, while the 1.5-degree scenario achieves carbon neu-
trality ten to twenty years earlier than the 2-degree scenario.
This is similar to the result of (van Soest et al. 2021), who
reported the realization of carbon neutrality by 2065–80 (2-
degree)  and  2045–60  (1.5-degree).  Obviously,  to  achieve
the climate goals of the Paris Agreement, it is not sufficient
to rely solely on the existing NDCs.

In addition to CO2, the pathways of CH4, N2O, BC, and
SO2 are also considered in this study and used to drive the
model. The cumulative reduction (for CO2,  CH4,  and N2O)
or annual reductions (for BC and SO2) are shown in Fig. 3.
Their  emissions can be seen in Fig.  2. The region with the
largest  N2O  emission  reductions  is  the  R5OECD,  with  an
average of 19.59 TgN. R5OECD, R5ASIA, and R5LAM con-
tribute significantly to CH4 emission reductions, with average
emission  reductions  reaching  1975.36  TgC,  1627.76  TgC,
and 1309.02 TgC, respectively. The critical regions for BC
emission reduction are R5ASIA and R5LAM, both reaching
approximately 0.02 TgC. SO2 is mainly reduced in R5ASIA,
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Fig.  1. CO2 emissions  of  the  R5 regions  based  on  the  CD-LINKS scenario  dataset.
Future CO2 emissions in the R5 region under four climate scenarios. The line is the
average of the results of the five emission IAMs, and the shaded areas show the range
of  the  scenario  data.  “NP”,  “NDC”,  and  “2-degree”  scenarios  are  marked  by  red,
orange,  and  solid  blue  lines.  The  “1.5-degree”  scenario  is  marked  by  green  dashed
lines. Pathways of other species (CH4, N2O, BC, and SO2) can be found in Fig. S1.

 

 

Fig. 2. CH4,  N2O, BC, and SO2 emissions of the R5regions based on the CD-LINKS scenario dataset. Future CH4,  N2O, BC, and
SO2 emissions in the R5 region in four climate scenarios.  The line is  the average of the results  of the five emission IAM and the
shade shows the range of the scenario data. “NP”, “NDC”, and “2-degree” scenarios are marked by red, orange, and blue solid lines.
“1.5-degree” scenario is marked by green dashed lines.
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with an average of 0.57 TgS, accounting for more than 50%
of global emission reductions. Notably, some data from spe-
cific IAMs show that the NDC scenario has larger regional
emissions of some species than the NP scenario. For exam-
ple,  the  emission  reductions  in  R5REF  obtained  by  the
WITCH-GLOBIOM 4.0 simulation are small negative values
except for CH4. The emission reduction of BC in R5OECD
obtained  by  IMAGE 3.0.1  simulation  is –0.31  TgC,  which
is quite different from the results of other IAMs. There may
be some inconsistency in how clean air policies are assumed
in  the  IAMs.  The  uncertainty  of  IAMs  is  considerable,
although  they  are  less  important  to  climate  change  than
CO2.

The increase in temperature and atmospheric CO2 rela-
tive to preindustrial times (~1850) is simulated by OSCAR
v3.1,  driven by the CO2,  CH4,  N2O, BC, and SO2 scenario
datasets from CD-LINKS (Fig. 4 and Table 1). The average

∆CO2

of the five IAMs shows that the global CO2 change relative
to 1850 will reach 531.9±128.4 ppm in the NP scenario and
425.1±111.1 ppm in the NDC scenario in 2100. Adherence
to NDC policy can avoid an increase of nearly 110 ppm in
atmospheric CO2. Table 1 shows the increase in atmospheric
CO2 ( )  simulated  using  scenario  datasets  from  five
IAMs.  For  the  NP  scenario,  AIM/CGE  2.1  and  IMAGE
3.0.1 result in an increase of approximately 500 ppm, while
MESSAGEix-GLOBIOM  1.0,  REMIND-MAgPIE  1.7-3.0,
and WITCH-GLOBIOM 4.0 result in an increase of approxi-
mately 550 ppm. For the NDC scenario, the results are also
different;  that  is,  AIM/CGE  2.1  and  REMIND-MAgPIE
1.7-3.0  optimistically  yield  less  than  400  ppm,  while
MESSAGEix-GLOBIOM 1.0  results  are  almost  as  high  as
500 ppm. Comparing the effects of NP and NDC, the estima-
tion of atmospheric CO2 mitigation ranges from 56.05 ppm
(MESSAGEEix-GLOBIOM 1.0) to 151.34 ppm (REMIND-

 

 

Fig.  3. The  mitigation  of  CO2,  CH4,  N2O,  BC,  and  SO2 emissions  of  the  R5  regions  based  on  the  CD-LINKS  scenario
dataset. The map shows the regionalization (R5 regions) in this study. The bars around the map show emission reductions of
NDC relative to NP scenarios. The cumulative reduction (for CO2, CH4, and N2O) or annual reductions (for BC and SO2) are
shown here. The height of each column is a global emission difference, with the different colors representing the various R5
regions. The results are based on five IAMs are marked by different markers, and their average is shown with grey bars. The
units are 100 PgC for CO2, 10 TgN for N2O, 1000 TgC for CH4, 0.01 TgC for BC, and 1 TgS for SO2 to plot the bars in one
axis.
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∆CO2 ∆T
∆CO2

∆CO2

∆CO2

∆T

Fig.  4. Atmospheric  CO2 increase  ( )  and  temperature  change  ( )  relative  to
preindustrial (1850) simulations for scenarios. (a) The simulation of  based on emission
data from the five IAMs. The mitigation of  induced by NDC relative to NP is marked
and valued in the figures.  in the 2-degree and 1.5-degree scenarios are also shown in
the  figures  for  comparison.  (b)  The  same as  (a),  but  for .  The  mitigation  of  temperature
increases is the core concern of this study and is attributed to regions in this study.
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∆CO2MAgPIE 1.7-3.0). The range of  for the NP scenario is
54.56  ppm,  and  that  for  the  NDC scenario  is  116.68  ppm.
The range of CO2 mitigation calculated by the five IAMs is
95.29  ppm,  significantly  higher  than  that  for  the  NP  sce-
nario.  Therefore,  the  range  of  CO2 mitigation  is  mainly
derived from the variance of the NDC scenario from IAMs.

The temperature increases in the four scenarios are also
simulated (Fig. 4b). If no climate policy is implemented, the
temperature will rise by 4.1°C±0.9°C relative to the preindus-
trial  level.  With  NDC  implemented,  the  temperature
increase is controlled at 3.5°C±0.8°C. Although there is still
a large gap between the NDC scenario and the goals of the
Paris Agreement, significant mitigations (0.6°C on average)
are achieved, which is the core focus of this article. The tem-
perature in the NP scenario simulated by all IAMs is signifi-
cantly larger than that in the NDC scenario. The temperature
mitigations are calculated as the difference between the NP
and NDC emission scenarios from the same IAM (Fig. 4b),
ranging from 0.3°C–0.8°C. To enhance the reliability of the
results,  we  also  calculate  the  transient  climate  response  to
cumulative  carbon  emissions  (TCRE)  in Fig.  5,  which
ranges  from  (1.54°C–1.94°C)/PgC,  close  to  the  estimates
from the  existing  literature  (Matthews,  Gillett  et  al.,  2009,
Leduc, Matthews et al., 2016). 

4.    The  contributions  to  temperature
mitigation

Furthermore, we attribute the temperature mitigation to
regions  according  to  the  normalized  marginal  attribution
method,  in  which  relative  contributions  are  proportional  to
the marginal climate effect of regional emission reductions.
If  only  CO2 reduction  is  considered  in  the  attribution,
R5OECD  and  R5ASIA  are  the  top  two  contributors,  each
accounting for more than 40% of the temperature mitigation
on  average  (Fig.  6).  The  three  IAMs  conclude  that
R5OECD  is  the  largest  contributor,  while  the  other  two

IAMs are more confident about R5ASIA (Table 2). R5LAM
accounts for 10.9% of the temperature mitigation, on aver-
age, and is the third-largest contributor. The remaining tem-
perature mitigation is attributed to R5REF and R5MAF, and
their contributions are very small (no more than 5% on aver-
age).

Considering additional climate forcings, the relative con-
tribution of temperature mitigation has changed. Considering
all  GHG  reductions,  R5MAF  becomes  much  more  impor-
tant, accounting for an average of 8.9%. This is because the
global  CH4 and  N2O  reduction  proportion  of  R5MAF  is
greater  than  that  for  CO2 (Fig.  3).  Correspondingly,  the
share of R5ASIA dropped by approximately six percentage
points, while the shares of R5OECD, R5LAM, and R5REF
showed little change. In addition, we also included aerosols
(BC and SO2) in the attribution. Although there are significant
changes between aerosol-included attribution (“GHGs+BC”,
“GHGs+SO2”,  and “all”  in  Table 2)  and aerosol-excluded
attribution (“GHGs” in Table 2), they are very small. This is
because GHGs have a long atmospheric lifetime, and cumula-
tive  emissions  determine  their  climate  effects.  In  contrast,
the climate effects of short-lived aerosols are essentially deter-
mined by the current year’s emissions. Since the attribution
is  conducted  for  a  long  period  (2014–2100),  GHGs  are
much more important than aerosols in the mitigation attribu-
tion.

Considering  “all ”  climate  forcers  in  this  study  (CO2,
CH4, N2O, BC, and SO2), R5OECD and R5ASIA represent
the  two  major  contributors  to  global  warming  mitigation,
accounting for 39.3% and 36.8%, respectively. R5LAM and
R5MAF followed R5OECD and R5ASIA, contributing 11.5%
and 8.9%, respectively. R5REF only contributed 3.5%. The
relative contributions depend on regional emission reductions
but are not limited solely to CO2 emission reductions. Figure
7 shows that the regional contributions to climate mitigation
are  positively  correlated  with  the  CO2 emission  reductions
but are not completely linear. This is attributed to non-CO2

climate forcing and the nonlinear processes of the climate sys-

∆CO2 ∆TTable 1.   Future CO2 increase ( ) and temperature changes ( ) relative to 1850 in 2100.

Model NP NDC 2-degree 1.5-degree

∆CO2Future CO2 increase  (ppm)
AIM/CGE 2.1 502.20±122.34 380.78±93.59 132.61±30.85 94.89±22.57
IMAGE 3.0.1 504.66±118.69 426.50±102.01 143.03±35.40 93.31±23.09

MESSAGEix-GLOBIOM 1.0 553.51±126.24 497.46±117.21 122.43±33.05 82.85±22.42
REMIND-MAgPIE 1.7-3.0 542.64±132.83 391.30±100.34 124.01±32.08 84.63±22.56

WITCH-GLOBIOM 4.0 556.76±130.53 430.10±102.42 121.36±28.68 83.96±20.79
average 531.89±128.42 425.07±111.14 128.69±33.12 87.93±22.29

∆TFuture temperature changes  (°C)
AIM/CGE 2.1 4.10±0.92 3.52±0.81 1.91±0.51 1.57±0.45
IMAGE 3.0.1 3.91±0.89 3.49±0.80 1.96±0.53 1.62±0.45

MESSAGEix-GLOBIOM 1.0 4.01±0.90 3.74±0.85 1.79±0.51 1.43±0.43
REMIND-MAgPIE 1.7-3.0 4.20±0.95 3.40±0.80 1.89±0.52 1.59±0.45

WITCH-GLOBIOM 4.0 4.00±0.90 3.35±0.78 1.61±0.45 1.32±0.40
average 4.05±0.92 3.50±0.82 1.83±0.52 1.51±0.44
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tem. The reductions in other GHGs and SO2 are also worthy
of  attention,  especially  in  certain  regions,  e.g.,  CH4 in
R5MAF and SO2 in R5ASIA.
 

5.    Conclusion and discussion

This  study  first  assessed  the  regional  contributions  to

the world’s climate mitigation. According to our estimation,
R5OECD and R5ASIA make similar contributions, covering
almost  three-quarters  of  climate  change  mitigation.  At  the
same  time,  R5OECD and  R5ASIA are  the  largest  emitters
of  greenhouse  gases  and  aerosols.  The  emission  reduction
actions of major emitters are essential to curb global climate
change. R5LAM and R5MAF are of the second tier, each con-

 

 

Fig. 5. The transient climate response to cumulative carbon emissions (TCRE) in this study. The lines are the average of the
results of 3000 simulations and the shades show the range of the simulated data. “NP”, “NDC”, “2-degree” and “1.5-degree”
scenarios are marked by red, orange, blue and green dashed lines. We calculate the TCRE for NDC scenario and NP scenario
as the slope. Considering the negative emissions of the 2-degree and 1.5-degree scenarios, we do not calculate the TCRE for
these two scenarios.
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tributing approximately 10%. R5REF is a less critical contrib-
utor to slowing down warming, only 3.5%.

Our estimation of the regional contributions to climate
mitigation is based on the deviation of the NP and NDC sce-
narios.  This means that regional emission reductions deter-
mine  future  emission  reduction  contributions.  Although,  to
a certain extent, high-emitting regions are more likely to con-
tribute to greater emission reductions and cooling contribu-
tions, such as R5ASIA, while low-emitting regions, such as
R5REF,  are  less  likely  to  do  so.  However,  this  does  not
mean  that  larger  emissions  correspond  to  larger  contribu-
tions. For example, the CD-LINKS dataset shows that CO2

emissions  in  the  R5MAF will  rise  in  the  future,  becoming
the world’s second-largest emitter by 2100. However, the con-
tribution of R5MAF to temperature mitigation is very small
at 8.03%, a contribution that only surpasses the R5REF’s con-
tribution  and  is  disproportionate  to  its  emissions.  Such
results  indicate  that  R5MAF  has  room  to  optimize  the
energy structure and develop stricter climate policies to con-
trol the climate. At the same time, technical assistance from
developed  countries  and  regions  may  help  reduce  R5MAF
emissions due to historical responsibilities. It is not inappro-
priate to simply think that the greater the contribution in this
study, the more commendable it is.

We noticed that the scenario data significantly determine
the  evaluation  results,  and  the  scenario  data  of  different
IAMs vary greatly. In the CD-LINKS datasets, there are sig-
nificant  variances  in  the  five  IAMs,  with  the  opposite  sign
possibly being found in some regions and species. There is

 

Fig.  6. The  relative  contributions  of  regions  to  climate
mitigations  with  different  climate  forcers  included.  Each
column represents the global climate mitigations (100%), with
relative contributions from the R5 regions marked by different
colors. “CO2”, “GHGs”, “GHGs + SO2”, “GHGs + BC”, and
“all ”  labeled  at  the  axis  indicate  which  climate  forcings  are
considered.  GHGs  refer  to  CO2,  CH4,  and  N2O,  and  “all ”
refers  to  GHGs,  BC,  and  SO2.  The  close-together  columns
represent  results  based  on  different  IAMs,  with  the  model
average indicated by the red dashed lines.  The five IAMs are
AIM/CGE  2.1,  IMAGE  3.0.1,  MESSAGEix-GLOBIOM  1.0,
REMIND-MAgPIE  1.7-3.0,  and  WITCH-GLOBIOM  4.0
(from left to right).

Table 2.   The contributions of regional NDC to climate change mitigation (%).

Model Region CO2 GHGs GHGs+BC GHGs+SO2 all

AIM/CGE 2.1 ASIA 31.3 27.8 27.4 28.3 27.9
LAM 7.0 7.8 7.8 7.8 7.8
REF 4.0 3.8 3.8 3.8 3.8

OECD 51.2 51.6 51.9 51.2 51.4
MAF 6.4 9.0 9.1 9.1 9.2

IMAGE 3.0.1 ASIA 31.0 28.4 28.5 27.1 27.2
LAM 18.1 16.8 16.7 17.4 17.4
REF 2.3 4.9 4.8 4.8 4.8

OECD 36.8 34.6 34.3 36.0 35.7
MAF 11.9 15.4 15.7 14.7 15.0

MESSAGEix-GLOBIOM 1.0 ASIA 37.1 31.7 31.4 31.6 31.4
LAM 11.0 11.8 12.0 11.8 12.1
REF 0.5 2.1 2.0 2.2 2.1

OECD 51.1 52.7 52.5 52.6 52.4
MAF 0.2 1.8 1.9 1.8 2.0

REMIND-MAgPIE 1.7-3.0 ASIA 45.8 41.3 41.4 41.1 41.2
LAM 10.6 11.4 11.4 11.5 11.5
REF 1.1 3.3 3.3 3.4 3.4

OECD 40.2 36.0 35.8 36.1 36.0
MAF 2.4 7.9 8.0 7.9 8.0

WITCH-GLOBIOM 4.0 ASIA 69.5 56.6 56.6 56.2 56.2
LAM 7.8 8.9 8.9 9.0 9.0
REF −1.6 3.2 3.2 3.4 3.4

OECD 22.4 20.9 20.9 21.0 21.0

MAF 1.9 10.4 10.3 10.4 10.4
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a  great  deal  of  uncertainty  in  the  process  of  translating
national policy documents into future global emission fore-
cast  data.  Different  possible  evolutions  of  NDC  assump-
tions,  which  have  resulted  in  estimated  emissions  ranging
from 47 to 63 TgCO2 yr–1 in 2030, have a significant impact
on the feasibility and cost of predicting future global warming
(Rogelj et al., 2017). We argue that the reliability and consis-
tency of IAM datasets are vital for future scenario projection
and attribution analysis.

Apart  from  the  data  differences  caused  by  different
IAMs,  the  gap  between  NDC  and  climate  goals  should  be
noted. The fact is that most existing emission reduction pro-

grams exceed the 2°C target set out in the Paris Agreement.
In other words, current actions are not sufficient to achieve
the  goals  of  sustainable  development  (Sörgel  et  al.,  2021).
In addition, even if NDCs are assumed to be achieved, there
is still a wide range of future possibilities because of the defi-
nition  of  the  long-term  carbon  budget  (Riahi  et  al.,  2021).
However,  this  does  not  mean  that  NDCs  cannot  be  evalu-
ated.  Instead,  we  need  to  assess  currently  proposed  NDCs
with a clearer picture. Only when we have a clearer under-
standing  of  the  contributions,  gaps,  and  uncertainties  of
NDCs,  can  we  plan  and  evaluate  more  ambitious  policies
and pathways. The legacy of excessive temperatures and the

 

 

Fig. 7. Pie charts for regional emission reductions and induced climate warming mitigations. (a) Pie charts
for regional reductions in CO2, CH4, N2O, BC, and SO2. (b) The nested pie chart in the center of this figure
shows the regional relative contributions when calculated with different  amounts of substances considered.
The center part of the nested pie chart shows the relative contributions calculated with only CO2 considered.
The second layer, from the inside to the outside, considers CH4 and N2O in addition to CO2 (abbreviated as
GHGs in this study). The third layer considers GHGs and BC, and the fourth layer considers GHGs and SO2.
The outermost layer considers GHGs, BC, and SO2, referred to as “all” in this study.
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feasibility of limiting warming to 1.5°C or less are central to
the  post-Paris  Agreement  scientific  agenda  (Schleussner  et
al., 2016).

At  present,  157  Paris  Agreement  Parties  (representing
156 countries)  have  submitted  their  new or  updated  NDCs
(Climate Watch, 2020). According to the recent NDC synthe-
sis report released by the UNFCCC, new or updated NDCs
are expected to result in 3.5% and 11.3% lower emission lev-
els  in  2025  and  2030,  respectively,  compared  to  the  first
NDCs, (UNFCCC, 2021). It is worth simulating the tempera-
ture  mitigation  and  relative  contributions  of  different
regions under the updated NDC scenario. Unfortunately, the
newest emission scenario pathway datasets of countries are
still unavailable. We believe that the introduction of carbon-
neutral  policies  will  result  in  contribution increases  for  the
current major carbon emitters, such as China (in R5ASIA),
the  United  States,  and  the  European  Union  (in  R5OECD),
both in absolute and relative aspects.

Meanwhile, the results of this paper can still be valuable
as a reference for reflecting upon the necessary ambition to
achieve  the  Paris  goals  and  for  discovering  how  countries
can leverage their climate goals to achieve their sustainable
development objectives. Of course, we strongly recommend
evaluating  the  relative  contributions  under  the  updated
NDCs when the newest datasets are available. Different coun-
tries  give  different  peak  carbon  or  carbon-neutral  times,
which affects their relative contributions.

We argue that all countries should introduce more ambi-
tious emission reduction plans as soon as possible based on
the current NDCs, and more international technical assistance
to  developing  countries  is  needed  to  achieve  a  low-carbon
world.  These  considerations  represent  important  directions
for climate policy research.
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ABSTRACT

On 22 September 2020, within the backdrop of the COVID-19 global pandemic, China announced its climate goal for
peak  carbon  emissions  before  2030  and  to  reach  carbon  neutrality  before  2060.  This  carbon-neutral  goal  is  generally
considered to cover all anthropogenic greenhouse gases. The planning effort is now in full swing in China, but the pathway
to decarbonization is unclear. The needed transition towards non-fossil fuel energy and its impact on China and the world
may be more profound than its reform and development over the past 40 years, but the challenges are enormous. Analysis
of  four  representative  scenarios  shows  significant  differences  in  achieving  the  carbon-neutral  goal,  particularly  the
contribution  of  non-fossil  fuel  energy sources.  The  high  target  values  for  nuclear,  wind,  and bioenergy have  approached
their  corresponding  resource  limitations,  with  solar  energy  being  the  exception,  suggesting  solar’s  critical  role.  We  also
found  that  the  near-term  policies  that  allow  for  a  gradual  transition,  followed  by  more  drastic  changes  after  2030,  can
eventually reach the carbon-neutral goal and lead to less of a reduction in cumulative emissions, thus inconsistent with the
IPCC  1.5°C  scenario.  The  challenges  and  prospects  are  discussed  in  the  historical  context  of  China’s  socio-economic
reform, globalization, international collaboration, and development.

Key  words: carbon  neutral, carbon  dioxide  reductions, energy  system  transformation, distributed  energy  system, model
projections
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•  The Chinese carbon neutral goal will have profound impact but the challenges are enormous.
•  Four  representative  scenarios  show significant  differences  in  how to  achieve  the  carbon-neutral  goal,  but  all  agree  the

importance of solar energy.
•  We recommend more aggressive actions on distributed solar,  wind, small  and modular nuclear,  smart grid,  and energy

storage.
 

 
   

1.    Introduction

On  22  September  2020,  within  the  backdrop  of  the
COVID-19  global  pandemic,  China  announced  its  climate
goal  for  peak carbon dioxide (CO2)  emissions before  2030
and  reach  carbon  neutrality  by  2060,  often  referred  to  as
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“Shuang  Tan ”  or  “the  two  carbon  goals ”  in  China  (Xi,
2020).  After  this  announcement,  President  XI  has  spoken
more than 30 times on important occasions and emphasized
the  importance  of  the  double  carbon  goal.  The  planning
efforts to reach the two goals are now in full swing in China.
This announcement came as a pleasant surprise for the fight
against climate change, but the pathway to decarbonization
is unclear; the Climate Envoy, Zhenhua XIE, said that the car-
bon-neutral goal covers all greenhouse gases. The needed tran-
sition  towards  non-fossil  fuel  energy  and  its  impact  on
China and the world may be more profound than its reform
and development over the past 40 years, but the challenges
are enormous. 

2.    Roadmap to carbon neutrality

Currently,  China's  fossil  fuel  CO2 emissions  are  10.2
Gt  CO2 (gigatonnes  of  CO2)  in  2019,  which  compromises
27.9% of total global emissions (Friedlingstein et al., 2020).
In 2020, fossil fuels accounted for 83% of the total primary
energy supply (TPES) with coal representing 57%, oil 17%,
and gas  9%,  while  non-fossil  fuel  accounted  for  only  17%
(hydro 7%, nuclear 3%, wind 3%, solar 2%, bio 2%).

To achieve the carbon-neutral  goal,  which ambitiously
corresponds  to  not  exceeding  the  2°C  target  of  the  Paris
Agreement  on  climate  change  (IPCC,  2018; Jiang  et  al.,
2018; Project  Comprehensive  Report  Preparation  Team,
2020),  the  ratio  of  fossil  fuel  to  non-fossil  energy  sources
need to be completely reversed. The low carbon energy sys-
tem  would  need  to  decrease  to  80%–90%  of  the  present
CO2 emissions [Fig. S1 in the Electronic Supplementary Mate-
rial  (ESM)].  The  remainder  (including  the  non-CO2 emis-
sions)  would  need  to  be  offset  by  the  terrestrial  and  ocean

sinks and carbon capture, usage and storage (CCUS), result-
ing in net-zero emissions. We illustrate this with a representa-
tive  scenario  by  running  the  IPAC  integrated  assessment
model (Jiang et al., 2018). We started using the latest Chinese
energy  and  economic  statistics  of  2020  and  then  projected
them  into  the  future  at  five-year  intervals.  The  projection
shows  that,  by  2050,  the  contribution  of  non-fossil  energy
would increase to 77%, while the fossil  fuel portion would
drop to 23% (Fig. 1 and Table 1). In particular, the contribu-
tion of coal would drop below 10%. Additionally, significant
carbon  sinks  and  negative  emissions  will  be  needed  to
counter  the  remaining  fossil  fuel  emissions  to  achieve  net-
zero CO2 emissions.

While  the  overall  scenario  involves  detailed  modeling
of  socio-economic  and  technological  development,  fossil
fuel CO2 emissions can be broadly understood as driven by
the following key factors using the Kaya identity (Kaya and
Yokoburi, 1997): 

CO2 =
CO2

Energy
× Energy

GDP
× GDP

Population
×Population, (1)

where  CO2 is  CO2 emissions  from human sources,  Energy
is energy consumption, and GDP is gross domestic product
(GDP).

The past increases in CO2 emissions have been mostly
driven  by  economic  development  and  population  increases
(Raupach et al., 2007). China's GDP has increased at an aver-
age rate of 9% from 1980–2019 (the 3rd factor in the Kaya
Identity  above).  Going  forward,  with  the  annual  rate  of
GDP expected to grow at 4%–5% and the population stabiliz-
ing,  a  complete  decoupling  of  CO2 emissions  from  GDP
growth  will  be  required  for  the  carbon-neutral  goal.  First,
CO2 emission intensity per unit energy generation (the 1st fac-

 

 

Fig.  1. The  Yin  and  Yang  of  fossil  vs.  non-fossil  fuel  energy  source  mix.  A  scenario  to  achieve  China's
carbon-neutral  goal  before  2060  would  require  a  complete  reversal  of  their  relative  contribution  to  total
energy supply and an unprecedented rapid increase in renewable energy plus nuclear and decrease in fossil
fuel use on the timescale of 20–30 years after peak carbon.
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tor)  will  need  to  be  reduced  drastically  in  a  near-complete
switch  from  fossil  to  non-fossil  fuel  energy.  This  can  be
accomplished by reducing coal and gas on the power genera-
tion side and heavy electrification and energy efficiency on
the  end-user  side.  Second,  decreasing  the  energy  intensity
per  GDP  (the  2nd  factor  in  the  Kaya  Identity)  requires
growth  to  come  mostly  from  the  service  sector  and  non-
energy  intensive  industries  such  as  electronics,  which  is
expected  to  occur  naturally  as  China's  rapid  infrastructure
build-up over the last 40 years (Zeng et al., 2008) is leveling
off.

Regarding  power  generation  specifically,  this  scenario
calls for a 2485 Gigawatts (billion watts or GW) of installed
solar  capacity  in  2050,  a  9-fold  increase  from  281  GW  in
2020.  In  the proposed mix,  wind power will  increase from
244 GW in 2020 to 1508 GW capacity (a 6-fold increase),
while nuclear power will increase from 55 GW to 563 GW
(a 10-fold increase). Such changes would require an average
annual addition of 73 GW of solar-generated power, and 17
GW of  nuclear  power  over  the  next  30  years,  while  at  the
same time reducing coal-fired power by 33 GW per year. In
2050,  non-fossil  fuel  energy  sources  consisting  of  nuclear
and renewables  (solar,  wind,  hydro,  bio)  will  provide  90%
of  the  total  power  generation.  After  considering  the  differ-
ences in capacity factors, this mix of installed capacities con-
tributes to a total TPES mix of 24% nuclear and 53% renew-
ables (Table 1). 

2.1.    Different pathways

To  further  understand  the  assumptions  and  uncertain-
ties, we compared the projections from four 1.5°C modeling
synthesis  scenarios:  the  IPAC  model  discussed  above,

GCAM-TU (Zhou et al., 2021), and ICCSD (Davidson et al.,
2016; Huang  et  al.,  2020; Project  Comprehensive  Report
Preparation  Team,  2020),  and  an  ICCSD “transition path-
way” (Project  Comprehensive  Report  Preparation  Team,
2020)  (see  ESM).  The  four  scenarios  all  show  a  reversal
between fossil and non-fossil fuels and similar carbon emis-
sions. However, the energy mix differs significantly.

China submitted the updated Nationally Determined Con-
tributions (NDC) on 28 October 2021 with several new com-
mitments  (https://www4.unfccc.int/sites/NDCStaging/
pages/Party.aspx?party=CHN,  accessed  on  6  December
2021). China will lower its CO2 emissions per unit of GDP
by over 65 percent from 2005 levels. In the Project Compre-
hensive Report Preparation Team (2020) study, the projected
number  is  68.2%,  a  bit  higher  than  the  committed  lower
bound of 65%. For China’s goal of non-fossil energy propor-
tion (about 25% by 2030), the GCAM-TU and IPAC models
predicted 36% and 30% at 2030, respectively, in the 1.5°C
carbon-neutral scenarios (Fig. S2 in the ESM) (Jiang et al.,
2018; Zhou  et  al.,  2021).  As  for  the  goal  of  total  installed
wind and solar power capacity reaching over 1.2 billion kilo-
watts,  the  GCAM-TU and  IPAC models  predicted  1.6  and
1.4  billion  kilowatts  by  2030,  respectively  (Jiang  et  al.,
2018; Zhou et al., 2021).

Primary energy projected by the IPAC model increases
gradually and plateaus to a level that is 30% higher in 2050
than  in  2020,  while  the  other  scenarios  only  show  minor
increases  (Fig.  2).  In  2050,  fossil  fuel  contribution  in  the
ICCSD  scenario  is  610  GWy,  only  half  of  the  other  two,
mostly due to a much smaller coal contribution. Non-fossil
energy  supply  ranges  from  3630  to  5040  GWy,  with  the

Table 1.   Energy sources in the total primary energy supply (TPES) mix. Future years are projected by the carbon-neutral scenario using
the IPAC model. Unit is in GWy (Gigawatts year) and percentage of total in parentheses.

Year Total Coal Oil N. Gas Nuclear Hydro Wind Solar Bio

2005 1956 1427 (72.9%) 404 (20.7%) 56 (2.9%) 18 (0.9%) 45 (2.3%) 0.8 (0.0%) 0.0 (0.0%) 4.6 (0.2%)
2020 4573 2622 (57.3%) 774 (16.9%) 390 (8.5%) 142 (3.1%) 319 (7.0%) 145 (3.2%) 103 (2.3%) 78 (1.7%)
2035 5625 1641 (29.2%) 512 (9.1%) 590 (0.5%) 818 (14.5%) 496 (8.8%) 645 (11.5%) 501 (8.9%) 423 (7.5%)
2050 6044 592 (9.8%) 211 (3.5%) 563 (9.3%) 1460 (24.2%) 535 (8.8%) 1001 (16.6%) 982 (16.2%) 702 (11.6%)

 

 

Fig. 2. Energy supply from (a) total, (b) fossil fuel, (c) non-fossil fuel sources from three 1.5°C scenarios, and a “transition
pathway”.

AUGUST 2022 ZENG ET AL. 1231

 

  

https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN
https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN
https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN
https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN
https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN
https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN
https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN
https://www4.unfccc.int/sites/NDCStaging/pages/Party.aspx?party=CHN


ICCSD coming in low for all fossil fuels, particularly coal,
and  the  GCAM-TU  assumes  higher  and  longer-lasting  oil
use (Fig. S2 in the ESM).

Large  differences  exist  in  non-fossil  energy  sources
(Fig. S2). For example, the IPAC model projects 1570 GWy
(or  Gigawatts  year)  nuclear  energy,  generated  by  563  GW
of  installed  capacity,  compared  to  780–850  GWy  in  the
other  two  models.  The  ICCSD  scenario  projects  a  much
higher contribution from wind energy, 1920 GWy, compared
to  1010–1080  GWy,  for  the  other  two  models.  The  IPAC
and ICCSD call for 1040–1060 GWy of solar energy, com-
pared  to  430  GWy for  the  GCAM-TU.  Hydropower  is  the
only energy source with good agreement among the models
because the development of most of the available resources
has already taken place in the last 30 years.

The  nearly  factor-of-two  differences  in  nuclear,  wind,
solar, and bioenergy in the 2050 scenarios reflect major uncer-
tainties  in  the  assumptions.  For  instance,  the  higher  value
for  nuclear  energy  in  the  IPAC  model,  serving  as  crucial
baseload  or  firm  generation  when  coal  use  becomes  mini-
mal,  requires  the  use  of  nearly  all  of  the  suitable  sites  for
large-scale  nuclear  power  plants  (Jiang  et  al.,  2018; Xiao
and Jiang, 2018; Yu et al., 2020). Similarly, the higher contri-
bution from bioenergy implies major competition with food
production  and  other  environmental  goals  (Zhao  et  al.,
2015; Huang et al., 2020), and the higher wind energy sce-
nario  in  the  ICCSD  would  use  much  of  the  technically
exploitable resources (Zhang et al., 2011; Yang et al., 2017).
In  general,  the  higher  target  values  of  most  non-fossil  fuel
energy sources appear to approach resource limitation, with
solar energy being the lone exception.

The  IPCC  1.5°C  scenario  not  only  requires  long-term
commitment  but  also  fast,  near-term  emissions  reductions.
However, because of the inertia in the energy system, a path-
way is proposed to “transition” from a reinforced-policy sce-
nario to the ICCSD 1.5°C scenario (Project Comprehensive
Report Preparation Team, 2020). This scenario allows for a
gradual transition in the near term, which is more consistent
with China's 14th Five Year Plan (FYP) that is currently tak-
ing shape (The State Council, 2021) but requires a faster draw-
down after 2030 and somewhat different cumulative carbon
emissions (Fig. S3 in the ESM). Although it can eventually
reach the carbon-neutral goal, this scenario leads to less cumu-
lative emissions reduction, thus inconsistent with the IPCC
1.5°C scenario. This adds additional uncertainty to the envi-
sioned pathways, illuminating the scale of the problem and
the challenges facing the carbon-neutral goal. 

2.2.    Challenges of increasing renewable energy

Practical  solar  technology was developed in  the US in
the  1970s.  The  2009  European  renewable  energy  directive
spurred its growth as Chinese manufacturers made solar pan-
els that were sold to Germany and other countries. Over the
last  decade,  as  the  technology  further  advanced  and  the
scale of the economy expanded, the price of wind and solar
power  has  achieved  the  stunning  feat  of  price-parity  with
the  Levelized  Cost  of  Electricity  (LCOE),  which  is  now

cheaper than coal and nuclear (IRENA, 2020; Lazard, 2020).
China's  installed  solar  capacity  increased  from  2.6  GW  in
2010  to  43  GW  in  2015  and  281  GW  in  2020,  with  an
annual addition rate of more than 20% in the last few years.
Even  during  the  2020  COVID-19  pandemic,  49  GW  of
solar and 71 GW of wind power were added. The fact that
renewable energy is  now economically competitive against
fossil fuels arguably provides the most important foundation
for optimism on the carbon-neutral goal.

However, increasing the contribution to the energy mix
of  non-fossil  fuel  from  17%  to  77%–85%,  a  more  than  6-
fold  increase,  in  30  years  will  be  a  daunting  task.  As  the
model scenarios show, the higher targets for nuclear, wind,
and bioenergy approach their respective resource limits with
the notable exception of solar energy. While the available sun-
light  is  not  a  limitation,  it  does  require  vast  land,  mineral,
and other resources. The inherent intermittency of solar and
wind power due to diurnal, synoptic weather, and seasonal cli-
mate variations gives rise to load balancing and grid security
problems, especially when the proportion of this intermittent
source exceeds 20% of the total electricity production. The
solution will require technological breakthroughs in energy
storage  and  grid  technology.  Such  a  scaling-up  investment
would need to be at a comparable scale as renewable power
generation  itself.  Such  uncertainties  and  unforeseen  costs
are not necessarily fully accounted for in the model scenarios
or the long-term industry outlook (Global Energy Interconnec-
tion Development and Cooperation Organization, 2021). 

2.3.    Challenges of fossil fuel and coal phase-out

To reduce fossil fuel consumption below 15%–23% of
the  total  energy  by  2050  will  be  equally  challenging.  The
key to this transition is to impose end-use electrification sup-
plied by renewable energy. China has been aggressively devel-
oping electric vehicles, and this market accounts for 50% of
the world's total. Reducing oil use would require electrifica-
tion of the transportation sector to at least 85%. Electrification
of energy-intensive industries such as steelmaking and chemi-
cals is in its infancy. Reducing natural gas use requires the
transition  of  cooking  and  heating  mechanisms  from gas  to
electricity  in  residential  and  office  buildings,  a  daunting
task in retrofitting an urban infrastructure that is mostly com-
plete.  While  energy  efficiency  can  improve,  other  factors
may increase demand. For example, traditionally, the Chinese
cities  south  of  the  Huai  River  do  not  use  indoor  heating,
which  may  eventually  change.  In  the  other  direction,  the
demand for cooling will be higher in a warmer world. These
factors would require a near doubling of electric power gener-
ation, even though the total energy consumption is projected
to increase only modestly in the carbon-neutral scenarios.

Nearly 70% of China's electricity currently comes from
coal.  Reducing  it  to  less  than  10%  in  2050  requires  a  fast
phase-out of existing coal-fired power plants. Is this feasible?
As a major baseload, the stability provided by coal will still
be critical in the near to medium future. Moreover, China cur-
rently  has  a  significant  number  of  coal-fired  power  plants
under construction or approved, although many of these are
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cleaner  Integrated  Gasification  Combined  Cycle  (IGCC)
plants.  Given the 30–40 years  lifetime of  such plants,  near
elimination of them in 20–30 years implies stranded assets,
reduced  operation  hours  and  profit,  loss  of  jobs,  and  other
challenges. Recent government policy has been uncertain in
coal  development,  which  is  not  consistent  with  decisive
actions needed for the carbon-neutral goal. A partial remedy
during the transition period would be to gradually reduce oper-
ation hours as the Chinese coal-fired power plants generally
operate at high loads. A rapid coal phase-out will also need
to  deal  with  social  issues  as  the  coal  industry  currently
employs  more  than  4  million  workers  located  in  a  few
provinces.

Moreover, the phase-out of fossil fuels, especially coal,
also brings the co-benefit of reducing methane (CH4) emis-
sions, an important non-CO2 GHG, since energy activity con-
tributed  ~50%  of  China’s  anthropogenic  CH4 emissions
(Lin et al., 2021). Reducing CH4 emissions is assumed to be
a cost-effective method of achieving carbon neutrality, espe-
cially  in  the  energy sector  since methane can be recovered
and  reused  with  lower  costs  than  in  the  agriculture  and
waste treatment sectors.  In the case of N2O, the reductions
would be more difficult than with CH4 since about 60% of
N2O emissions are from agriculture (Han et al., 2021). Com-
prehensive  evaluations  on  promising  emission  reduction
measures  are  highly  needed  for  both  technology,  maturity,
and cost aspects. 

2.4.    Challenges  from  future  uncertainties:  nuclear,
technological bottlenecks, and geopolitics

The  carbon-neutral  goal  requires  all  variables  to  go  in
the  right  direction  in  a  short  amount  of  time:  technical,
socio-political,  and  economical.  Yet,  unexpected  events  or
trends certainly can disrupt the process. Should a coal phase-
out shift the lion's share of firm generation to nuclear power,
a  major  nuclear  accident  becomes  a  worrisome possibility,
despite  the  excellent  safety  record  of  China's  nuclear  fleet.
In  the  past,  society  has  tended  to  at  least  temporarily  shift
away  from  nuclear  power  after  a  major  nuclear  accident.
For example, the accident at the Fukushima Daiichi nuclear
power plant on 11 March 2011 caused serious environmental
pollution (Povinec et al., 2013) and public alarm (Huang et
al., 2013). For China, it may be prudent to ensure that rigorous
safety standards are followed in conventional nuclear deploy-
ment while testing safer technology with Small Modular Reac-
tors  (SMRs)  and  advancing  better  nuclear  waste  manage-
ment. Current carbon-neutral pathways rely heavily on con-
ventional  nuclear;  the  extent  to  which  other  clean  energy
sources may play a larger role depends on future technology
costs  and  the  extent  to  which  challenges  of  intermittency
and seasonal variations in generation can be solved by break-
throughs  in  complementary  technologies  such  as  grid  stor-
age, transmission, and hydrogen production.

With  renewables  and  nuclear  dominating  the  future
energy mix, the remaining 15%–23% of energy from fossil
fuels still needs to be offset by negative emissions technol-
ogy. However, it is not clear if the leading candidates, Carbon

Capture and Storage (CCS) in geological formations, Direct
Air  Capture  (DAC),  and  Bioenergy  with  CCS  (BECCS),
will be technologically and commercially successful enough
at the needed scale (Fuss et al., 2014; McLaren and Markus-
son, 2020).

Geopolitical  instability  remains  a  major  threat  to  the
Paris  climate  goal.  Similar  to  the  large  impact  of  Middle
East  oil,  demand  for  raw  materials  can  lead  to  instability
and volatility. A hostile relationship among and ‘decoupling’
of  the  major  world  economies  will  lead  to  more  emphasis
on investment in defense, leaving fewer resources for sustain-
able development and different technological standards that
ultimately hinder the spread of renewable technology. 

3.    A new energy map

In 1935, geographer Huan-Yong HU drew a southwest-
northeast  oriented diagonal  line on the map of  China,  later
known as the 'Hu-line' (Fig. 3). He pointed out that 36% of
the  land  southeast  of  this  line  accommodates  96%  of
China's population, while to the northwest, 4% of the popula-
tion lives on the remaining 64% of the land. A central geo-
economic  reality  of  China  is  the  separation  of  China  into
two regions with distinctly different climates, geography, pop-
ulation, and stages of economic development. This line also
separates a fundamental energy “inequality”. The semi-arid
regions of northwestern China have much of the renewable
energy resources as well as fossil fuel reserves that need to
be transferred to the industrially developed central and eastern
regions of China, except for development along the ancient
Silk Road corridor, which is also the main continental connec-
tion to central Asia and Europe.

China  is  developing  ultra-high  voltage  direct  current
(UHVDC) lines that  can run thousands of kilometers,  such
as the 800 kilovolt, 2193 km-long Baihetan-Zhejiang line cur-
rently under construction. However, the current grid system
is far from adequate in accommodating a pervasive distributed
system  at  the  scale  envisioned  for  carbon  neutrality.  For
instance, assuming 75% of the 2485 GW solar and 1508 GW
wind power projected by the IPAC model for the year 2050,
or  3000  GW  combined,  needs  to  be  transmitted  from  the
west to the east; such a project would require the equivalent
of  300  such  UHVDC  transmission  lines  at  10  GW  each,
with each line occupying large amounts of contiguous land,
often over difficult terrain. Yet, this still does not solve the
intermittency  issues  inherent  to  wind  and  solar  power.
Energy storage  such as  green hydrogen,  lithium-ion,  solid-
state, and other advanced battery technologies at very large
scales will be crucial. Still, it is not yet clear they will be avail-
able  in  a  timely  fashion  at  a  reasonable  cost  and  needed
scale.

To realize the renewable-dominated energy map, China
will need to develop every possible method in a carefully bal-
anced approach.  To minimize the  shortcomings of  security
and  reliability  of  long-distance  transmission,  distributed
energy  systems  should  be  widely  deployed.  While  rooftop
solar is the poster child of distributed solar, its potential on
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a per capita basis is limited in Chinese cities where high-rise
buildings dominate. In contrast, the potential is much higher
in rural regions. Installing solar panels on farmland and graz-
ing  land,  roadside,  hill  slopes,  and  other  suitable  places  in
the open countryside (Fig. 4) has the co-benefits of generating
power and enhancing plant growth under the panels (Barron-
Gafford  et  al.,  2019),  providing  green  jobs  and  improving
the income of farmers. Currently, China is making particular
efforts  by  providing  government-subsidized  solar  installa-
tions for poverty relief at local scales, but there is great poten-
tial for a nationwide expansion.

The power from individual solar panels and small wind
turbines can be aggregated using micropower stations at the
village level. After satisfying local power needs, a large quan-
tity of electricity can be sent from the micro-grid to nearby
towns,  then  to  larger  cities  via  the  regional  and  national
grids. Such a distributed system goes hand-in-hand with mod-
ularized storage systems. Together with electric and hydrogen
fuel cell vehicles in the cities, a network of distributed systems
with pervasive penetration across the country can catalyze a
rapid  price  drop of  energy storage  technology,  providing a
superbly flexible and resilient energy infrastructure.

The current grid system is far from adequate in accommo-
dating a pervasive distributed system at the scale envisioned
here. Such a system will require policy and financial incen-
tives.  Because  the  current  fossil  fuel-based  power  system
already  provides  a  backbone  grid,  the  micro-medium scale
systems  generally  cover  the  intermediate  range  of  linking
houses and farms to the grid. Solar, wind, and small modular
nuclear energy and biomass can be similarly integrated into
the grid. Such a distributed system and interconnected smart
grids will also offer a huge market for the internet of things

(IoT) and related digital technology.
In  addition  to  onshore  wind  energy,  offshore  wind

energy  is  another  mature  technology  that  can  significantly
ramp up. This fully renewable energy source has the distinct
advantage of  being close  to  the  major  coastal  metropolitan
cities such as Tianjin, Shanghai, Shenzhen, Hong Kong, and
Guangzhou.  Besides  building wind farms,  careful  planning
for such a national backbone of coastal transmission cables
on land or underwater will facilitate and stimulate offshore
wind  development  (Fig.  3).  In  contrast  to  solar,  the  wind
can blow at night and is often stronger in winter than in sum-
mer; thus, wind energy has can potentially provide an impor-
tant buffer for the distributed solar system.

Reforestation  and  forest  protection  in  China  over  the
last 30 years has contributed to a significant carbon sink, esti-
mated at 0.2 GtC yr–1 or larger (Fang et al., 2018; Han et al.,
2021). Most of this occurred in southern China, where the cli-
mate  is  wet  and  warm.  However,  as  these  forests  mature,
their  ability  to  absorb  CO2 will  decline.  Because  China  is
already heavily dependent on agricultural imports, competi-
tion for land use will be a major limitation for bioenergy con-
tribution  (Zhao  et  al.,  2015; Huang  et  al.,  2020).  Novel
ways  of  managing forests  to  maintain  or  enhance  this  sink
as negative emissions (Zeng, 2008) may be needed to offset
hard-to-replace fossil fuel use.

To  achieve  the  new  energy  map,  it  will  be  critical  to
strike  a  balance  between adhering  to  government  guidance
and stimulating the market economy. In the context of renew-
able  energy  development,  infrastructure  build-up,  and  the
COVID-19  response,  the  Chinese  experience  has  demon-
strated  the  importance  of  unified  vision,  concerted  effort,
and the willingness to sacrifice some individual interests for

 

 

Fig. 3. The new energy map of China with a balanced portfolio. China's carbon-neutral goal would
require a  stunningly large quantity of  interconnected,  utility-scale,  and distributed non-fossil  power
generation, as well as carbon sinks that offset remaining fossil fuel emissions.
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the community when needed.  On the other hand,  to ensure
continued  benefits  from  innovation  and  the  dynamism  of
the  market  economy,  greater  efforts  and  more  careful
approaches will be needed both internationally and domesti-
cally.  For  example,  the  mass  production  of  a  distributed
solar energy system would require government supports and
even  mandates  for  building  a  suitable  national  distributed
grid that allows electricity generated by the micro solar sys-
tems to flow in, while still allowing for market mechanisms
for construction and price adjustment. 

4.    Research, innovation, and collaboration

China's GDP has grown at an average rate of 9% annually
over  the  last  40  years,  driven  by  a  national  resolve  to  rise
from the “hundred-year turmoil” and a focus on economic
development, enabled by the vigor and dedication of 2−3 gen-
erations coming from a poverty-stricken background. How-
ever, the wealth gap has grown alarmingly large as living stan-
dards improve. As China enters a middle-wealth stage, contin-
ued development will require a deeper socio-economic trans-
formation. The carbon-neutral goal and sustainable develop-
ment, in general, provide a big opportunity for this transforma-
tion.

China's economic 'miracle' would not have been possible
without the scientific knowledge,  technology, and manage-
ment experience in a generous international business and cul-
tural environment. China joined the World Trade Organiza-
tion (WTO) in 2001, which made the world market accessi-
ble, a crucial step leading to substantial improvement in living
standards  while  benefiting  the  rest  of  the  world.  The  basic

technology of photovoltaics,  concentrated solar power,  and
wind  turbines  was  developed  in  the  US  at  a  commercial
scale in the 1970s in response to the Middle East oil crisis.
Advancements  in  high-speed  rail  have  occurred  in  France,
Germany,  and  Japan  and  within  technology  related  to
lithium-ion batteries  in  Japan in the 1990s.  China has con-
tributed  additional  developments  to  these  technologies  and
achieved cost reductions and scale-up.

In  the  future,  China's  ambitious  carbon-neutral  goal
will not be possible without continued international collabora-
tion  and  a  conducive  international  economic  and  political
environment. A key issue is intellectual property (IP) rights.
China started its patent and trademark system in 1985, and
patent applications accounted for 46% of the global total in
2018. However, this number does not necessarily reflect the
quality of the projects. Technical knowledge has been tradi-
tionally  regarded  with  little  value,  and  IP  protections  are
weak. Working closely with other countries to improve IP pro-
tections,  fair  technology  transfer,  and  market  access  will
have the dual benefit of nurturing a productive international
relationship  and  allowing  domestic  innovation  to  flourish.
Similarly,  while  China's  scientific  research  output  has
become number one in terms of the number of papers pub-
lished,  Chinese  industry  has  benefited  only  modestly  from
such  research.  This  is  not  to  suggest  diminishing  research
efforts but rather to emphasize establishing and applying mul-
tiple  criteria  for  judging  scientific  output  and  merit.
Research with real and attainable impact should be empha-
sized, whether basic or applied.

International  collaboration  sometimes  starts  unpleas-
antly  and unexpectedly.  In  2008,  a  scientific  attaché  at  the

 

 

Fig. 4. Top and bottom left: Distributed small solar power systems such as agrivoltaics on a micro-grid with storage
embedded in a smart interconnected regional/national grid may be a key to deep decarbonization needed for China's
carbon-neutral  goal.  Top  right:  end-use  efficiency  using  smart  shared  bikes  to  connect  the  “last  kilometer ”  from
home to metro. Bottom right: A worker installs a solar photovoltaic panel on the rooftop of a residential building.
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US embassy in Beijing set up an air quality monitor on the
rooftop  and  started  to  post  the  PM2.5 measurement  on  the
Embassy's  website  (Kintisch,  2018).  The  initial  reaction
from the people of Beijing was to “mind-your-own-business”
as the “foggy” weather is painted as natural beauty in tradi-
tional Chinese literature and arts. But it did not take long for
people  to  recognize  the  health  threat  of  air  pollution.  Now
China  has  a  network  of  thousands  of  monitoring  stations
reporting  data  in  real  time.  Since  2013,  the  PM2.5 has
dropped by 53% (from 89.5 μg m–3 in 2013 to 42 μg m–3 in
2019) in  Beijing (Beijing Municipal  Ecology and Environ-
mental Bureau, 2020). This decrease has been achieved by a
combination  of  factors,  including  moving  heavy  polluting
industries outside major cities, establishing higher emissions
standards, and mandating temporary close-downs of factories
during 'bad' weather conditions. While such measures have
had significant  impact  in improving health in highly popu-
lated cities  during heavy-pollution episodes,  the  sources  of
pollution  largely  remain  unmitigated.  The  carbon-neutral
goal provides a great opportunity to deal with air  pollution
and climate change from their  common source—fossil  fuel
emissions.

The  global  climate  change  emergency  is  an  area  with
high  potential  for  international  collaboration.  Historically,
exchange  on  climate  science  through  avenues  such  as  the
Intergovernmental  Panel  on  Climate  Change  (IPCC)  was
instrumental in transforming China from considering climate
change an  issue  invented by the  West  to  playing a  leading
role  today in  preventing its  further  development.  Scientists
and policymakers should continue to collaborate on the sci-
ence of climate change and climate mitigation and adaptation
strategies.  For  instance,  despite  a  major  investment,  much
of China's environmental data on the atmosphere and ocean
and  land  ecosystems  remain  highly  fragmented  and  often
not  publicly  available.  A  concerted  effort  from the  highest
government  level  to  individual  research  groups  will  be
needed to break bureaucratic obstacles, improve data quality
and availability, and create a carbon monitoring and green-
house  gas  information  system  to  realize  their  value  for
global climate efforts fully.

China's development started with little modern infrastruc-
ture so that it has had room for experimentation and competi-
tion of different technologies in a “cross-the-river-by-touch-
ing-stones ”  fashion,  as  phrased  by  the  late  Chinese  leader
Xiaoping  DENG.  A  major  drawback  of  such  a  trial-and-
error approach is the inefficient use of material and human
resources  and  environmental  degradation  on  air,  land,  and
water. For the carbon-neutral goal, China may be able to simi-
larly scale up key technologies such as energy storage,  but
only with international collaboration, monitoring, and scien-
tific exchange. 

5.    International development

The  scale  required  to  deploy  solar,  wind,  and  end-use
electrification will have major spill-over effects to other coun-
tries, thanks to China's ability to scale up and refine a technol-

ogy to make it affordable. The potential global impact of a
rapid  Chinese  renewable  development  may  well  rival  the
impact on China itself, not only for its manufacturing capabil-
ity,  but  also  for  the  potential  for  technology  development,
and spread to developing countries or those soon to be devel-
oped where future energy demands are not foreseen.

For  instance,  in  the  Belt  and  Road  Initiative  (BRI),
China  plans  to  spend  trillions  of  dollars  in  the  build-up  of
infrastructure for  developing countries  in  Asia,  Africa,  and
South  America  (World  Bank,  2018)  The  construction  of
coal-fired  power  plants  should  be  switched  to  solar  and
wind  farms,  specifically  fostering  the  distribution  of  micro
solar power stations for villages and towns and rooftop and
farm  solar  panels  for  rural  households  (Fig.  4).  Efforts
should not be placed solely in constructing solar installations
but also directed towards expanding the capacity of human
resources.  Solar  deployment  in  China  will  provide  green
jobs and infrastructure in developing countries, also helping
poverty  relief.  China  and  India  should  collaborate  because
Indian energy demand is rapidly increasing with its large pop-
ulation  and  fast  economic  growth.  India  could  become  the
“next China” in CO2 emissions if it misses the opportunity
of  renewable  deployment  in  place  of  coal.  Novel  appro-
aches such as “debt-for-climate” swaps with developing coun-
tries (Simmons et al., 2021) can complement China’s carbon
goals by more efficient use of resources. Efforts in helping
developing  countries  to  sidestep  fossil  fuel  and  directly
move  to  renewable  energy,  especially  distributed  systems,
will make the world better connected and balanced. 

6.    Conclusions and expectations

Achieving carbon neutrality is a broad and profound eco-
nomic and social systemic change in China. The significance
of China's carbon-neutral goal to the Paris climate accord tar-
gets and the world's sustainable development and peace can-
not  be  over-emphasized,  but  the  challenges  are  enormous.
Just  like  China's  reform  and  opening  up  40  years  ago,
China's economic development has brought new surprises to
the world.  In the same way,  with the carbon-neutral  vision
that  started  today,  China  will  also  meet  its  carbon-neutral
goal  40  years  later,  bringing  confidence  and  providing  a
model  for  other  countries  in  the  world.  The  recently
achieved  price-parity  of  solar  and  wind  with  fossil  fuel
energy sources  lays  the  foundation for  this  ambition;  how-
ever, deployment at the scales needed is subject to technologi-
cal  and  commercial  bottlenecks.  The  envisioned  pathways
push resource limitations for nuclear, wind, and bio-energy.
It is important to research and experiment with all possible
technologies. On the deployment side, we recommend a cau-
tious approach with conventional nuclear and a faster phase-
out  of  coal.  Still,  more  aggressive  action  is  needed  to  dis-
tribute  solar,  wind,  small  and  modular  nuclear,  smart  grid,
and energy storage. International collaboration on scientific
and  technical  innovation  and  deployment  will  be  essential
to build a safe, fair, and more resilient common future glob-
ally.
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ABSTRACT

China’s recently announced directive on tackling climate change, namely, to reach carbon peak by 2030 and to achieve
carbon neutrality by 2060, has led to an unprecedented nationwide response among the academia and industry. Under such
a directive, a rapid increase in the grid penetration rate of solar in the near future can be fully anticipated. Although solar
radiation is an atmospheric process, its utilization, as to produce electricity, has hitherto been handled by engineers. In that,
it is thought important to bridge the two fields, atmospheric sciences and solar engineering, for the common good of carbon
neutrality.  In  this  überreview,  all  major  aspects  pertaining  to  solar  resource  assessment  and  forecasting  are  discussed  in
brief.  Given  the  size  of  the  topic  at  hand,  instead  of  presenting  technical  details,  which  would  be  overly  lengthy  and
repetitive,  the  overarching goal  of  this  review is  to  comprehensively  compile  a  catalog of  some recent,  and some not  so
recent, review papers, so that the interested readers can explore the details on their own.
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Article Highlights:

•   A review of reviews of solar resource assessment and forecasting is presented.
•   An all-in-one compendium of research topics in the fields of resource assessment and forecasting is presented. 
•   A bridge between atmospheric sciences and solar energy engineering is needed.

 

 
  

1.    Introduction

The  field  of  solar  energy  can  be  broadly  categorized
into  four  parts:  (1)  solar  resource  assessment  and  forecast-
ing,  (2)  photovoltaic  (PV)  technology,  (3)  concentrating
solar power (CSP) technology, and (4) solar heating and cool-
ing. Insofar as solar radiation is concerned, solar engineering
takes a vital  role in connecting atmospheric science, which
deals with the atmospheric chemistry and physics governing
the  amount  of  solar  radiation  reaching  the  Earth’s  surface,
and downstream applications, such as grid integration, day-
lighting,  or  heating,  ventilation,  and  air  conditioning
(HVAC).  However,  unlike  atmospheric  science,  electrical
engineering,  architecture,  or  mechanical  engineering,  it  is
not  entirely  clear  whether  or  not  solar  engineering  can  be

viewed as a subject on its own—very few universities offer
a curriculum on that, and very few people would attain a cer-
tificate that says "Bachelor of Solar Engineering" at the end
of the day. That said, as long as climate change and carbon
neutrality  are  of  interest,  it  is  a  fact  that  solar  engineering
would be involved in one way or another. On this point, one
must be aware of the interdisciplinary nature when making
scientific inquiries regarding the use of solar energy.

Take  grid  integration  of  solar  energy,  for  instance,
power system operators require information on future solar
generation and electric load at different time scales and hori-
zons, in order to perform unit commitment—an integer pro-
gramming  problem  determining  which  thermal  generator
should be turned on at which instance. Clearly, the sciences
and technologies involved in this task are multifaceted. First
and  foremost,  there  is  atmospheric  science,  which  is
required to address the questions of when, where, and how
much  solar  radiation  is  available.  Next,  solar  engineering
must  be  involved,  since  it  deals  with  the  conversion  from
solar radiation to solar power. Last but not least, power system
engineering knowledge is needed in order to balance the (con-
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ventional  thermal  plus  renewable)  generation  and (electric,
heating, and cooling) load in an operational fashion. On top
of all those, modern scientific techniques, such as statistics,
machine  learning,  or  mathematical  optimization,  almost
always play a part.

Through the above elaboration,  one can readily under-
stand the challenge here: no one would be able to comprehen-
sively  acquire  all  knowledge pertaining to  grid  integration.
And  the  same  can  be  said  for  daylighting,  HVAC,  or  any
other application of an interdisciplinary nature. The undercur-
rent  of  resistance,  as  in  many  problems  of  a  like  form,  is
chiefly  due  to  our  limited  time—so much has  been collec-
tively known by humankind, that a single lifetime is not suffi-
cient  to  reach  all  frontiers  of  knowledge.  Atmospheric  sci-
ence,  as  traditionally  conceived,  is  the  study  of  the  Earth's
atmosphere.  Customarily,  once  theories  in  regard  to  atmo-
spheric  chemistry  and  physics  are  developed  and  under-
stood, the job of atmospheric scientists is  considered done.
On the other hand, solar engineers are concerned with applica-
tions,  hardware,  and  execution.  During  that  process,  little
attention has been paid to the suitability and validity of scien-
tific  theories  on  which  their  engineering  is  based.  There
really  is  not  much  surprise  to  the  reasons  that  have  led  to
the status quo—people in various communities went to differ-
ent schools, received training under different thinking styles,
and are employed by departments of different agendas. The
sheer amount of effort that would be required to convert to
convert from one profession to another is monumental.

We  all  know  it  is  generally  beneficent  to  know  more,
but consider this question: how often do we spend time on
reading  relevant  but  secondary  literature  as  to  our  own
research domain? Priority is an interesting notion, in that, it
is supposed to be solely internal to individuals. It is human
nature to prioritize those tasks that are familiar to us and, in
parallel,  postpone  those  less  familiar  ones.  To  that  end,  if
we are to deviate from this rule of thumb, others who hold
fast  to  it  may  consequently  produce  more  results  and  thus
attain more recognition. This is thought to be the inquiry of
interest: should we invest time and energy in things we are
partially interested in but are not good at? Involution, a popu-
lar word of the Chinese urban dictionary, which refers to the
situation where peer  pressure forces one to take (or,  not  to
take) certain actions that may or may not lead to a favorable
outcome, is sufficient in narrating the scenario.

One  remedy  to  counter  the  effect  of  involution  is  to
reduce the amount of effort that is required to achieve certain
goals. More formally, in line with the theory of economics,
the  trick  is  to  lower  the  opportunity  cost.  One  possible
action of this kind is to summarize the best practices in one
field  to  researchers  and professionals  in  another  field,  e.g.,
through  review papers.  However,  reading  review  papers  is
still an inefficient approach, since there are all too many of
them—there  are  hundreds,  if  not  thousands,  of  review
papers published on solar resource assessment and forecasting
alone—especially under today's "publish or perish" regime,
which  has  been  commonplace  in  most  academic  domains.

In this regard, it is thought that überreview has now become
absolutely necessary. One may interpret an überreview as a
review of  reviews.  It  is  on this  account  that  an überreview
on solar  resource assessment  and forecasting is  herein pre-
sented.

Presenting an überreview is by no means a simple task,
because  the  literature  contains  many  outdated,  duplicated,
and  non-representative  reviews  that  can  be  misleading  or
even  harmful,  particularly  to  those  who  are  not  familiar
with the domain. In fact, even highly cited recent textbooks
and handbooks can be outdated, and may contain questionable
information. Since solar resource assessment and forecasting
is a fast-advancing field with many parallel works, this überre-
view is composed of carefully selected and most representa-
tive  reviews  from  credible  sources  that  could  fully  reflect
the state-of-the-art. 

2.    Solar resource assessment

The idea central to solar resource assessment resides in
identifying suitable and reliable data, without which no con-
clusion made can be deemed valid.  Data for solar  resource
assessment  present  in  three  main  forms:  (1)  ground-based
measurements, (2) remote-sensing retrievals, and (3) output
of  numerical  weather  prediction  (NWP)  models.  Among
these three forms, carefully calibrated ground-based measure-
ments  are  most  accurate,  followed  by  remote-sensing
retrievals, whereas NWP output is the least accurate.

Living in an age of data explosion, one must not forget
that solar radiation data was once scarce. Before the advent
of  modern  remote  sensing  and  NWP,  researchers  used  to
rely on low-accuracy empirical models for the estimation of
solar radiation, such as the Ångström–Prescott type of mod-
els, which are based on sunshine duration. As compared to
the current data practice and ways of estimating or retrieving
solar radiation, sunshine duration data are of poor and incon-
sistent quality, and empirical correlations obtained at one loca-
tion  rarely  apply  to  another.  Therefore,  many  researchers,
such as Gueymard et al. (2009), had advocated the termination
of use of such models, years ago. As of now, satellite-to-irra-
diance  algorithms  and  improved  parameterization  of  NWP
models  have  long  become  mainstream,  albeit  numerous
research  issues  remain.  In  this  section,  data  and  modeling
issues related to solar resource assessment are reviewed in sec-
tions 2.1 and 2.2, respectively. 

2.1.    Data for solar resource assessment

Ground-based  measurements  are  made  using  radiome-
ters, and the respective science is known as radiometry. When-
ever radiometry is of interest, the textbook by Vignola et al.
(2019) always presents itself as a useful reference. In terms
of instrumentation,  that  is,  pyranometer  and pyrheliometer,
different  radiometers  are  subject  to  different  measurement
uncertainties  and  performance.  Due  to  the  high  cost  of
research-grade  radiometers,  it  is  exceptionally  luxurious  to
collocate  more  radiometers  than  needed  at  a  single  site.  In
that, the review and intercomparison of 51 collocated radiome-
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ters,  as  presented  by Habte  et  al.  (2016),  is  one  of  a  kind.
Ground-based  data  can  be  used  to  validate  the  other  two
forms of data. However, its own quality control (QC) must
be first conducted, to ensure that the baseline for any subse-
quent  validation  is  legitimate.  Unfortunately,  there  is  not
any QC routine that can be deemed universal, but the basic
one set forth by Long and Shi (2008) has gained most accep-
tance and is used by the Atmospheric Radiation Measurement
(ARM)  and  the  Baseline  Surface  Radiation  Network
(BSRN). Figure 1 shows a diagnostic visualization of poten-
tial data problems in ground-based measurements. Detailed

interpretation  of  this  plot  is  not  within  the  scope  of  this
review,  nevertheless,  one  can  see  the  level  of  complexity
that is typically involved during QC of irradiance data—it is
by no means just applying a few statistical filters, like what
most  people  do,  instead,  much  domain  knowledge  is
required to justify the validity of the data under scrutiny.

Solar engineers are interested in four types of radiometry
measurements:  (1)  global  horizontal  irradiance  (GHI);  (2)
beam normal irradiance (BNI)a; (3) diffuse horizontal irradi-
ance (DHI); and (4) global tilted irradiance (GTI). Whereas
the energy production of PV systems depends on GTI, that

 

 

Fig. 1. Some visualization to facilitate quality control  of irradiance data.  See Forstinger et  al.  (2021) for detailed interpretation of
these plots.

 
a The word “beam” is used interchangeably with “direct.”
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of  CSP depends  solely  on  BNI.  It  is  well  known that  GHI
can  be  split  into  BNI  (after  the  modification  of  cosine  of
zenith angle) and DHI. Nonetheless, since the definition of
what  constitutes  the  beam  component  is  a  human  conven-
tion, some issues regarding the circumsolar region—the vicin-
ity  of  the  Sun  disk—exist,  and  a  good  summary  of  those
issues can be found in Blanc et al. (2014). In fact, measuring
the beam radiation component can be considered as a study
domain  on  its  own,  namely,  directional  radiometry  [see
(Mishchenko,  2011),  for  review],  which  is  an  active
research field in the area of atmospheric measurement tech-
nique, because lots of information about aerosols and clouds
can be derived from circumsolar measurements. As for GTI,
it is not only affected by horizontal irradiance components,
albedo also plays a vital part;  for albedo-related topics,  the
reader is referred to Gueymard et al. (2019). In any case, pub-
licly  available,  research-grade,  ground-based  radiometry
data are rare as compared to data of other meteorological vari-
ables  such  as  temperature,  humidity,  or  precipitation.  For
instance,  there  are  about  100  radiometry  stations  in  China,
however, measurements of the aforementioned basic meteoro-
logical variables are available at more than 50 000 stations.
On this point, Chapter 6 of Sengupta et al. (2021) contains a
rather  complete  list  of  ground-based  radiometry  data
sources.

±60◦
In contrast to ground-based data, satellite-derived irradi-

ance covers all locations on Earth that are between  lati-
tudes,  see Fig.  2.  For  higher-latitude  locations,  satellite-
derived  irradiance  is  also  available,  but  only  comes  at  a
lower temporal  resolution.  This  is  because satellite-derived
irradiance  for  mid  and  low  latitudes  is  retrieved  from
remote-sensing  images  taken  by  geostationary  satellites,
whereas for high-latitude irradiance estimations, they come
from data of polar orbiters. Given the fields-of-view of differ-
ent weather satellites, as well as the ownership of these satel-
lites,  satellite-derived irradiance products  are  developed by
different agencies and weather centers, and thus are heteroge-
neous.  Not  only  are  the  retrieval  algorithms  powering  the

products different, accuracy also varies greatly across prod-
ucts, and across locations, time periods, and sky conditions.
This  is  precisely  why  a  somewhat  major  effort  has  been
paid to validating these satellite-derived irradiance products,
among which the work by Yang and Bright (2020) can easily
be regarded as most comprehensive, at the time of writing.

Satellite-to-irradiance algorithms can be broadly catego-
rized into those that rely on radiative transfer and those that
do  not. Huang  et  al.  (2019) provided  a  comprehensive
review elaborating the  pros  and cons of  the  two categories
of  method.  And  a  more  detailed  description  regarding  the
treatment  of  clouds  during  the  retrieval  can  be  found  in
Miller  et  al.  (2018).  Notwithstanding,  regardless  of  which
algorithm  is  used,  the  satellite-derived  irradiance  products
are  always limited by the  native  resolutions  of  the  original
satellite  imagery.  Whereas  previous-generation  satellites
have a 60-min–10-km native resolution, the native resolution
of  the  latest-generation  satellites  has  reduced  to  10  min
1  km,  offering  more  opportunities  for  operational  appli-
cations of satellite data in solar engineering.

The output of NWP models is of two kinds, one forecast
and the other reanalysis. Operational NWP models issue fore-
casts a few times a day, over forecast horizons of a few days,
at a regional or global scale. From a statistics point of view,
weather forecasts are multivariate time series of lattice pro-
cesses, whose spatio-temporal trajectory is governed by the
physical laws of the atmosphere. On this note, the textbook
written  by Cressie  and  Wikle  (2015) is  inspirational,  in
terms of linking statistics and physical science. Since atmo-
spheric  scientists  are  familiar  with  this  topic,  only  a  few
notable, general, and educational reviews are suggested here:
Bauer  et  al.  (2015); Müller  et  al.  (2021); McNeal  et  al.
(2021). What is more important, instead, is how to parameter-
ize NWP models such that the quality of its radiation output
can  be  enhanced;  the  reader  is  referred  to Jimenez  et  al.
(2016) for a list of issues and challenges.

NWP  produces  forecasts,  but  the  operational  models
are constantly undergoing changes and developments. In con-

 

 

Fig.  2. Five  geostationary  weather  satellites  jointly  cover  all  locations  on  Earth  between  ±60°  latitudes.  Gridded
irradiance estimates can be derived from the visible- and infrared-channel images captured by these satellites. (Other
meteorological satellite series, such as Fengyun, are not shown, since their field-of-views overlap with the ones in the
figure.) Data source: National Solar Radiation Data Base.
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trast, reanalyses use “frozen” models and produce estimates
of weather variables over a period typically spanning a few
decades.  The  most  well-known  global  reanalyses  include
the ECMWF Reanalysis, Version 5 (ERA5; Hersbach et al.,
2020) and Modern-Era Retrospective Analysis for Research
and  Applications,  Version  2  (MERRA-2; Gelaro  et  al.,
2017),  which  have  been  used  in  countless  ways  by
researchers  from  various  fields.  With  no  exceptions,  these
reanalyses have been shown to be useful in solar engineering
as well, particularly when measurements of atmospheric vari-
ables,  such  as  aerosol  optical  depth  or  surface  albedo,  are
required but are unavailable. At the moment, the literature is
short  of  a  review  on  how  reanalysis  data  are  involved  in
solar engineering. 

2.2.    Models for solar resource assessment
 

2.2.1.    Solar constant

Many  calculations  in  the  field  of  solar  engineering
begin with the solar constant. The solar constant is obtained
through  calculating  the  average  of  total  solar  irradiance
(TSI),  which is  the Sun's  instantaneous output,  over a long
period  of  time,  typically  over  a  few  decades.  Whereas  the
overall  concept  is  straightforward,  the determination of  the
solar  constant  is  mostly  hindered  by  data.  The  pioneering
work on the measurement of the solar constant was made by
Samuel Pierpont Langley, who invented a precise bolometer
in  1880.  Spaceborne  TSI  observations,  on  the  other  hand,
started from 1978, and are made by various instruments cover-
ing different time periods, but with some overlaps. Since the
disagreement among various instruments is often non-negligi-
ble, it is generally difficult to know which instrument is trust-
worthy  during  which  period.  The  most  recent  advance  on
this topic is put forward by Gueymard (2018), who performed
an re-evaluation of the solar  constant  based on 42 years of
TSI data. The conclusion, after careful debate and data analy-
sis, suggests a solar constant of 1361.1 Wm−2. 

2.2.2.    Spectral irradiance

A super majority of solar engineering tasks only require
the broadband solar irradiance to operate. However, in some
PV,  photobiological,  and  photochemical  applications,  e.g.,
during characterization of PV materials or determination of
photosynthetically  active  radiation,  spectral  irradiance  is
needed. For an all-inclusive compendium of applications of
spectral  irradiance,  the  reader  is  referred  to Gueymard
(2019). Just like the broadband solar irradiance, spectral irra-
diance  data  can  be  either  measured  or  modeled.  Given  the
fact  that  spectroradiometers  are  costly,  spectral  irradiance
models  are  in  high  demand.  At  the  moment,  the  Simple
Model  of  the  Atmospheric  Radiative  Transfer  of  Sunshine
(SMARTS) model  is  arguably the  most  popular  choice;  its
25-year journey has been recently compiled by its inventor

(Gueymard, 2019). One should note, however, that most spec-
tral irradiance models, including SMARTS, are restricted to
producing  clear-sky  spectra.  In  that,  the  accuracy  of  these
models is highly dependent on the quality of inputs, such as
aerosol, water vapor, or surface albedo. 

2.2.3.    Clear-sky

Clear-sky  irradiance  refers  to  the  irradiance  obtained
under a cloud-free atmosphereb. The ratio between the irradi-
ance (or PV power) and its clear-sky expectation is known
as  the  clear-sky  index.  If  not  specified,  clear-sky  index
refers  to  clear-sky  index  calculated  with  GHI.  The  models
which  are  used  to  estimate  the  clear-sky  irradiance  are
called  clear-sky  models,  and  they  can  be  either  physics-
based or empirical. Physics-based clear-sky models leverage
radiative transfer. However, owing to legacy reasons, simpli-
fied  radiative  transfer  or  look-up  table  are  ordinarily  used
by the solar energy community. On the other hand, empirical
clear-sky models fit irradiance observations under clear-sky
conditions to some mathematical function forms, but model
parameters  obtained  through  this  way  are  rarely  general.
When properly  modeled,  clear-sky irradiance  describes  the
diurnal and seasonal variation in irradiance caused by all fac-
tors  but  clouds.  Therefore,  these  models  are  very  useful  in
terms of detrending the irradiance or PV power time series,
during  forecasting,  satellite-to-irradiance  modeling,  among
other data analyses pertaining to radiation modeling. A pair
of  recent  reviews  compared  75  clear-sky  models  for  GHI
(Sun et al., 2019) and 95 clear-sky models for BNI and DHI
(Sun et al., 2021). It was found that the REST2 model (Guey-
mard, 2008) has the best overall performance, if high-quality
input  variables  are  available.  REST2  is  a  physics-based

 

K
KT

Fig.  3. A  scatter  plot  of  diffuse  fraction  versus  clearness
index .  The color bar indicates the number of points in the
neighborhood.  Data  source:  Fort  Peck  station,  Baseline
Surface Radiation Network.

 
b One  problem  with  this  definition  is  that  in  situations  where
aerosol  loading  is  high,  the  appearent  clear-sky  irradiance  would
be very low.
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method that takes the effects of aerosol and other atmospheric
particulates,  which  attenuate  incoming  solar  radaition,  into
consideration.  It  requires  several  input  variables,  included
aerosol  optical  depth  and  column ozone,  which  need  to  be
sourced  from  reanalysis  or  remote-sensing  databases,  such
as the aforementioned MERRA-2. 

2.2.4.    Separation

Also known as decomposition modeling, separation mod-
eling aims at splitting the beam and diffuse radiation compo-
nents from the global one, using parameters that are calcula-
ble,  such  as  zenith  angle  or  clear-sky  index.  More  specifi-
cally,  diffuse  fraction  (the  ratio  between  DHI  and  GHI)  is
expressed  as  a  function  of  clearness  index  (the  ratio
between  GHI  and  extraterrestial  GHI)  and  other  variables,
see Fig. 3. for an example scatter plot. The reason why solar
engineers are interested in separation modeling is two-fold.
Firstly,  when  estimating  GTI,  both  GHI  and  DHI  are
required.  If  DHI measurements  are unavailable,  it  needs to
be  estimated  from  GHI  through  separation  modeling.  Sec-
ondly,  satellite-to-irradiance algorithms only estimate GHI,
whereas the diffuse and beam components in most satellite-
derived irradiance products need to be, and in fact are, gener-
ated using separation models. The number of separation mod-
els in the literature is numerous: there have been more than
150 models proposed so far. Besides one or two exceptions,
most of these models are empirical in nature, and the perfor-
mance of these models depends on the data that is used during
model fitting. It is to this effect that the ranking of separation
models  has  been  controversial,  until  the  recent  review  by
Gueymard and Ruiz-Arias (2016), who compared 140 separa-
tion  models  using  data  from  worldwide  locations.  In  that
review, the Engerer2 model (Engerer, 2015) has been identi-
fied as quasi-universal. Since then, many other models have
been proposed, and Engerer2 is often used as a benchmark.
Among  these  new  proposals,  the  Yang2  model  (Yang  and
Boland,  2019; Yang,  2021)  is  the  best  separation model  to
date, which is able to outperform Engerer2 by a significant
margin (see Yang and Gueymard, 2020, for review), which
is due to the fact that Yang2 uses a low-frequency diffuse frac-
tion estimate as input that is able to capture the low-frequency
variability  in  high-frequency  diffuse  fraction—Yang2  is
equivalent of cascading two Engerer2 at  different temporal
resolutions. Traditional separation models are deterministic,
in that, they do not carry any notion of uncertainty on the dif-
fuse fraction estimates. Nonetheless, recent advances in radia-
tion  modeling  have  led  to  probabilistic  separation  models,
albeit their widespread acceptance has not been fully evident
(see Yang and Gueymard, 2020). 

2.2.5.    Transposition

Transposition  models  convert  irradiance  components
on a horizontal surface to those on tilted surfaces. Since PV
panels, when not restricted by topography or installation sur-
face, should be placed on an Equator-facing surface that has
a tilt angle comparable to the site's latitude (this is to maximize
the  annual  energy  production),  transposition  modeling  is

essential in PV design, simulation, and performance evalua-
tion. The number of available transposition models is not as
many as separation models, yet, there are about 25 of them.
All of those models only differ in the treatment of the diffuse
transposition  factor,  whereas  the  treatment  for  direct  and
reflected radiation components is  shared across all  models.
As reported by Yang (2016), after a worldwide comparison
using  18  datasets,  the  1990  version  of  the  Perez  model
(Perez et al., 1990) stood out from a pool of 26 models, and
was found to be the most accurate model to date. The Perez
model separates the sky dome into three geometrical  parts,
within each of which the radiance is constant: (1) the circum-
solar  disk,  (2)  the horizon band,  and (3) an isotropic back-
ground. Indeed, based on a bibliometric analysis, the paper
by Perez et al. (1990) is the most cited one in the history of
the  Solar  Energy  journal,  which  suggests  the  popularity  of
the model. Similar to the case of separation modeling, transpo-
sition  has  been  viewed  as  a  deterministic  process,  histori-
cally. Nevertheless, in the recent article by Quan and Yang
(2020),  probabilistic  transposition  models  have  been  dis-
cussed, and two general strategies for converting traditional
deterministic  transposition  models  to  probabilistic  ones
were explained. 

2.2.6.    Angular distribution of radiance

The  three-part  geometrical  framework  of  the  Perez
model  facilitates  the  determination  of  the  sky-view  factor,
which is the part of the sky as seen by the tilted surface. How-
ever, in urban environment or terrain with a humpy topogra-
phy, where obstruction throughout a year is complex and het-
erogeneous, this simple three-part division of the sky dome
is no longer sufficient. Instead, one requires a more granular
breakdown of the sky dome—the angular distribution of radi-
ance—to estimate the diffuse irradiance received by a tilted
surface.  Beside  radiance  distribution,  a  similar  concept  is
the angular distribution of luminance, which is essential for
daylighting,  as  required  during  architectural  design. Figure
4 shows the angular distribution of luminance for 15 standard
sky types defined by the International Commission on Illumi-
nation (CIE, 2004). Models proposed for angular distribution
of radiance/luminance are mostly empirical (see Torres and
Torres,  2008,  for  a  review),  in  that,  the  model  coefficients
are  determined  by  fitting  the  model  to  measured  data.  The
most common type of instrument measuring radiance/lumi-
nance  is  the  sky  scanner,  which  sequentially  scans  the  sky
dome in a patch-by-patch fashion, every few minutes. 

2.2.7.    Site adaptation

Both  satellite-derived  irradiance  and  NWP  output  are
often  found  biased.  To  enhance  the  bankability  of  a  solar
energy project, may it be a PV one or a CSP one, the bias in
raw data ought to be corrected—this procedure is known as
site  adaptation  in  this  field,  which  is  similar  to  the
measure–correlate–predict  procedure  in  wind  engineering.
This  is,  to  some extent,  closely related to data assimilation
in NWP, in which the output field of NWP is taken as the ini-
tial state, and is adjusted by measurements using mathemati-

1244 SOLAR RESOURCE ASSESSMENT AND FORECASTING VOLUME 39

 

  



cal method, such as optimal interpolation or Kalman filter-
ing.  The  idea  central  to  site  adaptation  is  to  use  a  short
period (such as one year) of high-accuracy ground-based mea-
surements  to  correct  a  long  period  (typically  10–20  years)
of  low-accuracy  gridded  data  at  a  site  collocated  with  the
ground-based  measurements.  Traditionally,  site  adaptation
has always been viewed as a deterministic regression prob-
lem, in that, various techniques have been reviewed by Polo
et al. (2020). However, as uncertainty quantification slowly
gains  attention,  probabilistic  site-adaptation  techniques
become relevant, which are reviewed and validated by Yang
and Gueymard (2021). One should note that site adaptation
is a step that cannot be circumvented during solar energy sys-
tem  feasibility  study,  design,  and  simulation.  For  an
overview  on  solar  project  financing  and  bankability,  the
reader is referred to Yang and Liu (2020). 

3.    Solar forecasting

It is customary to regard the two closely interconnected
fields, namely, solar irradiance forecasting and solar power
forecasting, as one—solar forecasting. At this stage, two com-
mon misconceptions must be warned. One of those is the mis-
conception that satisfactory solar power forecasts can be pro-
duced using purely data-driven methods. As machine learning
and statistical methods become widely available in software
packages and tools,  many novices tend to simply pass data
to these packages and tools without considering the underly-
ing physics; insofar as the methods have not been used previ-

ously, novelty can be claimed. This is in fact a very bad prac-
tice,  and we shall  explain why shortly after,  in section 3.1.
The  other  common  misconception  is  that  the  novelty  in
solar forecasting should be solely revolved around forecasting
methodology. Indeed, forecasting methodology is an impor-
tant aspect, but it is never the only one. The field of solar fore-
casting has five main aspects: (1) forecasting methodology,
(2) post-processing, (3) irradiance-to-power conversion, (4)
verification, and (5) materialization of values. These are dis-
cussed in Section 3.2. 

3.1.    Salient characteristics of solar forecasting

It is not possible to produce good solar power forecasts
without  good  solar  irradiance  forecasts.  The  rationale
behind this argument is rather straightforward: solar power,
may it be from PV or CSP, varies chiefly according to irradi-
ance condition, in that, there does not seem to be any valid
reason  why  solar  irradiance  forecasts  should  not  be
involved during solar power forecasting. Moreover, because
solar irradiance is an atmospheric process, it is best forecast
using  physical  approaches.  There  have  been  numerous
works  that  adopt  a  purely  data-driven  approach  to  forecast
solar power, in which historical weather and power data are
used  as  input  of  machine  learning  and  statistical  methods.
Forecasts generated in this way would be perpetually subopti-
mal, because they ignores the salient features of solar irradi-
ance.  In  other  words,  what  distinguishes  solar  forecasting
from any other forecasting domain is not how sophisticated
the data-driven methods are, instead, it  is the consideration

 

 

Fig. 4. Angular distribution of sky luminances for each of the 15 CIE standard sky types. A solar zenith angle of 60°
and a solar azimuth angle of 180° is assumed.
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of atmospheric physics, namely, domain knowledge, that mat-
ters. 

3.1.1.    Reproducibility

The first and foremost salient characteristic of solar fore-
casting is reproducibility. As methods and algorithms grow
more and more complex, and their number increases exponen-
tially,  it  would  be  very  time  consuming  to  reproduce  the
results  of  forecasting  papers  of  interest  without  computer
code. Statisticians are generous sharers in that respect, since
publishing  computer  code  alongside  with  research  articles
has been a common practice in their domain. Solar forecasting
research,  in  the  early  days,  was  non-reproducible,  in  that,
the code and data were kept proprietary. However, the situa-
tion has changed drastically now, owing to a few initiatives
by  field  leaders  (e.g.,  see Yang  et  al.,  2018a).  In  fact,  this
switching of publishing regime is no coincidence, for the pit-
falls  of  non-reproducible  forecasting  research  have  been
debated  elsewhere,  by  general-purpose  forecasting  experts,
in the top journal of their field (Makridakis et al., 2018; Boy-
lan et al., 2015). Moving forward, it is thought that the atten-
tion  paid  to  non-reproducible  research  (or,  papers  do  not
present  computer  code)  is  going  to  become  less  and
less—we do not have all day to make suppositions on the tech-
nical ambiguities, which exist almost surely in any research
paper nowadays. 

3.1.2.    Operational

It is well known that NWP forecasts, when needed, can
be  issued  at  arbitrary  temporal  resolutions.  However,  most
operational NWP forecasts have an hourly resolution, since
otherwise,  the data to be disseminated would be too big to
be practical. This fact poses some challenges to solar forecast-
ers,  since  the  spatial  and  temporal  scale  of  forecasts
required for grid integration is often smaller than the synop-
tic-  or  meso-scale  NWP output.  Hence,  to  convert  the  raw
NWP forecasts to a form that is readily usable by grid opera-
tors,  downscaling and other  post-processing techniques  are
needed. Another important aspect of operational forecasting
is lead time. It is customary for researchers to design rolling
forecast  experiments  of  various  sorts  in  academic  papers.c

Notwithstanding,  in  an  operational  sense,  rolling  forecasts
are  coupled  with  lead  times.  This  fact  has  been  largely
ignored by solar forecasters. Since longer horizon is more dif-
ficult to forecast, the inclusion of lead time is of great impor-
tance for mimicking the actual operational forecasting con-
text. 

3.1.3.    Physics-based

The third salient characteristic of solar forecasting is con-
sisted in its physical nature. Unlike forecasting in a social set-
ting (see Makridakis et al., 2020, for a review on that), fore-
casting of solar ought to pay more attention on the spatio-tem-

poral  behavior  of  irradiance.  Information  describing  such
behavior can be captured by sky cameras, weather satellites,
or  NWPs,  which  constitute  the  three  most  commonly  used
forms  of  exogenous  data  in  solar  forecasting.  Historically,
as first argued by Inman et al. (2013), sky camera, satellite,
and  NWP  data  are  most  suitable  for  intra-hour,  intra-day,
and day-ahead solar forecasting, respectively. Nevertheless,
with the advent of high-resolution remote sensing and NWP
modeling,  this  correspondence  is  no  longer  valid,  e.g.,  5-
min–2-km  National  Solar  Radiation  Data  Based is  well
suited  for  intra-hour  forecasting,  or  the  National  Oceanic
and  Atmospheric  Administration's  High-Resolution  Rapid
Refreshe updates hourly and is thus suitable for intra-day fore-
casting.  In  one  way  or  another,  utilizing  physics-based
approaches, as to capture the dynamics of clouds, is what dis-
tinguishes solar  forecasting from any other  forecasting set-
ting. 

3.1.4.    Ensemble

Weather  forecasters  are  fully  aware  of  the  advantages
of ensemble forecasting, which issues several equally-likely
trajectories  of  atmospheric  processes,  rather  than  just  one.
An ensemble forecast is a special form of probabilistic fore-
cast, which describes the uncertainty involved in the quantity
to  be  forecast.  For  probabilistic  forecasting  in  a  solar  con-
text,  the  review  by van  der  Meer  et  al.  (2018) is  recom-
mended.  Reviews  on  probabilistic  weather  forecasting  are
numerous,  and  the  ones  by Gneiting  and  Katzfuss  (2014);
Gneiting  and  Raftery  (2005) are  among  the  high-quality
ones.  An ensemble  can  be  constructed  in  different  ways,  a
typology can be found in Roulston and Smith (2003). In the
field of statistics, ensemble forecasting is known as combin-
ing forecasts, which has been widely recognized as the best
forecasting  practice—references  and  reviews  on  this  topic
are too many to list, but a few early reviews are herein enu-
merated  (Wallis,  2011; Armstrong,  2001a; Clemen,  1989).
Whereas a majority of existing works combine deterministic
forecasts, combining probabilistic forecasts is now trending
(Winkler et al., 2019; Clements and Harvey, 2011). 

3.1.5.    Skill

Suppose there is a world without clouds, solar forecasting
would be a very straightforward calculation. This is because
physics-based clear-sky models are able to attain highly accu-
rate estimates of surface irradiance. Thus, as also mentioned
earlier, clear-sky models are often employed by solar forecast-
ers as a detrending tool, such that the variation in clear-sky
index can be mostly attributed to the effects of moving and
varying  clouds.  This  argument  aligns  with  the  principle  of
forecasting  outlined  by Armstrong  (2001b),  which  states
that when seasonal component is present in the time series,
it  needs  to  be  removed  before  forecasting.  To  that  end,  if
one  is  to  quantify  the  skill  of  a  particular  forecasting

 
c See https://robjhyndman.com/hyndsight/rolling-forecasts/.
d https://developer.nrel.gov/docs/solar/nsrdb/psm3-5min-download/.
e https://rapidrefresh.noaa.gov/hrrr/.
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method  relative  to  a  reference  method,  forecasts  must  be
first  produced  in  terms  of  clear-sky  index,  and  then  back-
transformed to irradiance or solar power for verification and
skill computation. Otherwise, the comparison would not be
fair, and the resultant skill would be futile. Most solar fore-
casting papers in the current literature fall victim to this pit-
fall,  in  that  the  reference  models  of  poor  performance  are
often chosen to exaggerate the skill of the proposed models.
The recommended forecast  verification procedures  are  dis-
cussed in the next section.

What  we  have  just  described,  namely,  reproducibility,
operational,  physics-based,  ensemble  and  skill,  take  the
acronym of ROPES, which has been recommended by Yang
(2019) as  the  guideline  to  good  solar  forecasting  research
practice.  Indeed,  the  ROPES  guideline  summarizes  all
salient characteristics of solar forecasting well. In what fol-
lows,  another  viewpoint  on  solar  forecasting  is  presented.
Instead  of  examining  the  salient  characteristics,  different
aspects of solar forecasting, that is,  the research topics,  are
reviewed. 

3.2.    Five aspects of solar forecasting research
 

3.2.1.    Forecasting methods

Most  well-cited  reviews  on  solar  forecasting,  such  as
Antonanzas et al. (2016) or Voyant et al. (2017), have been
focusing  on  enumerating  methods.  In  that,  a  classification
of forecasting techniques seems to have become an essential
component  of  any review paper.  Nevertheless,  the  strategy
of  classifying  forecasting  techniques  has  two  main  draw-
backs.  Firstly,  the  classification  of  some  techniques  often
depends on individual viewpoints, e.g., regression can be clas-
sified  into  both  statistics  and  machine  learning.  In  other
words, the border between one class of methods and another
is often fuzzy, and thus rarely allows a clean-cut classifica-
tion, which may in turn render the classification subjective.
Secondly, the enumeration of methods would never be exhaus-
tive. A typical review would contain at most a few hundred
references,  whereas  the  number  of  publications  is  on  the
order of thousands, which implies that the strategy of enumer-
ation would always be incomplete. It is often seen sentences
like  "machine  learning  methods  include  A,  B  and  C"  in
review papers.  But  why A,  B,  and  C should  be  mentioned
instead  of  D,  E,  and  F  is  seldom  justified.  One  possible
defense may be that A, B, and C are more popular than D, E,
and F. But if this is indeed the motivation, a more objective
approach must be sought. In this regard, text mining as a bib-
liometric tool is useful; the reader is referred to Yang et al.
(2018b) for a text-mining-based review on solar forecasting,
in which most frequently appeared keywords and topics are
extracted from a pool of 1000 recent papers. 

3.2.2.    Post-processing

Physics-based  solar  forecasting  depends  mainly  on
three types of exogenous data, they are, images captured by
sky cameras, remote-sensed data by weather satellite, and out-
put of NWP. In an early review by Inman et al. (2013), the

fundamentals  of  physics-based  solar  forecasting  methods
have  been  described.  However,  owing  to  the  incomplete
understanding on the physical processes and the limited preci-
sion of input data, forecasts from the physics-based methods
are often found to be biased or uncalibrated (or incorrectly dis-
persed).  Post-processing  of  initial  forecasts  is  hence  often
found to be able to improve the quality of forecasts substan-
tially. Another important motivation for post-processing fore-
casts is to enable bidirectional conversion from deterministic
to probabilistic forecasts, which is often required in practice.
Similar to the case of base forecasting methods, there have
been numerous post-processing methods proposed in the liter-
ature,  and  enumeration  of  methods  would  again  be  ineffi-
cient. Therefore, Yang and van der Meer (2021) have advo-
cated the use of thinking tools,  which can be thought of as
“style ”  or  “mechanism ”  of  post-processing.  For  example,
regression as a thinking tool aims to remove bias from the ini-
tial  deterministic  forecasts,  in  that,  the  particular  choice  of
method does not matter, e.g., one can choose either a neural
network or  a  polynomial  regression,  which,  when properly
set  up and trained,  would most  likely  result  in  similar  out-
comes.  Other  notable recent  compendia on post-processing
of  forecasts  include  those  from Vannitsem  et  al.  (2021,
2018). 

3.2.3.    Irradiance-to-power conversion

The mapping between irradiance and other weather vari-
able  to  solar  power  is  closely  analogous  to  that  between
wind speed and wind power; one can refer to such mapping
as solar power curve. To convert irradiance to solar power,
one can adopt either a direct (or data-driven) approach or an
indirect (physical) one. The direct approach views the output
of a solar energy system as the dependent variable (or the pre-
dictand),  and  irradiance  and  other  weather  variables  as  the
independent variables (or the predictors). In this way, a regres-
sive relationship can be established. In contrast, the indirect
approach considers  explicitly  the  physics  of  different  steps
of the conversion, which include solar positioning, separation
modeling, transposition modeling, PV cell temperature model-
ing, soiling, shading, mismatch, degradation, among others.
Since  these  models  need  to  be  applied  sequentially,  where
the output of one model is the input of the next, the indirect
approach is also known as model chain. The model chain con-
cept  is  well  described  in  the  documentation  of  the  pvlib
library in Python (Holmgren et al., 2018). Despite the a priori
advantage of model chain, its uptake has been stagnant, per-
haps due to the complexity and effort required to master and
use  model  chain—recall  that  each  type  of  radiation  model
presents  numerous  choices.  One  exception  is  the  paper  by
Mayer  and  Gróf  (2021),  who  compared  several  model
chains, which is likely to be the most comprehensive paper
on irradiance-to-power conversion by far, and thus is highly
recommended. 

3.2.4.    Forecast verification

After a solar irradiance or power forecast is issued, it is
customary to  validate  it,  so  that  actions  can be  opted  as  to
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improve the next forecast. Good is an abstract notion, but so
long as the question "what constitutes a good solar forecast"
is concerned, the essay by Murphy (1993) is widely recog-
nized  as  seminal,  in  that,  consistency,  quality,  and  value
have been argued to jointly characterize the most desirable
weather  forecasts.  Forecast  verification has  hitherto  been a
major focus of meteorology, and atmospheric scientists are
expected to be familiar with, or at least aware of, the intricacy
and technical depth of this topic. Whereas the book by Jolliffe
and Stephenson (2012) provides an overview on forecast veri-
fication, reviews on more specific topics, such as spatial fore-
cast  verification  (Gilleland  et  al.,  2010),  consistency
between  judgment  and  forecast  (Gneiting,  2011),  accuracy
measures for deterministic forecasts (Hyndman and Koehler,
2006), are also available. Particularly worth mentioning is a
pair of recent reviews, which details the verification of solar
forecasts, one for deterministic forecasts (Yang et al., 2020)
and the other probabilistic (Lauret et al., 2019). 

3.2.5.    Materialization of values

By  "materialization  of  values",  we  mean  quantifying
the usefulness of forecasts. Since a forecast has no intrinsic
value,  its  value  must  be  materialized  through  its  ability  to
influence decision-making (Murphy, 1993). At present, nor
is there any work reviewing the relationship between the qual-
ity  and  value  of  solar  forecasts.  This  is,  to  a  large  extent,
due  to  the  fact  that  different  countries  have  different  grid
codes, under which the monetary compensation and penalty
are  advised;  if  one  is  to  compare  the  economic  values  of
two  sets  of  forecasts  in  different  markets,  it  would  not  be
fair. In any case, the standards and challenges of using solar
forecasts  for  grid-side  operations,  as  described  by Yang  et
al. (2021), are often shared by power grids worldwide. In par-
allel, Li and Zhang (2020); Ahmed and Khalid (2019) pre-
sented reviews on several concrete examples of how proba-
bilistic  forecasts  may  be  used  in  power  system operations,
although  in  reality,  given  the  conservative  nature  of  the
power  system  industry,  probabilistic  forecasts  have  yet  to
receive any sizable adoption. With the increasing penetration
of solar  energy,  the value of  solar  forecasts  would become
more  apparent.  In  the  paper  by Makarov  et  al.  (2011),  the
basic operational practices of the California Independent Sys-
tem  Operator  (CAISO)  are  reviewed,  from  which  one  can
understand how better forecasts can lead to higher load-fol-
lowing performance,  less  regulation  and reserves,  and thus
higher economic values. Other notable reviews on the materi-
alization  of  values  of  solar  forecasts  also  exist  (e.g.,
Emmanuel et al., 2020; Sampath Kumar et al., 2020). 

4.    Conclusion and outlook

In this überreview, topics related to solar resource assess-
ment and forecasting have been listed concisely. This überre-
view can thus act as a catalog of research, for anyone who
wishes to enter the field or stay up-to-date. Generally speak-
ing,  solar  resource  assessment  mainly  focuses  on  data  and
models. In that, ground-based, remote-sensed, and dynami-

cally  modeled  radiation  data  play  a  vital  part  during  solar
energy system design, simulation, and performance evalua-
tion. Additionally, the choice of radiation models of various
sorts, such as transposition model, separation model, or site-
adaptation  model,  also  should  not  be  viewed  as  trivial.
Much effort has been devoted to the development and valida-
tion  of  these  radiation  models.  Hence,  opting  the  recom-
mended radiation models during research is highly advised.

On the other hand, forecasting of solar irradiance, as a
means to forecast solar power, is required during grid integra-
tion.  In  this  regard,  the  value  of  solar  forecasts  solely
resides in their ability to influence decision-making pertaining
to  power  system  operations.  Solar  forecasting  research  is
never about which model is fancier and how much machine
learning is  used. Instead,  understanding the salient features
of solar irradiance should be emphasized. Raw solar forecasts
should be generated using physics-based methods, and post-
processed  using  statistical  and  machine-learning  models.
Moreover, irradiance-to-power conversion and forecast verifi-
cation have yet to receive the attention they deserve.

In  any case,  solar  resource  assessment  and forecasting
can benefit from the participation of atmospheric scientists.
Cloud is the critical parameter that ties atmospheric science
and  solar  energy  together.  Among  all  cloud  types,  the
largest uncertainty is associated with cumulus and cirrus. Fur-
ther understanding of the dynamic and physical processes gov-
erning  the  production,  maintenance,  and  disappearing  of
these clouds is necessary, as to improve the forecast skill of
NWP,  which  would  then  certainly  advance  solar  resource
assessment  and  forecasting.  Aerosol  is  another  parameter
that  is  key  to  solar  engineering.  Given  the  fact  that  many
large solar energy systems are located in semi-arid regions,
they are often affected by dust  episodes.  Progress in atmo-
spheric chemistry would enhance our understanding of how
natural  and  anthropogenic  aerosols  impact  solar  energy
resources, and how to consider these effects in NWP. In this
regard,  developments  in  atmospheric  science  would  be  an
important  booster  for  solar  engineering.  To  achieve  this
goal,  mutual  understanding  is  very  important.  First,  the
solar  energy  community  should  be  familiar  with  the  latest
developments  in  atmospheric  sciences.  Second,  the  atmo-
spheric sciences community should know the needs of solar
engineers. Indeed, if we are to achieve carbon neutrality by
mid of this century, a high proportion of solar energy in the
energy mix is a must, and for that, interdisciplinary collabora-
tion is absolutely vital. We should wish this review can help
bridge the two communities.
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ABSTRACT

CO2 capture, utilization, and storage (CCUS) technology is a rare option for the large-scale use of fossil fuels in a low-
carbon way,  which will  definitely play a part  in the journey towards carbon neutrality.  Within the CCUS nexus,  CCU is
especially  interesting  because  these  processes  will  establish  a  new  “atmosphere-to-atmosphere ”  carbon  cycle  and  thus
indirectly  offer  huge  potential  in  carbon  reduction.  This  study  focuses  on  the  new  positioning  of  CCUS  in  the  carbon
neutrality  scenario  and  aims  to  identify  potential  cutting-edge/disruptive  CCU  technologies  that  may  find  important
application  opportunities  during  the  decarbonization  of  the  energy  and  industrial  system.  To  this  end,  direct  air  capture
(DAC), flexible metal-framework materials (MOFs) for CO2 capture, integrated CO2 capture and conversion (ICCC), and
electrocatalytic CO2 reduction (ECR) were selected, and their general introduction, the importance to carbon neutrality, and
most up-to-date research progress are summarized.
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Article Highlights:

•  CCU will play an important role for carbon neutrality by establishing a new “atmosphere-to-atmosphere” carbon cycle.
•  Under  the  carbon  neutrality  scenario,  several  cutting-edge/disruptive  CCU technologies  will  gain  extended  application

opportunities.
•  Progresses and future perspectives for four cutting-edge/disruptive CCU technologies are summarized.

 

 
  

1.    Introduction
 

1.1.    Carbon neutrality

The  history  of  human  civilization  is  accompanied  by
the exploration and utilization of fossil energies. Their exten-

sive use has been an important supporting factor for the con-
tinuous progress of human society, but it also has resulted in
a huge amount of  CO2 emissions,  which has led to serious
problems such as the greenhouse effect and climate change
(IPCC, 2014). Mitigating climate change has become one of
the most important themes in the world today, and CO2 reduc-
tion is at the central part of this issue. In this context, many
countries and regions have put  forward “carbon neutrality”
commitments, and carbon neutrality is becoming a new bench-
mark  for  evaluating  countries’ ambitions  and  actions  to
reduce  carbon  emissions  (Energy  &  Climate  Intelligence
Unit, 2021).

 

  
※ This paper is a contribution to the special issue on Carbon Neu-

trality: Important Roles of Renewable Energies, Carbon Sinks,
NETs, and non-CO2 GHGs.
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Carbon  peaking  and  neutrality  correspond  to  major
changes in production and lifestyles, and revolutionary adjust-
ments  must  be  made  to  the  existing  energy  structure  and
industrial system. In this process, a new energy system charac-
terized by a high proportion of renewables will undoubtedly
make decisive societal and economic contributions through
decarbonization  (IEA,  2020a).  However,  the  reliability  of
renewables  needs  further  verification  due  to  their  intermit-
tency and high dependency on large-scale energy storage tech-
nology. Therefore, fossil energy will inevitably exist in the
energy system in a certain proportion (5%–10%) for a long
time  (IEA,  2020a; Qu  et  al.,  2020).  On  one  hand,  fossil
energy can act as a “stabilizer” by balancing the volatility of
renewable  energy.  At  the  same  time,  fossil  energy  is  very
important  to  ensure  a  continuous  supply  of  high-quality
energy.  On  the  other  hand,  high-carbon  industries  such  as
steel, chemicals, and cement are important pillars of the mod-
ern economy, but the technological processes in these indus-
trial  sectors  are  relatively  mature,  with  high  technological
inertia and high replacement costs. Low-carbon transforma-
tion  and  structural  upgrading  need  to  be  carried  out  in  an
orderly manner, and the high-carbon characteristics of these
industries  will  not  change in  the  short  term.  Therefore,  the
use  of  a  certain  proportion  of  fossil  energy  and  fossil
resources will play an irreplaceable role in ensuring energy
security and maintaining the integrity of the industrial chain.
However, their use will inevitably lead to a certain amount
of  carbon  emissions,  which  cannot  be  fully  absorbed
through the natural carbon sinks. As a result, artificial carbon
sink technology, namely CO2 capture, utilization, and storage
(CCUS),  will  act  as  a  safeguard  towards  carbon  neutrality
(IEA, 2020b). 

1.2.    CO2 capture, utilization, and storage (CCUS)

CCUS is a major technological option for the end treat-
ment of CO2 and includes three technical steps of CO2 cap-
ture,  CO2 utilization,  and  CO2 storage.  CO2 capture  is
mainly used to separate and enrich CO2 from various emission
sources and even the air, and it is the beginning of the entire
CCUS chain. CO2 utilization uses CO2 as a raw material or
working medium by chemical, biological, or geological meth-
ods,  and  completes  carbon  emission  reduction  at  the  same
time. CO2 storage injects CO2 into a certain geological envi-
ronment  and  isolates  the  CO2 from  the  atmosphere  for  a
very long period during which the CO2 may be fixed by car-
bonation reaction with underground minerals.

CCUS  is  a  recognized  technology  that  can  achieve
large-scale  emission  reductions.  The  International  Energy
Agency (IEA) predicted that to achieve global carbon neutral-
ity by 2070, CCUS technology will not only contribute 15%
of emission reductions but also provide inevitable solutions
to cement, steel, chemical, and long-distance transport indus-
tries (IEA, 2020b). The IPCC special report “Global warming
of 1.5°C” pointed out that by 2030 and 2050, global CCUS
capacity will reach 100–400 million tons yr–1 and 3–6.8 bil-
lion tons yr–1, respectively (IPCC, 2018).

Under the new target of carbon neutrality, the positioning

of  CCUS  has  changed  significantly.  CCUS  technology  is
the only option for the low carbon utilization of fossil energies
on a large scale, which is of great significance to energy secu-
rity.  Meanwhile,  CCUS technology  is  a  necessary  solution
for the decarbonization of industries that have difficulty reduc-
ing  their  emissions,  and  it  is  the  major  option  to  solve  the
problem  of  unavoidable  “process  emissions ”  in  industries
such  as  steel,  chemical,  cement,  and  non-ferrous  metals.
CCUS technology is also the main source for the necessary
carbon  element  under  the  carbon  neutralization  scenario,
which avoids the massive exploitation and utilization of fossil
resources.  Last  but  not  least,  the  negative  emission  effect
achieved by the coupling of CCUS and renewables is a guar-
antee  for  achieving  the  carbon  neutrality  target;  which  is
impossible to achieve by source reduction or energy-saving
approaches alone.

CCUS can be further divided into CCS and CCU accord-
ing to their different approaches of CO2 abatement. In gen-
eral, CCS can provide huge capacity for direct CO2 reduction
as suitable reservoir volumes for CO2 storage are more than
enough  to  accommodate  all  the  potential  emissions.  The
CCU pathway, on the other hand, is significantly less efficient
for direct reduction. This is because for most CCU technolo-
gies, any consumed CO2 by the process will  be re-released
at  the  end  of  the  product  life-cycle  (Stevenson,  2019).  In
fact, the importance of CCU is its great potential for indirect
reduction of CO2 emissions by avoiding the use of fossil car-
bon.  As  such,  a  new  “atmosphere-to-atmosphere ”  carbon
cycle can be established, while the traditional “lithosphere-
to-atmosphere ”  mode  can  be  largely  replaced  (Hepburn  et
al.,  2019).  As  such,  the  overall  CO2 reduction  capacity  of
CCU is high enough to apply considerable impact on carbon
neutrality,  and  it  is  likely  to  create  economic  benefits  as
well.

Nevertheless, under the carbon-neutral scenario, routes
for future CCU R&D may vary significantly, but one of the
key features is that the necessity and application potential of
some  cutting-edge/disruptive  CCUS  technologies  will
greatly increase. In response to the above trends, this paper
summarizes  several  cutting-edge/disruptive  CCU technolo-
gies that are expected to play important roles in the carbon
neutralization process from different dimensions. The latest
progress and possible future trends are discussed to provide
a reference for the research layout in the CCU field. 

2.    Direct  air  capture  (DAC)  and  its
indispensable  carbon-negative  feature  for
carbon neutrality

Direct air capture (DAC), as indicated by its name, is a
process that captures CO2 from the ambient air. This technol-
ogy is appealing because,  to some extent,  it  de-couples the
emission source and carbon sink (i.e., the relative locations
of the emission source and downstream CO2 utilization/stor-
age sites will not be a necessary concern). Therefore, infras-
tructure and expenditures for long-distance transportation of
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CO2 can  be  avoided,  resulting  in  the  great  potential  to
reduce  the  cost  of  CO2 abatement.  Additionally,  DAC
directly uses air as the upstream source, which is a preferred
technology to address mobile emission sources (such as vehi-
cles) and micro emission sources (such as buildings) (Sanz-
Pérez et al., 2016).

DAC delivers its carbon reduction capacity by coupling
with  either  CO2 conversion  or  CO2 storage.  Firstly,  CO2

obtained from DAC can be used as a raw material to replace
fossil  resources to produce carbon-based chemicals.  In this
context, the resulting products will be carbon neutral through-
out  their  life  cycles.  Practically,  this  reshapes  the  existing
chemical  industry,  leading  to  a  disruptive  impact  on  the
entire  industry  and  supply  chain.  Secondly,  coupling  of
DAC  with  CO2 storage  has  a  significant  carbon-negative
effect, and its capacity is huge if large-scale deployment and
application can be carried out. This offers a solution to the his-
torical emissions and meets the demand of “reducing atmo-
spheric  CO2 concentration”  in  response  to  climate  change.
Furthermore,  such  a  carbon-negative  effect  may  also  have
beneficial impacts on the energy and industrial system, pro-
moting DAC to become an important part in the new model
of  carbon-neutral  social  and  economic  infrastructure
(Goglio et al., 2020).

Compared with industrial emission sources, the concen-
tration  of  CO2 in  the  air  is  extremely  low,  only  slightly
higher  than  400 ppm.  This  means  that  the  DAC process  is
very  unfavourable  in  terms  of  thermodynamics.  Therefore,
it  faces  great  technological  challenges  in  aspects  of
absorbents/adsorbents,  efficiency,  and  energy  costs.  These
adverse  factors  often  cause  the  consumption  of  a  large
amount of materials and energy, even achieving a level that
may offset the CO2 reduction capacity of the DAC process
(Deutz and Bardow, 2021). Overall, the technological matu-
rity  of  DAC is  still  low,  and its  application is  still  in  early
infancy. In recent years, related studies have mainly focused
on  high-performance  absorbents/adsorbents,  prototype
demonstrations, and life cycle assessments. 

2.1.    Absorbents/adsorbents for DAC

Absorbents and adsorbents are the most important compo-
nents  of  a  DAC technology  system,  and  their  performance
directly  dictates  the  overall  cost  and  efficiency  of  the  pro-

cess.  At  present,  most  DAC  studies  and  demonstrations
have focused on solid adsorbents, and only a few experiments
have used liquid absorbents with alkali metal hydroxide solu-
tion  as  the  main  component.  The  reason  is  because  those
solid adsorbents possess obvious advantages in terms of kinet-
ics, stability, and environmental footprints (Shi et al., 2020).

Physical adsorbents (such as activated carbons, molecu-
lar sieves, etc.) are rarely used for DAC, mainly due to their
weak  interaction  with  the  CO2 molecules,  which  leads  to
extremely  low  adsorption  capacity  and  selectivity  in  low
CO2 concentration  environments  (i.e.,  air).  For  example,
Kumar et  al.  compared the CO2 adsorption performance of
four physical adsorbents and an immobilized organic amine
sample,  which is a typical chemical adsorbent.  They found
that  although  the  performances  of  these  samples  only
showed slight differences in 15 vol.% CO2, the CO2 adsorp-
tion  capacities  of  physical  adsorbents  are  more  than  one
order of magnitude lower than those of chemical adsorbents
in DAC conditions (Kumar et al., 2015).

Compared  with  physical  adsorbents,  chemical  adsor-
bents are more widely used for DAC. Among them, immobi-
lized organic amines are a kind of important CO2 chemical
adsorbent. The earliest prototype of these adsorbents comes
from  the  “molecular  basket ”  material  proposed  by  Song’s
group  (Fig.  1)  (Xu  et  al.,  2002; Ma  et  al.,  2009).  Then,
Sayari’s  group  (Franchi  et  al.,  2005; Sayari  and
Belmabkhout,  2010)  and  Jones’ group  (Hicks  et  al.,  2008;
Didas et al., 2015) systematically developed the preparation
method of immobilized organic amines, and in-depth studies
on their adsorption behaviours and structure-performance rela-
tionship for CO2 capture were performed. Due to the strong
interaction between these adsorbents and the CO2 molecules,
their application in the DAC process has attracted extensive
attention. For example, Goeppert et al. reported that fumed
silica  supported  poly  (ethyleneimine)  (PEI)  can  effectively
adsorb  CO2 from  the  air  (Goeppert  et  al.,  2011).  In  2011,
Choi et al. (2011) used 3-aminopropyl trimethoxysilane and
tetraethylorthotitanate modified PEI as the adsorption com-
ponents, which were loaded on porous SiO2, and they found
that this type of material exhibited great DAC performance
(adsorption capacity > 2 mmol g–1) and the use of modifiers
can significantly improve the stability of PEI, rendering the
material with excellent stability (Choi et al., 2011). Keller et

 

 

Fig. 1. “Molecular basket” sorbents [Reprinted from (Ma et al., 2009)].
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al. used carbon nanotubes as a carrier for PEI to prepare a hol-
low  fibre  adsorbent.  The  adsorption  capacity  of  CO2

reached 1.07 mmol g–1 under DAC conditions (Keller et al.,
2018).  In  addition  to  the  commonly  used  impregnation
method, immobilization of amines can also be achieved by
surface grafting.  Although adsorbents  prepared in  this  way
have  slightly  lower  CO2 uptakes  under  DAC  conditions,
their  overall  stability  can  be  significantly  improved (Potter
et al., 2017; Sabatino et al., 2021).

Porous framework materials are a type of functional mate-
rials  developed  rapidly  in  recent  years.  The  structure  of
these materials is highly ordered and can be finely character-
ized  by  various  spectroscopic  methods,  thereby  providing
new dimensions for studying DAC mechanisms and perfor-
mance tunning (Custelcean, 2021). For example, by the engi-
neering  of  ligand  for  metal-organic  frameworks  (MOFs),
Kumar et al. replaced the SiF6

2− pillar in SIFSIX-3-Ni mate-
rial with TiF6

2−, which led to enhanced interaction between
the framework and CO2, and thus the DAC performance of
the material was effectively improved (Kumar et al., 2017).
Bhatt et al. further explored possible strategies by adjusting
the pore  size,  pore  shape,  and surface functional  groups of
MOFs,  and  a  CO2 adsorption  capacity  of  1.30  mmol  g–1

could  be  achieved  at  the  condition  of  400  ppm  and  25°C,
which is on a similar level to immobilized amine-based adsor-
bents  (Bhatt  et  al.,  2016).  It  should  be  noted  that  although
the low-pressure CO2 adsorption performance can be signifi-
cantly  improved  through  the  optimization  of  MOFs  struc-
ture, in general, its adsorption mechanism still relies on physi-
cal interactions, so it is easily affected by competitive adsorp-
tion of moisture. In fact, MOFs can also be used as carriers
to  prepare  amine-based  DAC  adsorbents  (Lu  et  al.,  2013;
Lee  et  al.,  2014; Liao  et  al.,  2016; Sen  et  al.,  2019),  and
under the synergistic effect of multiple functional sites, the
resulting materials may exhibit excellent DAC performance
through  several  types  of  new  adsorption  mechanisms.  For
example,  McDonald  et  al.  used  N,  N’-dimethylethylenedi-
amine  (mmen)  to  functionalize  Mg2(dobpdc)  (dobpdc4−=4,

4’-dioxidobiphenyl-3,3’-dicarboxylate). It was found that dur-
ing the adsorption of CO2, there is a process of CO2 insertion
into the metal-amine bond, so the obtained CO2 adsorption
isotherm  has  step-shaped  characteristics.  This  unique
behaviour makes the material possess a higher working capac-
ity than other chemical adsorbents (McDonald et al., 2015).
Through the tunability of MOFs structure and the optimiza-
tion  of  external  amines,  CO2 adsorption  capacity,  kinetics,
and  regeneration  performance  under  DAC,  conditions  can
be further improved (Lee et al., 2014; Liao et al., 2016; Kim
et al., 2020b; Martell et al., 2020).

In  recent  years,  some  new  adsorption  strategies  have
also been used for DAC processes. Based on the affinity dif-
ference  between  materials  to  CO2 and  water,  researchers
have proposed the concept of moisture-swing adsorption. In
this process, the material captures CO2 from air in a dry envi-
ronment,  while the competitive adsorption of moisture in a
wet environment will liberate CO2 molecules from the adsor-
bent surface (Shi et al., 2016; Yang et al., 2018). Inagaki et
al.  found  that  the  aqueous  solution  of  m-xylylene  diamine
(MXDA) can absorb CO2 in the air and generate water-insolu-
ble MXDA·CO2 crystals. After simple filtration and separa-
tion, heating of MXDA·CO2 can release CO2 and complete
the  regeneration  of  MXDA.  This  process  avoids  the  large
amount of energy consumption required for the evaporation
of solvent water in the traditional liquid absorption method
(Inagaki et al., 2017). Based on a similar strategy, Brethomé
et al. used a cheap and easily available amino acid aqueous
solution to absorb CO2, and then the CO2 loaded solution fur-
ther reacted with guanidine compounds to form insoluble car-
bonates, which regenerated the amino acids simultaneously,
and then the separated carbonate can be decomposed under
relatively  mild  conditions  to  release  CO2 (Brethomé et  al.,
2018).

Table  1 summarizes  recent  research  results  on  DAC
adsorbents. Overall,  the research and development of DAC
absorbents/adsorbents  still  face  great  challenges.  In  this
study,  a  model  was  designed  to  estimate  the  cost  of  DAC

Table 1.   Summary of research results on DAC sorbents.

Reference Sorbents Mechanisms
Adsorption capacity

(mg-CO2 g–1)
Temperature

(oC)
Pressure

(bar)

(Kumar et al., 2015) TEPA-SBA-15 chemisorption 158 20 400 ppm
Zeolite 13X physisorption 5.8 20
HKUST-1 physisorption 2.1 20

Mg-MOF-74/ physisorption 40 20
SIFSIX-3-Ni physisorption 58 20

(Goeppert et al., 2011) FS-PEI-33 chemisorption 75 25 400 ppm
(Choi et al., 2011) PEI-silica chemisorption 103 25 400 ppm

A-PEI/silica chemisorption 99 25
T-PEI/silica chemisorption 96 25

(Keller et al., 2018) CNT-PEI chemisorption 47 25 350 ppm
(Bhatt et al., 2016) NbOFFIVE-1-Ni chemisorption 57 25 400 ppm

(McDonald et al., 2015) mmen-Mg2(dobpdc) chemisorption 154 25 1000 ppm
(Kim et al., 2020b) Mg2(dobpdc) (3-4-3) chemisorption 150 90 4000 ppm
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adsorbents and the corresponding relationship between adsor-
bent performance and its highest allowable cost was studied
(Fig. 2). Based on this model, it is found that if the service
life of an adsorbent is 1000 cycles, its cost must be less than
$1 kg–1. Currently, there are hardly any adsorbents so low in
cost. Increasing adsorbent service life can reduce its highest
allowable  cost;  with  100  000  cycles,  the  allowable  cost  of
MOF (Diamine) materials is the highest, reaching $90 kg–1.
However,  the  price  of  MOF  material  is  generally  higher
than $10 000 kg–1, and its stability is far from the requirements
(Shi et al., 2020). This work verifies the difficulty of develop-
ing  DAC adsorbents  from a  cost  perspective,  but  it  should
be mentioned that recently, several groups have reported sev-
eral  CO2 adsorbents  with  excellent  comprehensive  perfor-
mance,  which  provides  new  opportunities  for  reducing  the
cost  of  DAC  technology  (Nandi  et  al.,  2015; Yue  et  al.,
2017; Cavalcanti et al., 2018; Mukherjee et al., 2019; Lin et
al., 2021). 

2.2.    Prototype demonstrations of DAC

Devices  and  demonstrations  are  also  major  focuses  in
the DAC field. This is because the concentration of CO2 in
the air is low, so the gas processing capacity of the DAC pro-
cess is huge, and there is little experience in an engineering
perspective to date. Over the past decade, developed countries
in  Europe  and  America  have  attached  great  importance  to
the development and application of DAC, and several small-
scale  prototypes  and  demonstrations  have  been  reported,
which has laid an important foundation for the future develop-
ment of DAC technology.

Climeworks,  a  company  based  in  Switzerland,  is  the
first  company  in  the  world  that  provides  customers  with
CO2 captured from the  air.  In  2017,  the  company built  the
world’s first commercial DAC device in Switzerland, which
adopted  modular  design  and  used  18  adsorption  units.  An
overall capture capacity of several hundred tons of CO2 per
year was achieved. In 2021, Climeworks built its latest Orca
plant  in  Iceland.  The  Orca  plant  has  a  capture  capacity  of
4000 t yr–1 (Fig. 3) and is the largest DAC demonstration in
the world to date. The captured CO2 is injected 700 m under-
ground for mineralization and storage (Climeworks, 2021).

DAC technology from Global Thermostat uses tempera-
ture-swing  adsorption  and  adopts  immobilized  organic
amine  adsorbents.  Global  Thermostat  established  the  first
pilot  plant  in  2010  and  the  first  commercial  DAC plant  in
Alabama in 2018. It is reported that the energy consumption
can be reduced to less than 6 GJ (t CO2)–1, which is around
the minimum for existing DAC demonstrations (Zhu et al.,
2021).

Carbon  Engineering  established  its  first  DAC  pilot
plant by using KOH and Ca(OH)2 solutions as absorbents in
2015, and in 2017, the company succeeded in the conversion
of  air-captured  CO2 to  liquid  fuels.  In  2019,  the  company
began to design and build a million-ton DAC demonstration
project. Its carbon capture cost is estimated to be $94–$232
(t  CO2)–1,  with  an  energy  consumption  intensity  of  about
8.81 GJ (t CO2)–1 (Keith et al., 2018; Engineering, 2021). 

2.3.    Life-cycle assessment (LCA) of DAC

At present, there are still some controversies around the
economic  and  environmental  benefits  of  DAC.  Therefore,
its  full  life  cycle  assessment  is  also  a  research  hotspot.  By
applying  LCA  to  the  actual  operation  data,  Deutz  et  al.
found that the DAC demonstration currently carried out by
Climeworks has already achieved a carbon-negative effect.
The  carbon  capture  efficiencies  of  its  two  DAC  plants
reached 85.4% and 93.1%, respectively. However, the envi-
ronmental benefits of the DAC process are closely related to
energy sources. In an energy structure dominated by renew-
ables, it is expected that the large-scale deployment of DAC
technology  (reaching  1%  of  global  carbon  emissions)  will
not be limited by materials and energy, and related environ-
mental issues, if any, are relatively limited (Deutz and Bar-
dow,  2021).  According  to  calculations  on  carbon  balance,
Jonge et al. carried out LCA studies on a NaOH absorption
DAC system, with a special focus on the life cycle carbon effi-
ciency.  Their  results  also  showed that  the  energy source  is
very  important  to  the  emission  reduction  benefits  of  DAC.
In general, the utilization of renewable energy is the simplest
and  most  significant  way to  improve  the  carbon  efficiency
of DAC at this stage (de Jonge et al., 2019).

Terlouw and co-workers (2021b) proposed that it is nec-
essary to incorporate CO2 storage into the DAC’s LCA pro-

 

Fig.  2. Allowable  price  of  DAC  adsorbents  [Reprinted  from
(Shi et al., 2020)].

 

Fig.  3. Orca  plant  from  Climeworks  [(©climeworks,  2022),
used with permission].
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cess in order to fully reflect the emission reduction benefits
and  other  environmental  impacts  of  DAC.  Based  on  this
idea,  the  authors  compared  and  studied  the  environmental
impact of direct air capture and storage (DACCS) under dif-
ferent power/heat sources and a variety of technology combi-
nations. It was found that although a negative carbon effect
can be achieved in several scenarios, it is necessary to select
the best energy supply mode according to the energy infras-
tructure of different countries and regions. This is of pivotal
importance to the emission reduction capability and the envi-
ronmental impact of DAC (Terlouw et al., 2021a).

It  should  be  mentioned  that  DAC  technology  is  still
very immature, so there are significant challenges in technol-
ogy evaluation. Terlouw et al. (2021b) systematically summa-
rized the current LCA works for carbon-negative technologies
and pointed out that existing methods may induce confusion
between avoided emission and negative emission, resulting
in misleading conclusions. In order to better support the devel-
opment of DAC technology in the future, it  is necessary to
strengthen the comprehensiveness of the evaluation and the
transparency of the methods. 

3.    Flexible metal-organic frameworks (MOFs)
and ultra-low cost CO2 capture technology

 

3.1.    Flexible MOFs as CO2 adsorbents

Metal-organic frameworks (MOFs) are one of the emerg-
ing and rapidly growing focuses in material science. These
materials  are  constructed  from complexation  of  metal  ions
or  metal  ion  clusters  with  bridging  organic  linkers,  which
exhibit regular crystalline lattices with high surface area and
well-defined pore structures (Furukawa et al., 2013; Yuan et
al.,  2018).  In  MOFs,  both  the  metal  nodes  and the  organic
linkers  can  be  readily  adjusted.  This  offers  an  effective
approach for the customization and delicate adjusting of the
materials’ pore  structure  and  functionalities.  Therefore,
MOFs can be widely applied in separation and catalysis sci-
ence. In recent years, it  was found that due to the dynamic
properties  of  the  framework  component,  MOFs  that  are
responsive to external stimuli (pressure, temperature, ultravio-
let light, etc.) can be synthesized (Matsuda, 2014). Based on
this,  construction  of  a  reversible  phase  transformable  CO2

adsorption material  can be realized to achieve an ultra-low
cost  CO2 capture  process  (Schneemann  et  al.,  2014)
(Table 2). It should be noted that the energy consumption of
the existing carbon capture process is relatively high, often
accounting for 70% of the entire CCUS technology chain. 

3.2.    Light-responsive MOFs for CO2 adsorption

One  of  the  general  strategies  to  construct  flexible
MOFs is to use organic linkers with light-responsive function
groups  as  subunits  for  the  framework.  Modrow et  al.  con-
structed the first  porous MOF (CAU-5) with photo-switch-
able linker molecules (3-azo-phenyl-4,4’-bipyridine). Under
the  irradiation  of  UV light  (365  nm),  the  azo-functionality
switches from its thermodynamically stable trans-isomer to
cis-isomer (Modrow et al., 2011). Similarly, CO2 adsorption
behavior can be reversibly altered upon photochemical or ther-
mal  treatment  in  an  MOF  (PCN-123)  with  an  azobenzene
functional  group,  which  can  switch  its  conformation  (Park
et al., 2012). Sensharma et al. reported the synthesis and char-
acterization  of  a  photoactive  MOF  (TCM-15),  which
revealed  a  dynamic  response  upon  UV  irradiation,  leading
to instant desorption of pre-adsorbed CO2. Based on FT-IR
experiments  and  DFT calculations,  the  author  verified  that
such release of CO2 could be attributed to the structural flexi-
bility of the materials (Sensharma et al., 2019). Lyndon et al.
synthesized an MOF loaded with azo-type light-responsive
groups.  The  material  showed  rapid  response  towards  CO2

adsorption  during  the  light  on-and-off  switching  cycles.
This  work  directly  verified  the  possibility  of  developing
ultra-low  energy  consumption  carbon  capture  technology
based  on  flexible  framework  materials  (Fig.  4)  (Lyndon  et
al., 2013). 

3.3.    Guest-responsive MOFs for CO2 adsorption

Interaction  between  MOFs  and  guest  molecules  is  an
important  way  to  stimulate  flexibility.  As  early  as  2003,
Kitaura  et  al.  introduced  displacement  freedom  during  the
self-assembly process of rigid motifs, and they proved experi-
mentally that the obtained material has a “gate-opening pres-
sure” for different gases, which caused the MOF material to
transition  from a  crystalline  “closed”  form into  an  “open”
form. The authors suggest that the reason for this flexibility
is the displacement of π-π stacked moieties in the material.

Table 2.   Properties before and after breathing-MOF.

Reference Sample
Trigger of
flexibility Properties alteration upon flexibility

(Park et al., 2012) PCN-123 UV irradiation At  1  bar  pressure,  CO2 adsorption decreased from 21 to  10 cm3 g–1

after UV irradiation.
(Lyndon et al., 2013) Zn(AzDC)

(4,4’-BPE)0.5
UV irradiation Dynamic exclusion of CO2 during UV on-.and-off switching cycles.

(Dong et al., 2021) NTU-65 Temperature C2H4 adsorption  capacity  (1  bar  pressure)  decreased  from  90  to
~0 cm3 g–1 when increase temperature from 195 to 263 K.

(Marks et al., 2020) CPL-2 and CPL-5 Rotation of the
pillar ligands

Due to lattice expansion, CO2 adsorption increased rapidly at pressure
lower than 20 bar.

(Taylor et al., 2018) Co(bdp) Formation of CO2
clathrate

At appropriate pressure, CH4 can be largely excluded from the pores,
leading to high CO2/CH4 adsorption selectivity.
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At the same time, due to the different interactions between dif-
ferent gas molecules and materials, the gate-opening pressure
also varied in  different  atmospheres.  For  CO2,  the  opening
and closing  pressure  are  only  0.4  and  0.2  bar,  respectively
(Kitaura et al., 2003). Stavitski et al. prepared amino-modified
NH2-MIL-53(Al)  and  found  that  the  modified  material  has
excellent  CO2 adsorption  properties  compared  with  the
unmodified  counterpart.  Very  interestingly,  it  was  found
that  instead  of  binding  CO2 chemically,  the  introduced
amino groups actually played a role in adjusting the frame-
work  flexibility.  In  this  way,  the  CO2 adsorption  capacity
could be enhanced while the physical adsorption nature was
not altered, and therefore, a significant increase in energy con-
sumption for desorption was avoided (Stavitski et al., 2011).
Using Cu as the metal center, 2,3-pyazinedicarboxylic acid
(pzdc) as the ligand, and 4,4’-bipyridine (bpy) and 1,2-di-(4-
pyridil)-ethylene  (bpe)  as  the  pillar,  CPL-2  (Cu2(pzdc)2

(bpy)) and CPL-5 (Cu2(pzdc)2(bpe)) were prepared, respec-
tively. Both samples showed excellent CO2 adsorption capac-
ity  and  selectivity,  and  based  on  in  situ  synchrotron  X-ray
diffraction experiments, the authors showed that the chemical
interaction between CO2 and the materials triggered rotation
of the pillar ligands. This distortion further introduced expan-
sion of the framework lattice, which is the key factor for the
high CO2 adsorption performance (Marks et al., 2020).

Taylor and co-workers prepared a Co (bdp) (bdp2− = 1,
4 benzenedipyrazolate) MOF material with a flexible frame-
work, which showed excellent adsorption selectivity for the
separation of CO2 and CH4. Based on in situ X-ray Powder
Diffraction  (XRD)  measurements,  the  authors  suggest  that
the high selectivity originates from a “reversible guest tem-
plating” effect. That is, in the adsorption process, the frame-
work  expanded  to  form  CO2 clathrates,  and  the  expended
framework collapsed back to the non-templated phase in the
subsequent desorption process. Based on such a mechanism,
CH4 was  completely  removed  during  adsorption  of  a  1:1
CO2-CH4 mixture (Fig. 5) (Taylor et al., 2018). 

3.4.    Regulating  the  flexibility  of  MOFs  for  CO2
adsorption

Although flexible MOFs have shown many advantages
in CO2 adsorption, how to regulate their flexibility to match
practical conditions is still a challenging question.

Based on the excellent structural flexibility and mechani-
cal  resistance  of  MIL-53  series  materials,  Chanut  et  al.
found that when an external force is applied to the materials,
they gradually change from an open-pore form to a contracted
form.  More  importantly,  the  pore  size  of  the  materials  can
be accurately controlled by the strength of the applied force.
Based  on  this  idea  and  considering  specific  separation
objects,  efficient separation of CO2/N2 and CO2/CH4 could
be  achieved  under  optimized  external  force  conditions.  At
the same time, when the external force is unloaded, the mate-
rial structure switched back to the open form, which led to
gas  desorption  and  material  regeneration  (Fig.  6).  Clearly,
such  a  strategy  is  superior  to  the  conventional  pressure-
swing or temperature-swing processes (Chanut et al., 2020).

Using  NH2-MIL-53(Al)  as  a  parent  material,  Bitzer  et
al. introduced Sc, V, Cr, and Fe as a second metal node to pre-
pare NH2-MIL-53 (Al, M). Based on systematic characteriza-
tions, the authors found that the flexibility of the framework
can  be  effectively  adjusted  by  the  presence  of  the  second
metal, which further altered the CO2 capture performance of
the  resulting  samples.  In  general,  the  construction  of  poly-
metallic MOFs can easily and effectively regulate the frame-
work flexibility in a wide range, which has great potential in
future applications (Bitzer et al., 2020).

Ghoufi’s calculation revealed that the flexibility of MIL-
53 could be affected by the existence of an electric field in
addition to the stimulation of the guest molecules, heat, and
external forces, with a volume change of up to 40%. At the
same time, varying the electric field strength led to the regula-
tion of the unit cell volume. This provided a ready path for
adjusting gas adsorption, which resulted in the efficient sepa-
ration of CO2 and CH4 (Ghoufi et al., 2017).

Dong et al. prepared a flexible MOF (NTU-65), and its
flexibility is sensitive to temperature. Based on this character-
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istic,  and  together  with  the  different  gate-opening  pressure
of different gases, the authors successfully found a suitable
operation window for the one-step separation of multi-compo-
nent  gases  containing  ethylene,  ethane,  and  CO2.  High
purity  ethylene  of  polymerization  grade  was  obtained  by
this method, which may find important potential in the petro-
chemical industries (Dong et al., 2021). 

4.    Integration of CO2 capture and conversion
(ICCC)

 

4.1.    General basics of ICCC

Integration  of  CO2 Capture  and  conversion  (ICCC)
refers to the connection of these two processes by their com-
mon microscopic steps, that is, the interaction between CO2

and solid surface. During the new process, the captured CO2

is directly converted to a value-added product without its des-
orption and enrichment (Fig. 7) (Zhou et al., 2020). Compared
with the traditional  CCUS chain,  there  are  multiple  advan-
tages of ICCC. Firstly, it avoids the energy consumption of
CO2 desorption  from absorbent/adsorbent  in  the  traditional
carbon capture process. Since this is one of the key factors
causing  the  high  cost  of  CCUS,  it  is  thus  expected  that
ICCC may significantly reduce the cost for CO2 abatement.
Besides, ICCC allows the disposal of CO2 at close vicinity
of its  emission, which greatly reduces the demand for CO2

transportation,  and  thus  provides  a  solution  to  the  source-
sink matching problem. It is also possible that the products
from  an  ICCC  process  can  be  readily  used  in  downstream
chains or even by the original emitter, leading to decarboniza-
tion of the energy and industrial system. The above advan-
tages dictate the significant application potential of ICCC in
carbon neutralization scenarios. However, this technology is
still  in  the  stage  of  laboratory  verification,  and  systematic
investigations  are  needed  to  clarify  more  approaches  that
are suitable for the current emission sources. 

4.2.    ICCC for methanol production

Methanol is a very important platform chemical that is
widely  used  as  a  fuel  and  a  chemical  raw  material.  Under

the  background  of  carbon  neutrality,  methanol  is  expected
to become a renewable energy carrier that can replace fossil
energy. The technology of CO2 hydrogenation to methanol
has  attracted  more  and  more  attention  in  recent  years,
mainly because this process can greatly reduce the consump-
tion of fossil resources for methanol synthesis, thereby bring-
ing a significant effect of indirect reduction of carbon emis-
sion.

Reller  et  al.  were  among  the  earliest  who  investigated
methanol  producing  ICCC  process.  In  their  work,  N,  N-
Diethylethanolamine  (DEEA)  and  Cu/ZnO-Al2O3 catalyst
were mixed, and the system was in contact with high-pressure
CO2 (10−20  bar)  and  H2 (50−70  bar)  consecutively.  As

 

 

Fig. 6. Flexibility regulation by external force [Reprinted from (Chanut et al., 2020)].

 

Fig. 7. Integrated CO2 capture and conversion [Reprinted from
(Zhou et al., 2020)].
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such,  CO2 was  firstly  absorbed  by  DEEA,  and  then  CO2
could  be  activated  and  converted  to  methanol  by  Cu/ZnO-
Al2O3. This experiment used high-pressure and pure CO2 in
the  CO2 capture  stage,  so  it  cannot  be  strictly  classified  as
an ICCC process, but it clearly verifies the feasibility for the
conversion of captured CO2 to value-added products (Reller
et al., 2014).

In  2016,  Prakash’s  group  reported  capturing  CO2
directly from the air and its conversion to methanol for the
first  time.  They  used  pentaethylenehexamine  as  a  CO2
absorber and Ru-based Prince complex as a catalyst to convert
the captured CO2 to methanol under high-pressure H2. With
the optimal  conditions,  the yield of  methanol  reached 95%
and  could  be  recovered  by  distillation  (Kothandaraman  et
al., 2016). Based on this work, a series of follow-up studies
on  several  principal  technical  difficulties  were  performed.
Firstly,  in  order  to  improve  the  efficiency  of  amine
absorbent,  a  two-phase  system  was  developed  to  simplify
the separation of catalyst and amine, and thus the cycling sta-
bility of amine could be enhanced (Kar et al., 2018). Addition-
ally,  the  authors  also  reported  that  either  immobilized
amines  or  metal  hydroxide  solutions  can  also  be  used  for
CO2 capture  in  the  process,  which might  provide  solutions
to  the  instability  issue  of  amine-based  absorbents  (Fig.  8)
(Kar et al., 2019; Sen et al., 2020). 

4.3.    ICCC for CO/syngas production

CO is the main component of coke-oven gas and a com-
mon reducing gas in the metallurgical industry. In addition,
syngas composed of CO and H2 is  a widely used synthetic
building block, which can be converted to a range of chemi-
cals.  At  present,  the  preparation  of  CO and  syngas  mainly
takes coal as the raw material through coking and gasifica-
tion, respectively. The energy consumption of these processes
is high, and an additional water-gas shift is needed to fulfill
the  downstream  requirements  on  H2/CO  ratio  for  syngas,
which  further  lowers  the  carbon  efficiency  by  converting
some  CO  to  unusable  CO2.  Therefore,  carbon  emission

from CO/syngas production is huge, and relevant industries
are facing severe pressures under the scenario of carbon neu-
trality.  In  recent  years,  some  researchers  have  also  studied
the feasibility of preparing CO/syngas through the ICCC strat-
egy by combining CO2 capture with either its direct hydro-
genation or reforming with alkanes.

Ni/CaO-Al2O3 mixed  oxide  was  prepared  by  Li  et  al.
by  using  CaO for  high-temperature  adsorption  of  CO2 and
Ni as the catalyst for CO2-CH4 reforming. This system can
efficiently convert adsorbed CO2 into syngas, but due to the
sintering of CaO, the materials are gradually deactivated in
prolonged cycles (Li et al., 2009). In Qiao’s work, γ-Al2O3

was  successively  impregnated  with  K-Ca  double  salts  and
Ni species, acting as the CO2 adsorption and catalytic compo-
nent, respectively. CO2 adsorption and subsequent reforming
with ethane to prepare syngas were then performed success-
fully (Qiao et al., 2017).

Bobadilla et al. prepared FeCrCu/K/MgO-Al2O3 bi-func-
tional materials, and an ICCC process was carried out based
on  reverse  water  gas  shift  to  produce  syngas.  The  process
can be  operated stably  under  simulated flue  gas  conditions
containing  oxygen  and  steam  (Bobadilla  et  al.,  2016).  Ce
doped Ni-Ca composite oxides were prepared by Sun et al.,
in  which  the  oxygen  vacancy  on  CeO2 can  significantly
enhance  the  activation  of  CO2,  and  thus  its  ICCC stability
could be improved. When the Ca/Ni/Ce ratio is 1:01:0.033,
the  material  can  achieve  100%  CO  selectivity  and  51.8%
CO2 conversion  at  the  optimum  temperature  (650°C);  no
deactivation  was  observed  in  20  capture-conversion  cycles
(Sun et al., 2019). Fe-Co-Mg-Ca multicomponent composites
were  prepared  by  Shao  and  co-workers.  It  was  found  that
the existence of MgO can effectively lower the sintering of
CaO, and the synergistic effect between MgO and CaO bene-
fited CO2 adsorption, whereas Fe and Co species can provide
additional  oxygen vacancies  for  CO2 activation.  Therefore,
the  material  shows  excellent  ICCC performance  with  90%
CO2 conversion  and  nearly  100%  CO  selectivity.  The

 

 

Fig. 8. Integrated CO2 capture and conversion to methanol [Reprinted from (Kar et al., 2019)].

1260 FRONTIERS OF CCU TOWARDS CARBON NEUTRALITY VOLUME 39

 

  



authors also proposed a heterojunction redox mechanism. It
was  considered  that  the  newly  formed  Fermi  level  in
Fe5Co5Mg10CaO  significantly  lowered  the  Fe3+/Fe2+ redox
potential. Therefore, electron transfer became easier, which
is  responsible  for  the  enhanced activity  of  CO2 conversion
in reverse water-gas shift (RWGS) reaction (Fig. 9) (Shao et
al., 2021). 

4.4.    ICCC for CH4 production

CH4 has a high hydrogen content, so the carbon emission
during  the  CH4 consumption  process  is  relatively  low.
Through  hydrogenation  reaction,  CO2 can  be  directly  con-
verted to methane under atmospheric pressure, and its reac-
tion temperature is significantly lower than that of reforming
and  reverse  water  gas.  Therefore,  it  can  be  better  coupled
with  existing  industrial  emission  sources  to  realize  the
ICCC process. This is also the most studied direction in the
ICCC field.

In the process of ICCC for CH4 production, the adsorp-
tion  step  and  conversion  step  can  be  coupled  in  several
ways.  For  example,  Veselovskaya  et  al.  used  tandem reac-
tors,  where  K2CO3/Al2O3 adsorbent  was  loaded  in  a  first
reactor for CO2 capture, and 4% Ru/Al2O3 catalyst was used
in a second reactor for CO2 conversion after  it  was purged
out from the first reactor via H2 (Veselovskaya et al., 2018).
Alternatively, potassium-containing hydrotalcite and nickel-
based  catalyst  were  loaded  in  a  single  bed  via  a  layer-by-
layer  way,  and  CO2 adsorption  and  subsequent  conversion
to CH4 were then achieved at 300°C –350°C, with a yield of
2.36  mol  CH4 kg−1 cat  h−1 (Miguel  et  al.,  2017).  In  Sun’s
work, MgO and Ru/CeO2 were employed as adsorbent and
catalyst,  respectively,  and  their  physical  mixture  was  used
for the ICCC to CH4 process, however, the conversion rate
of  CO2 in  such a combination is  relatively low (Sun et  al.,
2020).

In  contrast  to  the  above  strategies,  a  combination  of
adsorption and catalysis sites in a single material is the most
straightforward  way.  Farrauto’s  group  reported  on  a  range
of experiments based on this idea. The performances using
Na,  K,  Mg,  and Ca oxides  as  adsorption sites  and Rh,  Ru,
Ni, Pt, and Co as the catalytic sites were thoroughly investi-
gated. Meanwhile, the influences of reaction conditions and
related mechanisms were also clarified (Duyar et al.,  2015,
2016; Zheng et al., 2016; Arellano-Treviño et al., 2019a, b;
Proaño et al., 2019).

The process of continuous abatement of CO2 in simulated
flue gas by ICCC was reported by Zhou et al. In their work,
Ni-MgO-Al2O3 two-dimensional nanosheets were used as a
bi-functional material. Through the optimization of reaction
temperature,  capture,  and  conversion  time  interval,  the
authors  realized  nearly  100%  CO2 capture  and  conversion
under isothermal conditions (Fig. 10). The overall efficiency
of the process has been greatly improved compared to the tra-
ditional  temperature-swing  and  pressure-swing  adsorption
(Zhou et al., 2020). 

5.    Electro-catalytic CO2 reduction (ECR)
 

5.1.    General basics of ECR

Electro-catalytic CO2 reduction (ECR) represents the pro-
cesses  that  convert  CO2 via  an  electro-chemical  way.  In
sharp contrast to the conventional thermal-catalytic process
where  high  temperature  and  pressure  are  normally  needed
for  CO2 activation  and  conversion,  ECR  processes  can  be
readily carried out in much milder conditions (atmospheric
pressure and room temperature). Meanwhile, as the required
energy can be largely provided in the form of electrons, the
ECR  processes  can  be  directly  integrated  with  low-grade
renewables, and H2O, rather than other energized molecules,

 

 

Fig. 9. Heterojunction redox mechanism for CO2 capture and conversion to syngas [Reprinted from (Shao et
al., 2021)].
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can be used as a hydrogen source. As such, ECR enables the
transformation  of  renewable  energies  to  chemical  energies
in form of fuels and/or chemicals including CO, hydrocarbons
(methane,  ethylene),  hydrocarbon oxygenates  (formic  acid,
methanol,  ethanol,  etc.),  or  a  mixture  of  them,  and  after
their  consumption,  the  released  CO2 can  be  recycled  to
close  the  carbon loop (Yang et  al.,  2016).  All  these  merits
give ECR great promise for the realization of carbon neutral-
ity.  In Table  3,  we  summarized  several  representative
results from recent publications on ECR. 

5.2.    ECR to CO

Selective ECR to CO is a promising route toward indus-
trial implementation because the produced CO can be used
as  a  chemical  feedstock to  produce  numerous  higher-value
chemicals  or  fuels,  such  as  liquid  fuel,  low  carbon  olefin,

and low carbon alcohol.  However,  direct  reduction of  CO2

to  *COO− involves  a  one-electron  transfer  process  with  a
very negative redox potential (−1.9 V versus reversible hydro-
gen electrode (RHE)), which significantly inhibits the activa-
tion of CO2 (Hunt et al., 2003). Therefore, suitable electrocata-
lysts should be developed to stabilize the *COO− intermedi-
ate, thereby reducing the activation overpotential.

Metal catalysts including Au, Ag, Zn, and Cd with both
weak hydrogen and oxygen adsorption (Uesaka et al., 2018)
have been widely investigated for ECR to CO. Among them,
Ag exhibits extraordinary ECR to CO performance. For exam-
ple,  Yang’s  group  reported  that  when  an  Ag  nanoparticle/
ordered-ligand interlayer catalyst is applied in a gas-diffusion
environment,  a  high  FE  of  92.6%  for  CO  formation  at  a
high current density of 400 mA cm–2 could be achieved. It
was verified that the interlayer structure facilitated the syner-
gistic effect between multiple components and is responsible
for such excellent performance (Kim et al., 2020a). Single-
atom catalysts (SACs) with individual metal atoms dispersed
on solid substrates can maximize atom utilization efficiency
and  thereby  enhance  catalytic  performance.  In  comparison
with bulk Ni metal that catalyses hydrogen evolution exclu-
sively under ECR conditions, the Ni single-atom counterpart
can selectively electrochemically reduce CO2 to CO. Zhang
et  al.  designed  a  methoxy  group  of  functionalized  nickel
phthalocyanine (NiPc-OMe) molecules supported on carbon
nanotubes,  which  catalyses  the  ECR  to  CO  process  with
>99.5%  selectivity.  The  electron-donating  OMe  groups
could enhance the Ni-N bond strength in the Ni-N4 sites and
accelerate CO desorption, thereby improving the catalyst sta-
bility (Zhang et al., 2020).

Metal-free  carbon-based  materials  were  also  found  to
be effective for ECR to CO. However,  the pristine,  defect-
free carbon materials are less effective, and incorporating het-
eroatoms such as nitrogen into the carbon matrix is necessary
to  improve  activity.  Su’s  group  reported  an  N-doped  CNT
synthesized through the pyrolysis of mixtures of poly (diallyl
dimethylammonium chloride) and oxidized CNTs. By adjust-
ing types and contents of the used nitrogen dopants, a maxi-

Table 3.   Summary of research results on ECR catalysts.

Reference Sample
Potential

(V vs. RHE)
jco

(mA m–2) Products and FE

(Kim et al., 2020a) Ag nanoparticles −0.82 400 CO, 92.6%
(Zhang et al., 2020) NiPc-OMe −0.64 300 CO, 99.5%

(Xu et al., 2016) N-doped CNT −0.9 5.8 CO, 90%
(Dinh et al., 2018) Cu electrocatalyst −0.55 100 C2H4, 70%

(Zhong et al., 2020) Cu-Al alloy electrocatalyst −1.5 400 C2H4, 80%
(Xiong et al., 2021) Ag@Cu2O −1.2 178 ± 5 CH4, 74% ± 2%
(Yadav et al., 2022) N-doped GQDs −0.85 170 CH4, 63%

(Bai et al., 2017) Pd-Sn alloy electrocatalyst −0.43 V − HCOOH, >99%
(Yan et al., 2021) s-SnLi −1.2 1000 HCOOH, 92%
(Xu et al., 2020) Cu catalyst −0.7 1.8 C2H5OH, 91%

(Wang et al., 2020) N-C/Cu −0.68 300 C2H5OH, 52% ± 1%
(Song et al., 2017) N-C −0.56 − C2H5OH, 77%

 

Fig.  10. Continuous  capture  and  conversion  of  CO2 to  CH4

[Reprinted from (Zhou et al., 2020)].
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mum  FE  of  90%  for  CO  formation  and  stable  operation
over 60 h with total current density and FE of 5.8 mA cm–2

and 85% can be achieved, respectively. During the reaction,
the N-containing functionalities played an important role in
stabilizing  the *COO− intermediate,  and  this  is  the  key  for
the sample to possess high performance (Xu et al., 2016). 

5.3.    ECR to hydrocarbons

With the combination of hydrogen from water, CO2 can
be electrocatalytically converted to hydrocarbons, mainly con-
taining methane (CH4) and ethylene (C2H4), via eight elec-
tron-proton  and  twelve  electron-proton  reaction  processes,
respectively. Cu-based nanoparticles can produce hydrocar-
bons  at  moderate  overpotentials.  This  is  attributed  to  the
appropriate strength of CO chemisorption on Cu, and protona-
tion  or  dimerization  of  CO  is  considered  to  be  a  key  step
towards  the  formation  of  single-  (CH4)  or  multi-carbon
(C2H4) hydrocarbons (Peterson et al., 2010) (Kortlever et al.,
2015). During the above mechanism, the *CO coverage on
the  catalysts  can  significantly  influence  the  ECR  activity
and  selectivity.  A  high  *CO  coverage  can  readily  trigger
C-C  coupling  that  enhances  C2H4 formation,  while  less
*CO  on  the  catalyst  surface  might  not  be  competitive
enough  over  hydrogen  evolution  reaction  (Huang  et  al.,
2017).

In the past  several  years,  significant progress has been
made in ECR to C2H4 conversion, including catalysts, elec-
trolytes, and electrodes. A typical example was reported by
Sargent’s group where a Cu electrocatalyst at an abrupt reac-
tion interface in an alkaline electrolyte (7 M KOH) reduces
CO2 to  C2H4 with  70%  FE  at  a  potential  of  −0.55  V  vs.
RHE. The remarkable performance is correlated to hydroxide
ions on or near the Cu surface, which lowered the activation
energy  barriers  of  ECR  and  C-C  coupling  (Dinh  et  al.,
2018). A graphite/carbon NPs/Cu/PTFE electrode was further
constructed  to  prevent  flooding  problems  and  stabilize  the
Cu  catalyst  surface,  thereby  resulting  in  enhanced  stability
over  the  prolonged  operation  for  150  h.  Afterwards,  they
developed  a  Cu-Al  alloy  electrocatalyst  to  further  improve
the FE of C2H4 to 80% at a current density of 400 mA cm−2

in  1  M  KOH  electrolyte.  They  suggested  that  the  Cu-Al
alloys  provide  multiple  sites  and  surface  orientations  with
near-optimal  CO  binding  for  both  efficient  and  selective
ECR (Zhong et al., 2020).

The progress on ECR to CH4, which has the highest heat-
ing value  of  55.5  MJ kg−1 among all  the  ECR products,  is
far behind that of C2H4. There is still a lack of applicable cata-
lysts  with  satisfactory  CH4 selectivity.  Only  very  recently,
Xiong  et  al.  fabricated  an  Ag@Cu2O  core-shell  structure.
By fixing the Ag core and adjusting the Cu2O envelope size,
the *CO coverage and *H adsorption at the Cu surface can
be modulated to steer  the ECR pathway towards CH4.  The
optimal catalyst delivered a high CH4 FE of 74% ± 2% and
a partial current density of 178 ± 5 mA cm−2 at −1.2 V vs.
RHE (Xiong  et  al.,  2021).  Yadav  and  co-workers  reported
an  amine  functionalized  N-doped  GQDs  for  efficient  ECR
to CH4.  It  revealed that  the CH4 yield (partial  current  den-

sity) increased linearly with amino group (NH2) content. Con-
sequently,  a  maximum  CH4 FE  of  63%  could  be  obtained
over  the  catalyst  with  the  maximum  NH2 content  of  9.07
atomic concentration (at. %) (Yadav et al., 2022). 

5.4.    ECR to oxygenates

Investigations  on  ECR  to  oxygenates  mainly  focus  on
formic acid (or formate) and ethanol via two electron-proton
and twelve electron-proton reaction processes, respectively.
Formic  acid  is  an  important  product  from  ECR  that  has
been  widely  explored  as  a  hydrogen  carrier.  The  common
strategy for industrial production of formic acid is carbonyla-
tion of methanol, which, however, requires intensive energy
input.  It  is  thus  highly  desired  to  directly  convert  CO2 to
formic  acid  via  the  ECR  process,  which  was  predicted  to
have a production potential of 475 kt yr–1 by 2030 globally.
(Contentful, 2021).

Several metals, including Sn, In, and Bi, have been inves-
tigated as electro-catalysts for selective ECR to formic acid
or formate. Among these metals, Sn commands the most atten-
tion  for  its  low toxicity  and  cost.  Bai  and  some  of  the  co-
authors of this paper developed a Pd-Sn alloy electrocatalyst
for  exclusive  formic  acid  formation  (FE>99%)  in  a  0.5  M
KHCO3 solution. The presence of Pd modified the electronic
configuration  and  oxygen  affinity  of  Sn,  which  stabilized
the HCOO* intermediate and the subsequent formic acid for-
mation (Bai et al., 2017). Recently, Zheng’s group developed
a  surface-Li-doped  Sn  (s-SnLi)  catalyst,  which  exhibited  a
high FE of 92% and a partial current density of 1.0 A cm–2

for  producing formate.  The introduction of  Li  dopants  into
the  Sn  lattice  enabled  the  localization  of  negative  charges
and lattice  strains  to  their  neighbouring Sn atoms;  thereby,
both  activity  and  selectivity  of  ECR  to  formate  were
enhanced (Fig. 11) (Yan et al., 2021).

Ethanol, a kind of clean and renewable liquid fuel with
a heating value of –1366.8 kJ mol–1,  is a preferred product
from ECR. Owing to the higher energy density and ease of
storage  and  transportation  compared  to  gas  products,
ethanol has also been considered as one of the optimal candi-
date fuels that substitute or supplement fossils in many appli-
cations (Shih et al., 2018). Moreover, ethanol is also an impor-
tant  and  widely  used  common  chemical  feedstock  for
organic  chemicals  and  medical  disinfectants.  Based  on  the
considerable  market  demand,  direct  conversion  of  CO2 to
ethanol using only water and driven by renewable energy is
highly desired.

Cu is the only reported metal so far that can electrochemi-
cally  catalyse  ECR  to  ethanol.  However,  the  selectivity  is
extremely low due to its moderate binding energy with most
reaction  intermediates.  To  promote  the  selectivity  towards
ethanol, manipulation of the binding strength of reaction inter-
mediates  on  Cu  is  a  commonly  used  strategy.  Xu  et  al.
reported a carbon-supported Cu catalyst via an amalgamated
Cu–Li  method,  by  which  most  Cu  is  atomically  dispersed
on the carbon surface.  The high initial  dispersion of  single
Cu atoms favors the selective ECR to ethanol with FE reach-
ing ~91% at –0.7 V vs.  RHE and outstanding durability of
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16 h. However, the current density (around 1.8 mA cm–2) is
still  below  the  industrial  level  (Xu  et  al.,  2020).  Based  on
recent investigations, the improvement of current density is
at the expense of ethanol FE. For instance, Sargent’s group
coated a nitrogen-doped carbon (N-C) layer on a Cu surface
to  build  a  confined  reaction  volume,  which  promoted  C-C
coupling  and  suppressed  the  breaking  of  the  C-O  bond  in
HOCCH*,  thereby  promoting  ethanol  selectivity  in  ECR.
Under a current density of 300 mA cm–2,  an ethanol FE of
(52 ± 1) % is achieved on 34% N-C/Cu (Wang et al., 2020).
Metal-free  nitrogen-doped carbon materials  have also been

recently  reported to  be  capable  of  ethanol  production from
ECR, which delivered comparable catalytic activities to Cu-
based catalysts and even better durability. Song and co-work-
ers developed a metal-free cylindrical mesoporous nitrogen-
doped  carbon  as  a  robust  catalyst  for  selective  ECR  to
ethanol. The synergy of nitrogen heteroatoms and highly uni-
form  cylindrical  channel  structures  dramatically  boosted
C−C  bond  formation  in  ECR.  Therefore,  the  catalyst
enabled efficient production of ethanol with a high FE of 77%
at –0.56  V vs.  RHE in  0.1  M KHCO3 (Song  et  al.,  2017).
Inspired  by  the  potential  of  adjusting  the  nanostructure  of

 

 

Fig. 11. Scheme illustrations of (a) electrochemical lithiation preparation of the s-SnLi catalyst,  and (b) its
function mechanism for ECR to formate [Reprinted from (Yan et al., 2021)].

 

 

Fig.  12. The  demonstration  system  of  CO2 electrolysis  for  syngas  production  [Reprinted  from  (Carbon
Energy Technology Co. LTD, 2020)].
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the catalyst to acquire multi-carbon compounds, the group fur-
ther  developed  a  hierarchical  porous  N-doped  carbon  with
micropores  embedded  in  the  channel  walls  of  N-doped
ordered  mesoporous  carbon.  By  controlling  the  micropore
content, the ethanol formation rate is improved by one order
of  magnitude  compared  to  that  of  the  counterpart  without
medium  micropores.  These  reports  have  provided  new
insights  for  designing  highly  efficient  electrocatalysts  for
ECR to ethanol in the future (Song et al., 2020). 

6.    Summary

Clearly,  CCUS will  play an important role in reaching
the carbon neutrality target, not just at its current stage, but
more so after future development. In particular, deep decar-
bonization requires a considerable revolution of the current
energy and industrial infrastructure. Therefore, cutting-edge
/disruptive  CCUS  technologies  are  becoming  increasingly
important and influential.

In  this  paper,  we  reviewed  four  technologies  that  are
regarded  as  frontiers  of  CCUS.  In Table  4,  their  relevance
to  carbon  neutrality  over  other  low-carbon  technologies,
advantages over regular CCUS technologies, and difficulties
for future development are summarized.

DAC is one of the rare technologies that is able to offer
negative emission, and very uniquely, DAC also provides a
solution to historical emissions. Both characteristics are neces-
sary  to  suppress  climate  change.  When  comparing  with
other CCUS technologies, localization of DAC is highly flexi-
ble.  Therefore,  the  necessity  for  CO2 transportation  can  be
minimized by deployment of DAC in close vicinity of CO2

emitters  and/or  downstream utilization/storage  sites.  Based
on such a feature, DAC is an ideal approach for distributed,
mobile, and small-scale emitters. Currently, DAC is an imma-
ture technology, and the process cost is relatively high. Effi-
cient  absorbents/adsorbents,  coupling with renewable ener-
gies,  process  engineering,  and  scaling-up  are  among  the
most urgent issues to be solved.

Flexible  MOFs  are  a  type  of  smart  materials  that  can
potentially  alter  the  landscape of  many applications.  When
they are used as  CO2 adsorbents,  their  reversible  breathing
behavior toward external stimuli may change the fundamental
thermodynamic  driving  force  for  adsorbent  regeneration
and  thus  enable  less  energy-intensive  strategies  over  tradi-
tional temperature-swing and pressure-swing processes. Low-
ering the cost of CO2 capture by flexible MOFs is of particular
importance to facilitate the large-scale application of CCUS,
which  in  turn  guarantees  carbon  neutrality  to  be  achieved.
However, the performance of the reported flexible MOFs can-
not  meet  the  requirement  of  practical  application.  Further
research, including design of a suitable process, is needed.

ICCC technology represents a new way of carbon recy-
cling, which may promote the formation of low-carbon mod-
els  and  processes  of  the  industrial  system.  This  is  of
promise as decarbonization of industrial departments is con-
siderably difficult. Compared with existing CCUS technolo-
gies,  ICCC has obvious advantages in terms of cost  reduc-
tion,  source-sink  matching,  and  so  forth.  Nevertheless,
ICCC is still  in the laboratory verification stage. How CO2

capture and its conversion can be efficiently combined, how
value-added products can be obtained, and how the process
can be adjusted to match practical application scenarios are
still questionable at this stage.

Recently,  ECR has  been  one  of  the  most  eye-catching
areas in catalysis. Due to its natural connection with renew-
able  electricity,  the  process  manages  to  close  the  carbon
loop of fuels and chemicals by storing the low-grade renew-
able energy. Therefore, large-scale deployment of ECR can
effectively avoid consumption of fossil  fuels and thus con-
tribute carbon reduction in an indirect way. Compared with
other CO2 conversion technologies, the ECR process can be
carried  out  under  very  mild  conditions.  Additionally,  ECR
can be readily modularized, which greatly facilitates its scal-
ing  up.  The  primary  technical  difficulties  of  ECR  include
the design and preparation of the catalyst with high activity
and selectivity and engineering challenges related to coupling

Table 4.   Summary of selected CCUS technologies.

Technology

Relevance to carbon
neutrality over other

low-carbon technologies
Advantages over regular CCUS

technologies Technological difficulties

DAC • Negative emission effects
• Solution to historical
emissions

• Flexibility in localization
• Minimize transportation demand
• Solution to dispersed and small-scale
emission sources

• High-performance adsorbents/
absorbents
• Coupling with renewable energies
• Process engineering
• Scaling-up

Flexibilt MOFs • Enable low-cost CCUS
for carbon neutrality

• Lowering energy consumption for
carbon capture

• High-performance materials
• Process engineering

ICCC • A new way of carbon
recycling
• Re-shape industrial
system

• Lowering CCUS cost
• Source-sink matching

• Efficient coupling of absorption and
conversion process
• Extension of products
• Matching with application scenarios

ECR • Avoiding fossil fuels
• Storing low-grade
renewable energies

• Milder conditions
• Easy to scale-up

• High-performance catalysts
• Coupling with low-grade renewable
energy
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with low-grade renewable energy. 

7.    Outlook

CCUS technology is the only approach that can achieve
large-scale  and  low-carbon  utilization  of  fossil  energy  and
resources, which will surely play an important role in coping
with climate change. However, under the new goal of carbon
neutrality, the positioning of CCUS technology has changed
significantly, and the application scenarios of some cutting-
edge/disruptive  CCUS  technologies  have  been  greatly
expanded, which is expected to constitute inevitable carbon
reduction solutions for the energy and industrial system.

The  CCUS  technologies  reviewed  in  this  paper  have
attracted  widespread  attention  from both  the  academia  and
industrial sectors, and their feasibility has been well verified,
with some technologies having been demonstrated on a cer-
tain  scale.  In  the  future,  it  will  be  necessary  to  further
strengthen related investigations on materials, mechanisms,
processes, and engineering. These will lead to the lowering
of  process  costs  and  clarification  of  application  scenarios,
eventually promoting the practical application of the technolo-
gies.  It  should  be  noted  that  in  recent  years,  research  on
CCUS  and  related  fields  has  progressed  very  rapidly,  and
this paper is not comprehensive as it only lists a limited num-
ber  of  examples.  Facing  the  future,  cutting-edge/disruptive
CCUS  technologies  will  continue  to  emerge  and  develop,
and we anticipate they will offer important contributions to
carbon neutrality.
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ABSTRACT

The measurement of atmospheric O2 concentrations and related oxygen budget have been used to estimate terrestrial
and oceanic carbon uptake. However, a discrepancy remains in assessments of O2 exchange between ocean and atmosphere
(i.e.  air-sea  O2 flux),  which  is  one  of  the  major  contributors  to  uncertainties  in  the  O2-based  estimations  of  the  carbon
uptake.  Here,  we explore the variability  of  air-sea O2 flux with the use of  outputs  from Coupled Model  Intercomparison
Project phase 6 (CMIP6). The simulated air-sea O2 flux exhibits an obvious warming-induced upward trend (~1.49 Tmol yr−2)
since the mid-1980s, accompanied by a strong decadal variability dominated by oceanic climate modes. We subsequently
revise the O2-based carbon uptakes in response to this changing air-sea O2 flux. Our results show that, for the 1990−2000
period, the averaged net ocean and land sinks are 2.10±0.43 and 1.14±0.52 GtC yr−1 respectively, overall consistent with
estimates derived by the Global Carbon Project (GCP). An enhanced carbon uptake is found in both land and ocean after
year  2000,  reflecting  the  modification  of  carbon  cycle  under  human  activities.  Results  derived  from CMIP5  simulations
also  investigated  in  the  study  allow  for  comparisons  from  which  we  can  see  the  vital  importance  of  oxygen  dataset  on
carbon uptake estimations.
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Article Highlights:

•  CMIP6 outputs are used to systematically analyze the characteristics of air-sea O2 flux under climate change.
•  The study provides a valuable complement for global carbon sinks based on the tight relationship between oxygen and

carbon cycle.
•  The vital role of oceanic oxygen outgassing in O2-based estimations of land and ocean carbon uptake is revealed in this

study.
 

 
  

1.    Introduction

Human  beings  are  now  faced  with  continuous  growth
of  the  climate  risk  in  the  warming  world.  The  climate
change, occurring mainly as a consequence of anthropogenic
CO2 emissions, is already wielding its influences on ecosys-
tems,  economic  sectors  and  people's  health  (Bopp  et  al.,
2013; Huang et al., 2016; Frölicher et al., 2018; Wei et al.,

2021).  An  increasing  number  of  evidence  warns  us  that
actions  should  be  taken  urgently  to  minimize  dangerous
anthropogenic interference with the climate system, limiting
global warming to 2 degrees – a threshold laid down by the
Paris  Agreement  (Seneviratne  et  al.,  2016; Huang  et  al.,
2017b).  Under  this  circumstance,  the  carbon  neutrality,
which refers  to the balance of  emissions of  carbon dioxide
with  its  removal,  has  become  one  of  the  most  essential
things human society needs to achieve in the mid-late 21st
century (Dhanda and Hartman, 2011; Niu et al., 2021).

The land and ocean play an important role in the storage
of atmospheric CO2 (Dai et al., 2013; DeVries et al., 2019).
It  has  been  reported  that  the  land  and  ocean  have
sequestered  approximately  half  of  the  anthropogenic  CO2
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emitted to the atmosphere in the past decades, which helps
greatly  buffer  climate  change  (Friedlingstein  et  al.,  2019;
Gao  et  al.,  2019, 2020).  Thus,  for  a  reasonable  design  of
global warming mitigation and carbon neutrality strategies,
there is a pressing need to address the effectiveness of terres-
trial and oceanic carbon uptake and their susceptibility to cli-
mate  change.  According  to  this  view,  the  measurement  of
atmospheric  O2 concentrations  and  related  oxygen  budget
could provide us a concise and effective method to estimate
carbon-uptake capacity of land and ocean on the basis of the
close relationship between oxygen and carbon (Huang et al.,
2018, 2021; Han et al., 2021; Li et al., 2021).

The accuracy of this O2-based carbon uptake estimation
largely depends on how the oxygen data, especially the air-
sea O2 exchange, is processed in the calculation. Early studies
used  to  assume  that  there  was  no  long-term oceanic  effect
of O2 on the atmosphere (Keeling and Shertz,  1992; Battle
et  al.,  2000).  However,  a  number  of  indications  have
revealed the huge oceanic heat uptake under climate change
(Willis  et  al.,  2004; Cheng  et  al.,  2018; Cheng  and  Zhu,
2018; Li  et  al.,  2019),  which  implies  the  air-sea  O2
exchange could vary as a consequence of warming-induced
solubility  and circulation changes (Bopp et  al.,  2002; Li  et
al., 2020). Later studies have thus taken air-sea O2 flux into
consideration (Manning and Keeling,  2006; Tohjima et  al.,
2019), where the oceanic O2 outgassing to the atmosphere is
approximately  estimated  by  a  linear  regression  with  ocean
heat  content,  assuming  the  relationship  between  gas  flux
and heat flux bears a proportional relationship at the air–sea
interface. In fact, mechanisms that control the variability of
air-sea O2 flux are rather complicated. Its temporal and spatial
variations could be affected by changes in ocean primary pro-
duction, ventilation and stratification, as well as oceanic inter-
nal modes such as El Niño-Southern Oscillation(ENSO) (Res-
plandy  et  al.,  2015; Yang  et  al.,  2017).  The  intensified
ocean heat uptake in the past few decades (Trenberth et al.,
2014; Cheng  et  al.,  2017)  also  wields  its  influences  in  the
long-term period. How to accurately quantify the air-sea O2
flux has therefore been one of the most important questions
in the field of O2-based carbon uptake estimations.

Here, based on recent CMIP6 model simulations, we sys-
tematically investigate the characteristics of air-sea O2 flux
and  from  it,  we  subsequently  calculate  the  terrestrial  and
oceanic carbon sinks. We hope to provide a better understand-
ing  of  air-sea  O2 flux  under  ongoing  climate  change.  We
also hope the  applications  of  process-based air-sea  O2 flux
from CMIP6 model simulations can provide a more compre-
hensive and reliable carbon sink estimation, compared with
results  from  previous  studies  where  the  air-sea  O2 flux  is
not considered or simply approximated by a linear relation-
ship between O2 outgassing and heat content.

The  paper  is  arranged  as  follows.  Section  2  describes
the  detailed  method  of  O2-based  carbon  sink  estimations
and  the  datasets,  especially  air-sea  O2 flux,  used  in  this
study. The climatology characteristics of air-sea O2 flux and
its variability under climate change in CMIP6 are shown in
section 3.1. Section 3.2 provides our estimations of terrestrial

and oceanic carbon sinks with the use of this air-sea O2 flux.
Discussion  and  conclusion  are  presented  in  section  4. 

2.    Data and methods
 

2.1.    O2-based  estimations  of  terrestrial  and  oceanic
carbon sinks

 

2.1.1.    Mass  balanced  equations  for  global  oxygen  and
carbon budgets

The assessments of land and ocean carbon sinks in this
study are  based on the  strong relationship  between oxygen
and  carbon,  which  can  be  written  as  follows  (Keeling  and
Manning, 2014; Li et al., 2021): 

∆CO2 = Ffossil−S ocean−S land , (1)
 

∆O2 = −αFFfossil+αBS land+Fair−sea , (2)

where  ∆CO2 and  ∆O2 represent  changes  in  atmospheric
CO2 and  O2; Ffossil is  the  industrial  CO2 emissions,  which
mainly comes from fossil fuel combustion; Fair-sea represents
the air-sea O2 flux; αF and αB are dimensionless parameters
which  represent  the  globally  averaged  O2:  CO2 mole
exchange  ratios  for  fossil  fuel  burning  and  biological
process; Sland and Socean represent  the  net  land  carbon  sink
and  ocean  carbon  sink,  respectively.  These  two  equations
briefly describe the human impacts on the oxygen and carbon
cycles.  All  variables  in  the equations mentioned above use
the units of mole. 

2.1.2.    Observed atmospheric CO2 and O2 concentrations

XCO2The concentrations of CO2 in the atmosphere ( ) are
measured  using  the  unit  of  “ppm ”  (parts  per  million).  Its
change can be expressed as 

∆XCO2 =
∆CO2

Mair
, (3)

where Mair represents  the  global  total  number  of  moles  of
dry air (Mair=1.769×1020). The change of atmospheric O2 con-
centrations,  however,  is  typically  measured  as  the  mole
ratio changes of O2/N2 rather than the mole fraction such as
ppm, due to its high abundance in the atmosphere. Following
Keeling and Shertz (1992), the O2 content of an air sample
can be defined as 

δ(O2/N2) =
(O2/N2)sample− (O2/N2)ref

(O2/N2)ref
, (4)

where (O2/N2)sample is the mole ratio of O2 to N2 in the sample
air  and  (O2/N2)ref is  the  ratio  in  an  arbitrary  reference  gas.
Note  that δ(O2/N2)  is  typically  multiplied  by  106 and
expressed as “per meg” unit. The observed changes of δ(O2/
N2) in the atmosphere could thus be written as 

∆ (δ(O2/N2 )) = (
∆O2

XO2

− ∆N2

XN2

)
1

Mair
, (5)

where ∆O2 and ∆N2 are changes in moles of atmospheric O2
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XO2 XN2
XO2 XN2

and  N2;  and  are  the  standard  mole  fraction  of  O2

and N2 in the atmosphere (  = 0.2094 and  = 0.7808).
According  to  Eqs.  (1)−(5),  the  land  and  ocean  carbon

sink can be written as 

B =
1
αB

[
∆ (δ(O2/N2 )) MairXO2 +αFFfossil−Feff

]
, (6)

 

O =
1
αB

[
(αB−αF) Ffossil−

(
∆ (δ(O2/N2 )) XO2+

αB∆XCO2

)
Mair+Feff

]
, (7)

 

Feff = Fair−sea−
XO2

XN2

∆N2 . (8)

XCO2

The observed timeseries of atmospheric CO2 and O2 con-
centrations  [i.e.  and δ(O2/N2)]  can  be  downloaded
from  Scripps  O2 Program  (https://scrippso2.ucsd.edu/),
which provides records of both CO2 and O2 concentrations
at 12 stations. In this study, we choose the longest three time-
series,  at  Alert  (82.5°N, 62.3°W), La Jolla (32.9°N, 277.3°
W), and Cape Grim (40.7°S, 144.7°E), respectively, and cal-
culate the average with weights of 0.25, 0.25, 0.5 (given the
equal weight in both hemispheres). 

2.1.3.    Global  fossil-fuel  combustion  and  the  oxidative
ratio

The global CO2 emissions (Ffossil) are derived from Car-
bon Dioxide Information Analysis Center (CDIAC, Andres
et al., 2016), which counts the consumptions of each type of
fossil fuel. It should be noted that each fuel type has its own
combustion ratio (αF), as shown in Table 1 (Liu et al., 2020).
The  global  averaged  αF therefore  slightly  varies  with  time
due to changes of global energy sources [Fig. S1 in the Elec-
tronic Supplementary Material, (ESM)]. The oxidative ratio
αB also exhibits temporal variations due to modifications to
global  vegetation cover  by human activities,  however,  it  is
generally believed the decrease of αB is less than 0.01 over
100 years (Randerson et al.,  2006). We thus set the typical
value  of αB as  1.10 according to  previous  studies  (Keeling
and Manning, 2014; Battle et al., 2019). 

2.2.    The air-sea O2 flux

Due to the importance of O2 flux (Fair-sea) in estimating
the carbon uptake,  here we discuss it  in greater  detail.  The

air-sea O2 flux evaluated in this study builds on the process-
based ocean physical and biochemical models developed as
part  of  Coupled  Model  Intercomparison  Project  phase  6
(CMIP6), which can be downloaded from https://esgf-node.
llnl.gov/search/cmip6/.  The  detailed  descriptions  of  these
models are presented in Table 2. Here we choose the historical
experiments  of  these models  to  match the timeseries  of  O2

observations.  Note  that  the  air-sea  O2 flux is  calculated by
the model in mol m−2 s−1,  so we convert  to mol of oxygen
per year (mol m−2 yr−1). For sake of comparisons and analy-
sis, all the model results are gridded to 1°×1° resolution.

Furthermore,  it  should  be  noted  that,  due  to  import  of
N2 in the atmospheric O2 observations, oceanic N2 outgassing
must  be  considered  in  the  calculations.  The  total  effect  of
the  ocean  on  carbon  sinks  could  thus  be  expressed  as  Eq.
(8). Here we apply the tuning parameter β=0.88 to represent
the negative effect of N2 outgassing (Keeling and Manning,
2014); it can be shown that the equation can be written as 

Feff = βFair−sea . (9)

The related ocean physics variables such as sea tempera-
ture, salinity, and mixed layer depth in CMIP6 are also used
in this study to analyze mechanisms of O2 flux change. 

2.3.    The EEMD method

We  use  the  ensemble  empirical  mode  decomposition
(EEMD) method to separate the human-induced long-term sig-
nals from natural decadal variability in the time series of air-
sea O2 flux. This noise-assisted method can separates scales
naturally  without  any  prior  subjective  criterion  (Ji  et  al.,
2014; Huang et al., 2017a). EEMD performs operations that
partition a series into different “modes” (Intrinsic Mode Func-
tions,  IMFs),  which  are  expressed  by  the  following  equa-
tion: 

Table 1.   Typical oxidative ratio for each fuel type.

Fuel Type Oxidative ratio (αF)

Solid fuel (coal) 1.17±0.03
Liquid fuel (oil) 1.44±0.03

Gas fuel (natural gas) 1.95±0.04
Cement production 0.00±0.00

Biofuel 1.07±0.03

Table 2.   The CMIP6 models used in this study to obtain the air-sea O2 fluxa.

Model Name Institute

IPSL-CM5A2-INCA Institut Pierre-Simon Laplace, France
GFDL-CM4 Geophysical Fluid Dynamics Laboratory, USA

GFDL-ESM4 Geophysical Fluid Dynamics Laboratory, USA
MPI-ESM-1-2-HAM Max Planck Institute for Meteorology, Germany

NorESM2-LM Norwegian Climate Centre, Norway
NorESM2-MM Norwegian Climate Centre, Norway

a The air-sea O2 flux was calculated by the model in mol m−2 s−1, so we converted this value to mol of oxygen per year by converting from seconds to
year (×31 536 000).
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X (t) =
∑n

i=1
IMFi (t)+ rn (t) , (10)

where IMFi(t) is the ith IMF, and rn(t) is the residual of data
X(t). The detailed descriptions of the steps on how to execute
EEMD method can be found in Text S1 in the ESM. In this
study,  the  noise  added  to  the  data  has  an  amplitude  that  is
0.2  times  the  standard  deviation  of  the  raw  data,  and  the
ensemble  number  is  400.  The  number  of  IMFs  is  6.  A
python version of EEMD is available at https://www.github.
com/laszukdawid/PyEMD (Laszuk, 2017). 

3.    Results
 

3.1.    The  characteristics  of  air-sea  O2 exchange  in
CMIP6

 

3.1.1.    Climatological  status  of  air-sea  O2 flux  in
1985−2014  and  evaluation  against  available
studies

The transfer of gases across the air-sea interface is con-
trolled by several physical, biological and chemical processes
in  the  atmosphere  and  ocean,  which  could  influence  not
only the partial  pressure differences but  also the efficiency
of transfer processes (Wanninkhof, 1992; Liang et al., 2013).
The  air-sea  O2 flux  thus  varies  considerably  among  the
ocean regions. Figure 1a presents the model-ensemble-mean
of  annual  air-sea  O2 flux  averaged  from  1985  to  2014  in
CMIP6 historical experiments (positive means a flux to the
atmosphere). Spatial distributions of O2 flux in each individ-
ual model can be found in Fig. S2 in the ESM. The results
show an overall net O2 outgassing from ocean to the atmo-
sphere  at  low  latitudes,  while  a  significant  influx  of  O2

occurs at high latitudes. The tropical and subtropical ocean
(30°S−30°N) emits approximately 250.8±38.4 Tmol O2 per
year (1 Tmol = 1012 mol),  which is  partly compensated by
O2 absorption in the high-latitude ocean, about −105.2±24.8
and −87.2±41.4 Tmol yr−1 in the Northern (>30°N) and South-
ern Hemisphere (>30°S), respectively, eventually leading to
a net O2 outgassing of ~58.5±9.6 Tmol yr−1 over the global
ocean. This pattern highlights the solubility effect driven by
meridional  temperature  gradients,  as  well  as  combinations
of the dynamical and biological effects, which lead to a sur-
plus of oceanic O2 production in low latitudes (Bopp et al.,
2002).

Furthermore, the simulated O2 flux is evaluated against
results  derived  from  previous  studies  (Gruber  et  al.,  2001;
Resplandy  et  al.,  2015),  which  are  found  in Fig.  1b .  The
ocean is divided into 13 regions for sake of comparison (Fig.
S3  in  the  ESM).  The  patterns  presented  by  the  ensemble-
mean of the suite of models in CMIP6 correspond well with
estimations based on ocean inversions (Gruber et al., 2001),
except for the Sothern Ocean. The results derived from Gruber
et al. (2001) exhibit a much stronger O2 outgassing in the sub-
polar  South  Atlantic  [95.0  Tmol  yr−1 differences  between
this study and Gruber et al. (2001)]. However, this difference
could roughly cancel out when we integrate the whole South-

ern Ocean regions, as it also exists a larger O2 influx in subpo-
lar  Indian-Pacific  Ocean and Oceans >58°S (differences of
−58.1 and −26.2 Tmol yr−1, respectively). Besides, the spatial
distribution shows a remarkable consistency with preindus-
trial experiments presented by Resplandy et al. (2015), indi-
cating the robust of models in simulating O2 flux. 

3.1.2.    Modifications  of  air-sea  O2 flux  under  global
warming

Temporal evolution of the air-sea O2 flux reveals that sig-
nificant  modifications  have  been  occurring  in  response  to
ongoing climate change (Fig. 2). In Fig. 2a, we can see sizable
oscillations  of  air-sea  O2 flux  during  the  period  1950−85.
Also obvious is the increase of oceanic O2 outgassing found
since  the  mid-1980s,  with  an  upward  trend  of  ~1.49  Tmol
yr−2 (significant  at  0.01  level).  Based  on  EEMD  method,
here we split the evolution of air-sea O2 flux into decadal vari-
ability  (i.e.  sum  of  IMFs  2−5  from  EEMD)  and  the  long-
term trend (i.e. IMF 6). As shown in Fig. 2b, the time series
of air-sea O2 flux from 1950 to 1985 is primarily dominated
by  natural  decadal  variability,  while  the  human-induced
long-term changes gradually wields its influence after 1985.
The combination of the two terms eventually lead to an overall
upward trend since the 1980s, with natural variability modu-
lating the long-term trend.

The EOF analysis was applied to the de-trended global
air-sea O2 flux over the 1985−2014 period to explore the spa-
tio-temporal  distributions  of  decadal  variability  (Fig.  3).
The first two modes explain approximately 58% of the total
variance. The highest decadal variability of O2 flux is found
in  the  North  Pacific,  the  North  Atlantic  and  the  Southern
Ocean  (Figs.  3a, 3b).  The  most  significant  changes  in  the
Atlantic are mainly in the high-latitude areas where the sink-
ing branch of the Atlantic Meridional Overturning Circulation
(AMOC) is located, the changes of which could significantly
influence climate (Yang et al., 2016; Wen et al., 2018; Yang
and Wen, 2020). In the Southern Ocean, the spatial pattern
exhibits opposite phase between 40°S and 65°S, suggesting
the  potential  relationship  with  the  Southern  Annular  Mode
(SAM).  Time  series  associated  with  EOF  modes  reveal  a
cycle  of  ~15  years  with  different  phases  in  PC1  and  PC2
(Fig.  3c).  The  standard  deviation  of  the  decadal  variability
derived from EEMD also shows a similar spatial distribution
compared with the EOF analysis (Fig. S4 in the ESM).

The long-term changes of air-sea O2 flux, which are gen-
erally considered as modifications to anthropogenic forcing,
is  presented  in Fig.  4.  Positive  values  are  mainly  found  in
the high latitude areas (Fig. 4a), where strong O2 uptake in
the climatological state is seen (Fig. 1a), revealing the weak-
ening of the oceanic O2 absorption capacity from the atmo-
sphere. The maximum increase of the flux occurs in the South-
ern  Ocean  (SO>58°S),  where  it  reaches  5.39±0.34  Tmol
yr−1. The  next  two  highest  increases  occur  in  the  North
Pacific (Temp NPac) and North Atlantic (N NAtl), with an
increase about 4.39±0.17 and 3.25±0.11 Tmol yr−1, respec-
tively  (Fig.  4b).  This  long-term change  could  be  attributed
to human-induced solubility and circulation changes. The sol-
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ubility of dissolved O2 has been decreasing in the warming
ocean. This effect could be written as: 

Fthem,air−sea = −
Q
Cp

∂O2

∂T
, (11)

where Q is  the  total  sea-surface  downward  heat  flux; Cp

represents the heat capacity of sea water; ∂O2/∂T is the tem-
perature  dependence  of  O2 solubility  which  could  be
derived  from  Garcia  and  Gordon  (1992).  Our  calculations
reveal that roughly one quarter of the increase is directly asso-
ciated with reduced solubility in the warming ocean, which
is consistent with results found by Li et al. (2020) and Plattner
et  al.  (2002).  Warming-induced  ocean  stratification  also
plays  an  important  role  in  the  modifications  of  air-sea  O2

flux.  Strong  shoaling  of  the  mixed  layer  is  found  in  the
North Atlantic and widespread areas in the Southern Ocean
(Fig. S5 in the ESM), which prevents oxygen supplies from
reaching the deeper layers and eventually result in a positive
contribution to the air-sea O2 flux. 

3.1.3.    Comparisons  with  CMIP5:  What’s  new  about  the
air-sea O2  flux we can learn in CMIP6

In Li  et  al.  (2020),  the  air-sea  O2 flux  derived  from
CMIP5 is applied to investigate the terrestrial and oceanic car-
bon sinks. It is therefore necessary to clarify the difference
of the flux between the CMIP5 and CMIP6 as well as its influ-
ences on carbon sink estimations.

For  a  simulated  historical  period  from  1975  to  2005,
the  comparisons  between  CMIP6  (this  study)  and  CMIP5

 

 

Fig.  1. The  spatial  distributions  of  annual  mean  air-sea  O2 flux  (a)  averaged  from
1985  to  2014  in  CMIP6  historical  simulations,  and  (b)  compared  with  two  other
studies. Positive flux in Fig. 1a means O2 outgassing from ocean to the atmosphere.
For sake of comparisons, the ocean is partitioned into 13 regions as shown in Fig. S3
in the ESM. The results from Li et al (2020) are similar with Resplandy et al 2015,
which are not shown here.
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[derived from Li et al. (2021)] reveal pronounced temporally
varying differences of air-sea O2 flux (Fig. 5). Except for a
short period of time around year 1990, the ocean in CMIP6
exhibits an overall smaller oceanic O2 outgassing, up to −22
Tmol yr−1, than in CMIP5. Spatial patterns shown in Fig. 5b
reveal that this difference is mainly caused by the intensified
high-latitude oceanic O2 uptake in CMIP6, especially in the
North  Atlantic  and  Southern  Ocean.  Although  there  still
exists  relatively  large  uncertainties,  this  intensified  uptake
in CMIP6 is more consistent with the regional observations
in  the  Southern  Ocean  (Bushinsky  et  al.,  2017),  reflecting
the  improvement  of  simulations  in  CMIP6.  Furthermore,
slight difference also exists in the long-term trend of air-sea
O2 flux.  An  upward  linear  trend  of  ~1.52  Tmol  yr−2 has
been found in CMIP6 during the period 1985 to 2005, while
the  trend  is  approximately  1.12  Tmol  yr−2 in  CMIP5.  This
indicates  an  accelerated  oceanic  O2 outgassing  in  CMIP6,

which is tightly associated with ocean deoxygenation (Bopp
et al., 2013; Palter and Trossman, 2018; Li et al., 2020).

According  to  Eqs.  (6)−(8),  this  difference  in  O2 flux
could lead to a total  fluctuation as large as 0.4 GtC yr−1 in
the  estimated  carbon  sink.  It  should  be  noted  that,  besides
the air-sea O2 flux, the estimated carbon sink could also be
influenced  by  the  choice  of  other  oxygen  datasets  in  the
study,  which  is  therefore  rather  complicated.  Comparisons
of  O2-based  carbon  sinks  between  this  study  and  Li  et  al.
(2021),  as well  as other previous studies,  will  be discussed
in detail in the following section. 

3.2.    Estimates of terrestrial and oceanic carbon sinks
 

3.2.1.    O2-CO2 diagram from 1990 to 2014

Simulations of the air-sea O2 flux in CMIP6 provide a
valuable complement for the O2-based carbon uptake estima-
tions.  With  the  use  of  air-sea  O2 flux  as  well  as  other  O2-

 

 

Fig. 2. Time series in the historical period (1950−2014) of (a) air-sea O2 flux and (b)
its EEMD decomposition. The red dashed line in (a) represents linear regression from
1980 to 2014, significant at the 0.01 level. Shaded area is the uncertainty of the flux
represented by the standard deviation of these models. The decadal variability in (b)
(the blue solid line)  is  the sum of  IMF2-5 from the EEMD and the long-term trend
(the  red  solid  line)  is  the  IMF6.  Positive  values  in  both  panels  indicate  oceanic  O2

outgassing to the atmosphere.
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related  variables,  the  global  terrestrial  and  oceanic  carbon
sinks could be calculated based on Eqs. (1)−(9). The processes
are briefly diagrammed in Fig. 6.

The dots in Fig. 6 are the observed anomalies of global
atmospheric CO2 (horizontal axis) and O2/N2 concentrations
(vertical axis) from 1990 to 2014. Here we set the concentra-
tions  in  year  1990  as  the  base  point  (0  ppm,  0  per  meg).
These  dots  show  an  increase  of  CO2 concentration  and  a
simultaneous decline in O2/N2 concentration with time. For
example, the concentrations in 2014 could be written as (44
ppm, −465 per meg) in this coordinate system, which means
a 44 ppm increase of CO2 concentration and a 465 per meg
decrease  of  O2/N2 concentration  in  the  atmosphere  since
year 1990. The arrows in Fig. 6 reveal the effect of related
processes  on  atmospheric  CO2 and  O2/N2 concentration
changes. For example, the fossil fuel combustion is marked

by the black arrow in Fig. 6, starting at (0, 0) and ending at
(89.0,  −584.7),  meaning  that  the  fossil  fuel  burning  would
have contributed to a total 89.0 ppm increase of CO2 (that is,
a release of 189.0 GtC CO2, 1 Gt = 1015 g, 1 ppm = 2.12 GtC)
and 584.7 per  meg decrease of  O2/N2 concentration during
1990−2014, if no other processes were involved. This is to
say, the observed decline of O2/N2 (~465.1 per meg) is a bit
smaller  compared  with  the  decline  directly  derived  from
fossil  fuel  combustion (584.7  per  meg) during 1990−2014.
More importantly, the observed atmospheric CO2 concentra-
tion only increases by about half of the value derived from
fossil fuel combustion (that is, ~44 ppm, as shown in Fig. 6
and Fig.  7),  from  which  we  can  thus  infer  huge  land  and
ocean  carbon  sinks,  absorbing  a  total  of  96.6  GtC  carbon.
The projections  of  these  arrows  on  the x-  axis  are  also
drawn in Fig. 6, which reflect how the atmospheric CO2 con-

 

 

Fig. 3. EOF analysis of de-trended global air-sea O2 flux over the 1985−2014 period.
The spatial patterns of the first and second EOF mode are presented in panel (a) and
(b), respectively. The black and blue lines in (a) represent the temporal coefficient of
the  two  modes.  Note  that  the  original  timeseries  is  pre-processed  with  a  pentad
running average to remove the influence of the high-frequency oscillations.
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centrations are influenced by the related processes. The land
and ocean carbon sinks can be separated from the total carbon
uptake  according  to  Eq.  (6)  and  Eq.  (7),  as  33.5  GtC  and
63.2 GtC, respectively, during this period.

It  should  be  especially  noted  that  the  air-sea  O2 flux
plays  an  important  role  in  the  carbon  uptake  estimations.
The ocean emits ~1.54 Pmol O2 (1 Pmol = 1015 mol) to the
atmosphere (sum of the air-sea O2 flux from 1990 to 2014
in Fig. 2a), making a positive contribution of about 36.7 per
meg to  the  atmospheric  O2/N2 concentration  (red  vector  in
Fig. 6). Despite this air-sea O2 flux being relatively small, it
plays an important role in the estimation of land and ocean
carbon sinks. Figure 8 describes the situation assuming that
the air-sea O2 flux is negligible on a multiannual-to-decadal
timescale, as proposed in the early studies (Bender and Bat-
tle, 1999; Battle et al., 2000). If the air-sea O2 flux is not con-
sidered  in  the  O2 budget,  the  ocean  carbon  sink  would  be
apparently underestimated by approximately 14.8 GtC during
1990−2014, while the land carbon uptake would be largely

overestimated (bar charts in the top right of Fig. 8). 

3.2.2.    Averaged  terrestrial  and  oceanic  carbon  sinks  in
different periods

We subsequently calculated the averaged terrestrial and
oceanic carbon uptake over several different periods and com-
pared them with previous O2-based carbon uptake estimations
(Table 3). Here, we use the linear trend of atmospheric O2/
N2 and CO2 concentrations in the period to represent the O2/
N2 and CO2 changes in Eqs. (6)−(7) (∆δ(O2/N2) and ∆CO2).
For observed atmospheric concentration changes and fossil
fuel consumption (Ffossil), our results are relatively consistent
with  Keeling  et  al.  (2014)  (differences  less  than  0.06  ppm
yr−1 in ∆CO2 and 0.12 GtC yr−1 in Ffossil). The effect of air-
sea flux in our study (which are derived from process-based
CMIP6 model simulations, as described above) shows a rela-
tively  large  discrepancy  with  that  in  Keeling  et  al.  (2014)
(which is calculated based on the linear regression between
O2 flux and net changes of ocean heat content). Our results

 

 

Fig. 4. 15-year changes in the long-term trend of air-sea O2 flux since 1985. The error
bars in panel (b) represent the uncertainty of flux change.
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show an averaged ocean and land carbon sink of 2.10±0.43
and  1.14±0.52  GtC  yr−1,  respectively,  during  1990−2000.
An increase is found in both ocean and land carbon sinks dur-
ing 2000−10, while results from Keeling et al. (2014) show
an increase in ocean sink but a decline in land sink. Further-
more,  the averaged carbon sinks from 2004 to 2008 in our
study  (2.64±0.66  GtC  yr−1 for  ocean  and  1.84±0.79  GtC
yr−1 for land) are generally larger than that in Tohjima et al.
(2019)  (1.97±0.62  GtC  yr−1 for  ocean  and  2.17±0.82  GtC
yr−1 for land), which could also be partly attributed to the dis-
crepancy in the air-sea flux (Table 3).

To  further  explore  the  temporal  changes  of  ocean  and
land  carbon  sinks  over  the  past  two  decades,  the  averaged
ocean and land carbon sinks were calculated for several repre-
sentative periods:  1991−97,  1994−2000 and 2004−10 were

selected  for  the  estimates  of  averaged  ocean  sinks;  mean-
while, 1994−2000, 2002−08 and 2008−14 were selected for
the  estimates  of  averaged  land  sinks.  These  results  are
shown as the asterisks in Fig. 9, accompanied by time-continu-
ous  estimations  from  the  Global  Carbon  Project  (GCP,
Friedlingstein et al., 2019), Landschützer et al 2016 and Car-
bon  Tracker  (CT, Jacobson  et  al.,  2020).  The  estimates  by
GCP  clearly  show  a  quasi-monotonous  increase  of  the
oceanic carbon sink over the past few decades (Fig. 9a, red
line).  However,  the  oceanic  uptake  in  our  results  show  a
decline  from 2.04±0.47  GtC yr−1 in  1991−97 to  1.85±0.45
GtC yr−1 in 1994−2000. A significant upward trend is subse-
quently found in the 21st century, with ocean uptake increas-
ing to 2.87±0.47 GtC yr−1 in 2004−10. This temporal pattern
is generally consistent with results derived from observed sur-

 

 

Fig.  5. Differences  of  air-sea  O2 flux  between  CMIP6  and  CMIP5  during  period  1975−2005  (i.e.
FLUXCMIP6 minus  FLUXCMIP5).  The  black  line  in  (a)  is  the  time  series  of  the  difference  and  (b)
shows the spatial distribution of the difference averaged from 1975−2005.
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face  partial  pressure  of  CO2 in  Landschützer  et  al.  (2016)
(Fig.  9a,  green  line),  which  may occur  as  consequences  of
the  combined  influence  of  anthropogenic  forcing  and
oceanic internal modes. The net terrestrial carbon uptake esti-
mated  in  this  study  corresponds  well  with  the  results
derived from GCP. An increase of land carbon uptake (from
1.23±0.60 GtC yr−1 to 1.91±0.50 GtC yr−1 according to our
estimations)  could  be  found  in  the  2000s  (Fig.  9b)  which

has  been  reported  by  several  atmospheric  inversion  and
model-based studies (Keenan et al., 2016; Ballantyne et al.,
2017; Piao et al., 2018). Despite the fact that the mechanisms
behind this increase are still under discussion, it is generally
believed that the changes in land use, modifications of terres-
trial  productivity  and respiration,  as  well  as  climatic  varia-
tions  of  temperature  and  moisture  are  responsible  for
changes in terrestrial carbon uptake (Chen et al., 2020; Piao
et al., 2020a, b; Yue et al., 2020). 

3.2.3.    Influence  of  oxygen  datasets  on  estimated  carbon
uptake

In this section, we specifically investigate the differences
of the carbon sinks from that in Li et al. (2021). As mentioned
in section 3.1.3, the air-sea O2 flux used in Li et al. (2021) is
derived from CMIP5, while CMIP6 simulation of the flux is
used in this study. Meanwhile, the other O2-related variables
(such  as  atmospheric  O2 decline)  in  Li  et  al.  (2021)  are
derived  from the  oxygen  budget  proposed  by  Huang  et  al.
(2018),  which  is  also  different  from  this  study.  Terrestrial
and oceanic carbon uptakes estimated by Li et al. (2021) are
depicted  by  the  triangles  in Fig.  9.  From  the  comparisons
between this study and Li et al.  (2021), we can discern the
role of oxygen data in carbon sink estimations.

For the terrestrial carbon sink, both of the two studies cor-
responds well  with GCP in the 21st  century,  which exhibit
an  enhanced  uptake  mentioned  in  section  3.2.2.  However,
the result from Li et al. (2021) seems to present an unrealisti-
cally high land carbon uptake (1.50 GtC yr−1) in the 1990s,
while  the  current  study  behaves  in  good  agreement  with
GCP during this period (1.06 GtC yr−1). The oceanic carbon
uptake in both this study and Li et al. (2021) exhibits a similar
variability with that in Landschützer et al. (2016) (that is, a

 

Fig. 6. Changes in observed atmospheric concentrations of O2/
N2 and  CO2 from  1990  to  2014.  The  blue  dots  represent  the
annual  averaged  O2 and  CO2 anomaly  (here  we  choose  the
concentrations in 1990 as the reference value). The vectors in
the  diagram  schematically  illustrate  the  contribution  of  each
process  related  to  the  changes  in  O2 (vertical  axis)  and  CO2

(horizontal  axis)  during  this  period.  The  effect  of  air-sea  O2

flux is highlighted in red.

 

Fig.  7. The  observed  time  series  of  atmospheric  O2/N2 and
CO2 concentrations.  The  blue,  green  and  red  lines  represents
observations  in  La  Jolla  (32.9°N,  277.3°W),  Alert  (82.5°N,
62.3°W), and Cape Grim (40.7°S, 144.7°E), respectively. The
black line is  the annual  mean concentrations averaged among
the three stations with a weight of 0.25, 0.25 and 0.5.

 

Fig.  8. Role  of  air-sea  O2 flux  in  O2-based  carbon  sinks
estimations. The diagram is same as Fig. 6, except for no air-
sea O2 flux considered in the calculation. The bar charts in the
top right show the comparisons between estimated ocean/land
carbon sink with and without O2 flux correction.
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downward trend in  the  1990s subsequently  followed by an
upward trend in the 2000s). Despite this, discrepancy occurs
around  year  2010,  as  shown  in Fig.  9a.  The  estimated
oceanic carbon uptake in this study (2.87 GtC yr−1) is rela-
tively larger  than it  in  Li  et  al.  (2021)  (2.45 GtC yr−1)  and
GCP (2.36 GtC yr−1).

Fair−sea ∆O2

∆Fair−sea

∆B = −β/αB∆Fair−sea ∆O = β/αB∆Fair−sea

Overall, both of the two studies reveal an enhanced car-
bon uptake in the 21st century. This study provides a more
reliable  estimate  of  the  terrestrial  carbon  uptake  in  the
1990s,  while  the  oceanic  carbon  sink  in  Li  et  al.  (2021)  is
more  consistent  with  the  Global  Carbon  Project  after  year
2010.  Our  calculations  show that  the  differences  in  air-sea
O2 flux ( ) and atmospheric O2 change ( ) are the
main  contributors  to  the  discrepancies.  If  the  difference  in
O2 flux is expressed as  (the other variables remain
unchanged), its influence on the terrestrial and oceanic carbon
uptake  could  then  be  respectively  expressed  as

 and , according  to

Equations 6−8. This implies that a weakened oceanic O2 out-
gassing, approximately −22 Tmol O2 yr−1, would lead to an
increase of 0.21 GtC yr−1 land carbon sink and a simultaneous
opposite  effect  on  ocean  carbon  sink.  For  the  period
1990−95, Li et al. (2021) shows a smaller declining trend of
atmospheric  O2 and oceanic outgassing in 1990−95,  which
could  eventually  lead  to  a  larger  land  uptake  in  Li  et  al.
(2021)  during  this  period.  These  results  highlight  the  vital
importance of oxygen datasets on carbon sink estimations. 

4.    Summary and discussion

We  use  the  coupled  ocean  biogeochemistry  models  in
CMIP6  to  investigate  the  modifications  of  air-sea  O2 flux
under  climate  change  and  its  influences  on  the  estimations
of  global  terrestrial  and  ocean  carbon  uptake.  Our  results
show an enhanced global oceanic O2 outgassing to the atmo-
sphere since the 1980s, accompanied by a strong decadal vari-

 

 

Fig.  9. Estimated  ocean  and  land  carbon  sinks  in  different  studies.  The  asterisks  and  triangles  are  seven-year
averaged carbon sinks in this study and Li et al 2021, with error bars representing uncertainties of the estimations.
The  time  series  of  carbon  sinks  derived  from  Global  Carbon  Project  2019,  Landschützer  et  al  2016  and  Carbon
Tracker  2019  are  colored  in  red,  green  and  blue,  respectively.  The  thin  dashed  lines  and  the  thick  solid  lines  are
annual and seven-year running averaged carbon sinks, respectively.

Table 3.   Estimations of O2-based carbon sinks in different periods.

Period
∆δ (O2/N2)a,b

(per meg yr−1)
∆CO2

a,b

(ppm yr−1)
Feff

a,c

(Tmol yr−1)
Ffossil

a

(GtC yr−1)
Ocean sinka

(GtC yr−1)
Land sinka

(GtC yr−1)

Our results 1990−00 −15.81 (0.52) 1.46 (0.08) 45.7 (30.6) 6.37 (0.24) 2.10 (0.43) 1.14 (0.52)
2000−10 −20.14 (0.34) 1.94 (0.07) 58.7 (31.3) 7.93 (0.83) 2.66 (0.41) 1.15 (0.50)
2004−08 −19.62 (1.33) 1.79 (0.27) 50.4 (30.1) 8.28 (0.40) 2.64 (0.66) 1.84 (0.79)

Keeling et al., 2014 1990−2000 −15.77 1.52 (0.02) 44 (45) 6.39 (0.38) 1.94 (0.62) 1.22 (0.80)
2000−10 −20.39 1.90 (0.02) 44 (45) 7.81 (0.47) 2.72 (0.60) 1.05 (0.84)

Tohjima et al., 2019 2004−08 −19.29 1.92 (0.09) 27.5 (27.5) 8.21 (0.41) 1.97 (0.62) 2.17 (0.82)

a Estimated uncertainties are shown in parentheses. These uncertainties are propagated to the ocean and land sink uncertainties during calculation. b The
linear trend of the observations during the selected period. Uncertainties shown in parentheses are the standard error of the regression coefficient.
c Ensemble mean of the CMIP6 models. Uncertainties shown in parentheses are standard deviation among the models.
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ability  dominated  by  oceanic  internal  modes.  Consistent
with Li et al. (2020), this study shows maximum changes of
flux  mainly  occurring  in  the  high  latitudes,  with  roughly
one  quarter  of  the  outgassing  directly  associated  with
reduced  solubility  in  the  warming  ocean,  and  the  rest
mainly linked with circulation changes and ocean stratifica-
tion. This modification of air-sea O2 flux plays an important
role in estimating carbon uptake, as described in section 3.2.

The application of air-sea O2 flux in CMIP6 provides a
valuable complement for studies of O2-based global carbon
sinks  estimations  under  climate  change.  Our  results  reveal
the  significant  increases  of  terrestrial  and  oceanic  carbon
sinks  in  the  21st  century,  reflecting  the  human  impacts  on
the  carbon  cycle  and  Earth’s  environments.  The  model
biases  of  air-sea  O2 flux  between  CMIP5  and  CMIP6  are
also investigated in this study, which could lead to a total dis-
crepancy  up  to  0.4  GtC  yr−1 in  the  estimations,  indicating
the importance of improvement of air-sea O2 flux parameteri-
zations in the model.

Some limitations should also be acknowledged. Our esti-
mation of carbon sinks still suffers from relatively large uncer-
tainties (0.4−0.8 GtC yr−1) due to the accumulations of uncer-
tainty of each term in the calculations. Furthermore, the earli-
est observations of O2/N2 we could obtain are from the late
1980s,  which  greatly  limits  the  lengths  of  estimated  time
series.  The  comparisons  between  this  study  and  Li  et  al.
(2021) also reveal the importance of the accuracy of oxygen
datasets on the carbon uptake estimations. Presently, we are
working on structuring the global oxygen budget (Huang et
al.,  2018)  under  the  constrain  of  O2/N2 observations,  from
which we hope to extend the time series of atmospheric O2

changes back to the 1900s as well as provide a more reliable
oxygen  dataset.  Further  explorations  and  investigations  of
the  O2-based  carbon  uptake  estimations  should  be  done  in
the future.
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ABSTRACT

Terrestrial ecosystems are an important part of Earth systems, and they are undergoing remarkable changes in response
to global warming. This study investigates the response of the terrestrial vegetation distribution and carbon fluxes to global
warming by using the new dynamic global  vegetation model  in  the second version of  the Chinese Academy of  Sciences
(CAS)  Earth  System Model  (CAS-ESM2).  We conducted  two sets  of  simulations,  a  present-day  simulation  and  a  future
simulation,  which  were  forced  by  the  present-day  climate  during  1981–2000  and  the  future  climate  during  2081–2100,
respectively,  as  derived  from RCP8.5  outputs  in  CMIP5.  CO2 concentration  is  kept  constant  in  all  simulations  to  isolate
CO2-fertilization effects. The results show an overall increase in vegetation coverage in response to global warming, which
is  the  net  result  of  the  greening  in  the  mid-high  latitudes  and  the  browning  in  the  tropics.  The  results  also  show  an
enhancement  in  carbon  fluxes  in  response  to  global  warming,  including  gross  primary  productivity,  net  primary
productivity,  and autotrophic respiration.  We found that  the changes in  vegetation coverage were significantly correlated
with  changes  in  surface  air  temperature,  reflecting  the  dominant  role  of  temperature,  while  the  changes  in  carbon fluxes
were caused by the combined effects of leaf area index, temperature, and precipitation. This study applies the CAS-ESM2
to  investigate  the  response  of  terrestrial  ecosystems  to  climate  warming.  Even  though  the  interpretation  of  the  results  is
limited by isolating CO2-fertilization effects, this application is still beneficial for adding to our understanding of vegetation
processes and to further improve upon model parameterizations.
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Article Highlights:

•  The projected vegetation coverage and carbon fluxes show an overall increase under global warming.
•  Surface air temperature is the dominant driver of changes in vegetation distribution.
•  Changes in carbon fluxes are caused by the combined effects of leaf area index, temperature, and precipitation.

 

 
 

 

1.    Introduction

Terrestrial ecosystems are an important part of Earth sys-
tems.  They  regulate  the  exchanges  of  energy  and  water
mass between the land surface and atmosphere via evapotran-

 

  
※ This paper is a contribution to the special issue on Carbon Neu-

trality: Important Roles of Renewable Energies, Carbon Sinks,
NETs, and non-CO2 GHGs.

* Corresponding author: Jiawen ZHU
Email: zhujw@mail.iap.ac.cn 

 

ADVANCES IN ATMOSPHERIC SCIENCES, VOL. 39, AUGUST 2022, 1285–1298
 
• Original Paper •

 

© Institute of Atmospheric Physics/Chinese Academy of Sciences, and Science Press and Springer-Verlag GmbH Germany, part of Springer Nature 2022
  

https://doi.org/10.1007/s00376-021-1138-3


spiration  and  provide  organic  carbon  via  photosynthesis.
The change in terrestrial ecosystems is tightly coupled with
climate,  which  is  undergoing  significant  warming  (Diffen-
baugh  and  Field,  2013; Zhu  et  al.,  2016; Yin  et  al.,  2018;
Liu  et  al.,  2019).  How  terrestrial  ecosystems  respond  to
global  warming  has  been  a  hot  research  topic  as  the
responses are of great significance for accurately projecting
future vegetation dynamics and climate change (Woodward
and Williams,  1987; Nemani  et  al.,  2003; Schaphoff  et  al.,
2016; Eric Dusenge et al., 2019; Fan and Fan, 2019).

In response to global warming, land vegetation distribu-
tion and productivity have shown considerable changes over
the  past  few  decades  (Cramer  et  al.,  2001; Fraser  et  al.,
2011; Cao et al., 2019). One of the significant changes is a
poleward “greening” expansion in the middle and high lati-
tudes  (Sturm  et  al.,  2001; Walker  et  al.,  2006; Bi  et  al.,
2013; Mao et al.,  2016; Zhu et al.,  2016; Piao et al.,  2020;
Tømmervik  and  Forbes,  2020).  For  example,  forests  in
Europe were projected to expand northward and contribute
to  a  shrinkage  of  the  tundra  area  (Shiyatov  et  al.,  2005;
Frost and Epstein, 2014; Kreplin et al., 2021), with a similar
expansion found in North America (Field et al., 2007, Yu et
al., 2014). In Northeast China, Hu et al. (2021) found obvious
vegetation  greening.  The  results  shown  by  Madani  et  al.
(2020) indicated an increasing trend in annual gross primary
productivity (GPP) in the northern tundra and boreal ecosys-
tems.  The  greening  of  Arctic  ecosystems  has  shown
increased biomass and abundance in boreal shrubs (Myers-
Smith et al., 2011, 2020; Mekonnen et al., 2021). Several stud-
ies have reported that warming is a key factor that accelerates
the “greening” by enhancing vegetation photosynthesis and
extending  the  length  of  the  growing  season  (Piao  et  al.,
2007; Andreu-Hayles et al., 2011; Keenan and Riley, 2018).
In the tropics, the response of vegetation to warming is differ-
ent from that found in mid-high latitudes (Corlett, 2011). Sev-
eral  studies  have  shown  a  decrease  in  the  tropical  forest
growth rate and productivity in response to warming, which
could be the consequence of a reduction in leaf photosynthesis
under higher temperatures (Clark et al., 2003; Doughty and
Goulden,  2008; Gao et  al.,  2019; Huang et  al.,  2019).  The
decrease in the availability  of  water  associated with higher
temperatures is  reported to result  in a  decrease in leaf  area
index (LAI) and net primary productivity (NPP) in the Ama-
zon and South Africa and a decrease in forest coverage in cen-
tral  and  southern  Mexico  (Mackay,  2008; Yu  et  al.,  2014;
Gang et al., 2017). These studies all indicate that terrestrial
ecosystems have undergone remarkable  changes in  vegeta-
tion  distribution  and  productivity  due  to  global  warming,
and these changes will continue should global warming con-
tinue in the future.

Dynamic  Global  Vegetation  Models  (DGVMs)  have
recently become widely used tools to investigate and predict
the  responses  of  terrestrial  ecosystems  to  future  climate
change. They can simulate and project the patterns, dynamics
and  structure,  and  biogeochemical  cycles  of  vegetation
under past, present, and future climatic conditions (Scheiter
et  al.,  2013; Smith et  al.,  2014).  Many DGVMs have been

used to run offline simulations with different climatic scenar-
ios to predict the responses of vegetation to changes in climate
or  atmospheric  CO2 (Woodward  and  Lomas,  2004; Shafer
et al., 2015; Zhang et al., 2015). In addition, some DGVMs
are coupled with general circulation models (GCMs) to inves-
tigate interactions between vegetation dynamics and climate
change (Raddatz et al., 2007; Brovkin et al., 2009; Quillet et
al., 2010; Hawkins et al., 2019; Wu et al., 2019; Arora et al.,
2020; Yu et al., 2021).

However, the simulated vegetation responses to climate
change by DGVMs remain uncertain (Prentice et al., 2007;
Sitch  et  al.,  2008; Liu  et  al.,  2018; Sulman  et  al.,  2019;
Scheiter  et  al.,  2020; Horvath  et  al.,  2021).  Falloon  et  al.
(2012) reported that DGVMs simulated different,  and even
opposite,  vegetation  changes  in  the  northern  high  latitudes
in response to climate change. In the North China Plain, the
predicted  potential  vegetation  is  bare  ground,  whereas,  in
fact, it is dominated by irrigated cropland (Kang and Eltahir,
2018). South Asian savanna ecosystems are often misinter-
preted by DGVMs as degraded forests (Kumar and Scheiter,
2019).  In  addition,  the  estimation  of  GPP  often  differed
among  DGVMs  (McGuire  et  al.,  2001; Jung  et  al.,  2007;
Piao et al., 2013; Anav et al., 2015) due to different represen-
tations  of  ecological  processes  and  parameter  uncertainties
(Knorr and Heimann, 2001; Gurney et al., 2004; De Kauwe
et al., 2014). Gang et al. (2017) argued that large uncertainties
among DGVMs may relate to the differences in recognition
of  the  vegetation  types  and  the  land  surface  processes  that
evolved. These reported uncertainties reflect the complexity
of the vegetation response to climate change, and thus more
investigation is needed to better understand vegetation pro-
cesses and parameterizations in DGVMs.

A new DGVM developed at the Institute of Atmospheric
Physics (IAP-DGVM; Zeng et al.,  2014) was coupled with
the  second  version  of  the  Chinese  Academy  of  Sciences
Earth  System  Model  (CAS-ESM2).  The  coupled  results
showed a good performance in reproducing the present-day
vegetation distribution and carbon fluxes (Zhu et al., 2018b).
In  addition,  the  IAP-DGVM  simulated  a  positive  trend  in
LAI  over  northern  mid-high  latitudes  during  the  period
1972–2004, which was consistent with that of LAI3g, with
a  significant  correlation  coefficient  of  0.48  (Prob<0.05,
where  Prob  is  the  probability  of  statistical  significance  of
the linear correlation coefficient) (Fig. S1 in the Electronic
Supplementary  Materials).  This  consistency  illustrates  that
the IAP-DGVM has a good ability to reproduce the greening
trend  of  vegetation  over  northern  mid-high  latitudes  in
response  to  climate  change  during  the  historical  period.
Thus,  this  study focuses  on the  IAP-DGVM projections  of
vegetation  distribution  and  carbon  fluxes  in  response  to
global warming in the future. To narrow down the uncertain-
ties in the forcing datasets, we present a method (see section
2)  that  is  used  to  produce  the  forcing  datasets  based  on
multi-model outputs from the Coupled Model Intercompari-
son Project Phase 5 (CMIP5) instead of using them directly.
Here, we report the simulated changes in vegetation distribu-
tion  and  carbon fluxes  in  response  to  global  warming,  and
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more  importantly,  we  further  investigate  the  dominant
driver  of  the  changes  and  discuss  the  underlying  causes.
The investigation will support a better understanding of vege-
tation processes, and in doing so, contribute to future improve-
ments of the model parameterizations. Moreover, the results
provide  a  valuable  sample  for  comparison not  only  for  the
CAS-ESM2 community but also for other model communi-
ties.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the model physics and experimental design,
section 3 presents the results of the experiment, section 4 pro-
vides a discussion and interpretation of results,  and section
5 provides a brief summary. 

2.    Model  description  and  experimental
design

 

2.1.    Model description

The  IAP-DGVM,  which  was  first  released  in  2014
(Zeng et al., 2014), was used in this study. The IAP-DGVM
classifies natural plants into 14 plant functional types (PFTs)
and  does  not  currently  simulate  crops  (Table  S1  in  the
ESM). The vegetation model has made significant develop-
ments that mainly include the shrub sub-model (Zeng et al.,
2008; Zeng,  2010),  the  process-based fire  parameterization
of  intermediate  complexity  (Li  et  al.,  2012),  and  the  new
establishment  and  competition  parameterization  schemes
(Song et al., 2016). These characteristics improve the perfor-
mance of the IAP-DGVM in simulating the fractional cover-
age of present-day vegetation and land carbon fluxes (Zeng,
2010; Zeng et al., 2014; Zhu et al., 2018b). Thus, the IAP-
DGVM has been coupled with the CAS-ESM2 to investigate
vegetation-climate interactions (Zhu et al., 2018a; Zhang et
al., 2020). 

2.2.    Experimental design

This  study  aims  to  investigate  the  possible  changes  in
vegetation distribution and carbon fluxes under global warm-
ing. The scenario corresponding to the Representative Con-
centration Pathway 8.5 (RCP8.5) was selected to represent a
possible scenario of future global warming and the climate
for  the  period  2081–2100  to  represent  the  future  climate.
We downloaded atmospheric forcing variables, six-hourly pre-
cipitation and solar radiation, three-hourly surface air tempera-
ture, surface pressure, specific humidity, and wind, from out-
puts of historical and RCP8.5 simulations of the 16 models
that are participating in the Coupled Model Intercomparison
Project Phase 5 (CMIP5) (Table S2 in the ESM). We recalcu-
lated the RCP8.5 outputs as the following. 

V1(i) = RCP8.52081−2100−Hist1981−2000+V0(i),
i = 1981,1982, · · · ,2000

RCP8.5 2081−2100 Hist 1981−2000where  and  are the 20-year aver-
ages for  the period 2081­–2100 in CMIP5 RCP8.5 simula-
tions and the period 1981–2000 in CMIP5 historical simula-

V0(i)
V1(i)

tions, respectively. Their differences indicate the future cli-
mate  changes  predicted  by  each  CMIP5 model.  By  adding
these differences to the present-day forcing data ( ), we
finally derived the new future forcing datasets ( ).  This
method  can  reduce  the  dependence  on  CMIP5  models  and
the uncertainties in future forcing datasets and is comparable
to the present-day forcing data from Qian et al. (2006).

FCcrop
FCcrop

This  study  conducted  a  few simulations,  including  the
spin-up simulation  (Fig.  S2).  We first  ran  a  global  spin-up
simulation  by  driving  the  IAP-DGVM from a  bare  ground
condition  for  660  model  years  to  approach  an  equilibrium
state  by  cycling  the  atmospheric  forcing  data  during  the
period 1972–2004 from Qian et al. (2006). Then, we further
conducted two sets of simulations, the present-day simulation
(hereafter Pre) and the future simulation (hereafter RCP8.5).
The Pre simulation was forced by the atmospheric data during
1972–2004  from  Qian  et  al.  (2006)  and  ran  for  33  model
years, while the RCP8.5 simulations were forced by the recal-
culated  datasets  described  above  and  ran  for  600  model
years  to  approach  another  equilibrium state.  We  compared
the  results  between  the  Pre  simulation  for  the  period
1981–2000  and  the  RCP8.5  simulations  for  the  period
2081–2100. To investigate the effects of climate factors on
vegetation dynamics, we fixed atmospheric CO2 concentra-
tion at a constant value of 367.00 ppm in all simulations to
isolate  the  effects  of  CO2 fertilization.  All  the  simulations
were  run  with  a  T85  resolution  (128  ×  256  grid  cells).
Finally, we obtained future changes in vegetation distribution
and carbon fluxes  from the  differences  between the  results
of  one  present-day  simulation  and  16  RCP8.5  simulations.
To reduce the effects of cropland, we weighted the vegetation
coverage  by  a  factor  of  (100% – )  in  each  grid  cell,
where  represents  the fractional  coverage of  crops in
CLM surface dataset (Zeng et al., 2014). 

3.    Results
 

3.1.    Surface climate change

The  projected  future  land  surface  shows  an  overall
warm  and  wet  change  relative  to  the  present  day  (Fig.  1).
Globally,  the  annual  mean  surface  air  temperature  in  the
future  is  4.87±1.14  K  higher  than  that  in  the  present  day.
The positive temperature anomalies are stronger over north-
ern high latitudes than in other regions and are projected by
all  16  selected  models  (Fig.  1a).  Meanwhile,  the  projected
global mean precipitation is  0.45±0.07 mm d–1 higher than
that in the present day. The positive precipitation anomalies
are  more  pronounced  in  several  regions,  such  as  western
and eastern North America, Europe, northeast and southeast
Asia, equatorial Africa, and southern South America. In con-
trast, negative precipitation anomalies are seen over the Ama-
zon,  however,  it  is  worth  noting  that  the  Amazon  region
shows larger uncertainties for projected precipitation among
the  models  than  do  other  regions  (Fig.  1b).  These  climate
anomalies  are  qualitatively  consistent  with  a  large  body of
published  studies  that  reported  future  predictions  of  global
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warming  and  the  possible  drying  of  tropical  regions  in  the
future  (Yu  et  al.,  2014; Yin  et  al.,  2018; Tømmervik  and
Forbes, 2020; Wibowo et al., 2020). 

3.2.    Vegetation distribution

We first analyzed the changes in vegetation distributions
for  the  four  aggregated  vegetation  types  (trees,  shrubs,
grasses, and bare ground) between the RCP8.5 experiments
and the present-day experiment. In general, there is a greening
anomaly in the middle and high latitudes of the northern hemi-
sphere  (30°N–90°N)  with  10.10%  more  projected  vegeta-
tion.  Trees  and  grasses  contribute  the  most  to  the  positive
anomaly, while shrubs show a negative anomaly (Table 1).
In contrast, there is a slight negative anomaly in the tropics
(30°S–30°N) with 3.72% less projected vegetation. Grasses
and  shrubs  contribute  the  most  to  the  negative  anomaly,
while trees show almost no changes (Table 1).

Figure 2 shows a  poleward expansion of  the projected
vegetation.  The  vegetation-growing  regions  in  the  RCP8.5
experiments  are  farther  north  than those  in  the  present-day
experiment,  with  10°,  5°,  and  7°  for  trees,  shrubs,  and
grasses, respectively. The spatial distribution shows that the
poleward  expansion  mainly  occurred  in  northern  Canada

and  Siberia  for  trees  and  grasses,  and  in  northeastern
Canada  for  shrubs  (Fig.  S3  in  the  ESM).  These  results  are
qualitatively consistent with previous studies based on other
multiple  GCMs  (Alo  and  Wang,  2008; Yu  et  al.,  2014;
Gang et al., 2017) and with some observational-based studies
(Speed et al., 2010; Vickers et al., 2016), indicating a pole-
ward expansion of vegetation over mid-high latitudes in the
future.

The  changes  in  vegetation  distribution  can  be  seen
more directly by an estimation of the differences in the four
aggregated  vegetation  types  between  the  two  scenarios
(Fig.  2).  Over  northern  mid-high  latitudes,  the  increase  in
trees  in  the  RCP8.5  experiments  occurs  mainly  in  Alaska,
eastern Canada, and Siberia. However, a decrease in trees is
also seen in central Canada, Western Siberia, and Northeast

Table  1.   The  changes  of  trees,  shrubs,  and  grasses  between
RCP8.5 experiments and the present-day experiment in 30°–90°N
and 30°S–30°N, respectively.

FCtrees FCshrubs FCgrasses FCtotal

30°−90°N 6.39% −11.60% 15.31% 10.10%
30°S−30°N 0.002% −1.26% −2.46% −3.72%

 

 

Fig.  1. Projected  future  changes  of  (a)  annual  surface  air  temperature  (K)  and  (b)
precipitation (mm d–1) based on the 16 CMIP5 models. The stippled regions represent grids
where at least 14 of 16 models agree with the multi-model ensemble mean.
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Fig.  2. Differences  in  fractional  coverage (units:  %)  of  (a)  trees,  (c)  shrubs,  (e)  grasses,  and (g)  bare  ground
between  the  present-day  experiment  (Pre)  and  the  RCP8.5  experiments  (RCP8.5)  (RCP8.5  minus  Pre).  The
stippled regions represent grids where at least 14 of 16 models agree with the multi-model ensemble mean. (b),
(d), (f), and (h) are the zonal average fractional coverage (units: %) of trees, shrubs, grasses, and bare ground in
Pre (blue) and RCP8.5 (red). The shaded red areas represent one standard deviation.
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China. The decreased shrubs mainly occurred in northwestern
Canada,  western  America,  and  eastern  Siberia;  these  areas
are replaced by increased grasses. Over the tropics, grasses
and  shrubs  decreased  mainly  in  tropical  Africa  and  Aus-
tralia,  with  reductions  of  8.57%  and  3.00%,  respectively
(Fig.  2).  Trees  in  tropical  America  decreased  by  4.89%,
even though, on the whole, tropical trees showed almost no
changes. Figure 2 also illustrates that the changes in the pro-
jected vegetation in the above-mentioned regions are consis-
tent among the selected 16 models.

To figure out  the contribution of  each PFT to the four
aggregated vegetation types, we further compared the frac-
tional coverage of vegetation at the PFT level in the two sce-
narios (Fig. 3). The increased trees are shown in Fig. 2. The
dominant contribution of these trees comes from the category
of  “broadleaf  deciduous  temperate  tree ”  (BDM;  3.37%),
while  the “needleleaf  evergreen boreal  tree” (NEB) makes
the largest  negative contribution of –1.13%. The decreased
shrubs  in  the  future  are  dominated  by  reductions  in
“broadleaf deciduous boreal shrub” (BDBsh; –5.18%). For
the  increased  grasses,  positive  contributions  are  mainly
from “C3 arctic  grass” (C3Ar;  3.74%) and “C3 non-arctic
grass” (C3NA; 4.17%), but “C4 grass” (C4) makes a negative
contribution of –2.01%. The six mentioned PFTs show the
largest sensitivities to global warming and are the main con-
tributors to the global vegetation changes. 

3.3.    LAI

Over the whole globe, the projected LAI in the RCP8.5
experiments increased by 0.65±0.30 m2 m–2,  relative to the
present-day experiment. This increase is seen over most lati-
tudes, especially in the middle and high latitudes (Fig. 4b).
Figure 4a shows the spatial pattern of the differences in LAI
between the RCP8.5 experiments and the present-day experi-
ment.  Over  the  northern  mid-high  latitudes,  the  increased
LAI  mainly  occurred  in  Alaska,  eastern  Canada,  central

North  America,  and  eastern  Siberia,  with  more  than
2.00 m2 m–2. However, a strong decrease in LAI is also seen
in  central  Canada,  Western  Siberia,  and  Northeast  China,
which correspond to the regions that show a projected replace-
ment of trees and shrubs by grasses (Fig. 2). Over the trop-
ics, the projected LAI decreased in the Amazon and equatorial
Africa by values that exceeded 1.00 m2 m–2, while southeast-
ern Asia showed an increase in the projected LAI by more
than 1.00 m2 m–2. 

3.4.    Carbon fluxes

The  analysis  here  focuses  on  the  changes  of  carbon
fluxes  for  the  GPP,  NPP,  and  autotrophic  respiration  (Ra)
between the RCP8.5 experiments and the present-day experi-
ment.  Globally,  positive  anomalies  were  observed  for  all
three carbon fluxes (Fig. 5). GPP shows the largest anomaly
with  18.36%±5.52%,  which  is  followed  by  Ra  and  NPP,
with 12.32%±3.24% and 6.04%±2.42%, respectively. Consid-
ering that  the  CO2 concentration is  the  same in  all  simula-
tions,  the  overall  positive  anomalies  in  GPP  and  NPP  are
caused by the warmer and wetter climate in the future, a favor-
able  climatic  condition that  can enhance photosynthesis  by
lengthening the growing season or by reducing water limita-
tion. Further analysis is shown in section 4.

Figure 6 clearly shows that positive anomalies occurred
over  most  of  the  latitudes,  while  negative  anomalies  were
only seen over a few tropical latitudes. The spatial patterns
further  show that  the  positive  anomalies  are  more  globally
widespread  than  the  negative  anomalies  (Figs.  6a, c, e).
Over middle and high latitudes, the regions with remarkable
positive anomalies are mainly in Alaska, eastern North Amer-
ica,  Europe,  eastern  Siberia,  and  southern  South  America.
Regions  with  negative  or  slightly  positive  anomalies  are
seen in Northeast China and Western Siberia. Over the trop-
ics,  the  negative  anomalies  for  the  three  carbon  fluxes  are
observed mainly in the Amazon, while tropical Asia shows

 

 

Fig.  3. Global  weighted  average  fractional  coverage  (%)  of  each  PFT  for  Pre  (blue)  and
RCP8.5 (red). The abbreviations of the PFT correspond to the information in Table S1.
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remarkable positive anomalies. Figure 6 also illustrates that
the  projected  positive  anomalies  are  more  consistent  than
the projected negative anomalies among the 16 RCP8.5 exper-
iments, which reflects more uncertainty for the projected car-
bon fluxes over regions with negative changes. 

4.    Discussion
 

4.1.    Linkage between climate and vegetation anomalies

To investigate drivers of the changes in vegetation distri-
bution,  we  further  analyzed  the  relationships  between  the
changes in fractional coverage (FC) of the above-mentioned
six PFTs and the temperature and precipitation, respectively
(Fig. 7). The temperature changes exhibit significant negative
correlations with the changes in the PFT categories of “needle-
leaf  evergreen  boreal  tree ”  (NEB),  “broadleaf  deciduous
boreal shrub” (BDBsh), and “C4 grass” (C4), with correlation
coefficients (cc) of –0.89, –0.65, and –0.51, respectively. In
contrast, significantly positive correlations are seen between
the changes in temperature and “broadleaf deciduous temper-

ate  tree ”  (BDM;  cc=  0.88),  “C3  arctic  grass ”  (C3Ar;  cc=
0.85), and “C3 non-arctic grass” (C3NA; cc= 0.64). Figure
7b shows that the changes in precipitation are significantly
correlated with the changes in NEB (cc= –0.48), BDBsh (cc=
–0.60),  and C3Ar (cc= 0.63),  while the correlations for the
other three PFTs are not significant. Together with the partial
correlation coefficients (Table S3), the stronger correlations
between fractional coverage of vegetation and surface air tem-
perature indicate that temperature is the dominant driver of
the changes in vegetation distribution as opposed to precipita-
tion.

The dominant role of surface air temperature in driving
vegetation distribution strongly suggests that temperature is
a key limiting factor for vegetation growth. The warmer cli-
mate in the future can lead to an expansion of the growing sea-
son and increased photosynthesis rates in the boreal and tem-
perate regions. High temperatures also lead to higher mortal-
ity  rates  for  boreal  woods  (NEB  and  BDBsh)  due  to  heat
stress and thus a decrease in FC. However, the heat stress is
neglected in DGVMs, because temperate vegetation adjusts
to the warmer climate and thus results in an increase in FC
for BDM and C3 grasses. For C4 grass that grows in the trop-
ics  (Fig.  S4),  warming has  little  or  even a  negative  impact
on the rate of photosynthesis but significantly increases the
rate of respiration, thus suppressing productivity and leading
to decreased FC.

We  next  investigate  the  relationship  between  the  pro-
jected changes in the three categories of  carbon fluxes and
changes  in  LAI,  surface  air  temperature,  and  precipitation.
The  three  carbon  fluxes  are  known  to  be  impacted  greatly
by LAI, temperature, and precipitation. Their net effects can
be very different in different ecosystems, so the changes in
the  three  carbon  fluxes  show  large  differences.  Thus,  we
selected six regions (Table S4 in the ESM) to discuss these
differences by using regional boundaries defined in previous
studies  (Giorgi  and  Francisco,  2000; Xue  et  al.,  2010).  In

 

 

Fig.  4. (a)  Spatial  distribution  of  differences  in  leaf  area  index  (LAI)  between  Pre  and  RCP8.5  (RCP8.5
minus Pre). The stippled regions represent grids where at least 14 of 16 models agree with the multi-model
ensemble mean and the bars in the left bottom represent the global means of LAI in Pre (blue) and RCP8.5
(red). (b) The zonal average of LAI in the present-day experiment (Pre; blue) and the RCP8.5 experiments
(RCP8.5; red), respectively. The shaded red areas represent one standard deviation. All units are m2 m–2.

 

Fig.  5. Global  means  of  carbon  fluxes  in  Pre  (blue)  and
RCP8.5  (red).  The  bars  represent  one  standard  deviation.  All
units are PgC yr–1.

AUGUST 2022 GAO ET AL. 1291

 

  



these  regions,  the  projected  changes  for  the  three  carbon
fluxes have either remarkably increased, slightly increased,
or decreased (Fig. S5 in the ESM).

Over  northern  mid-high  latitudes,  it  is  known  that  an
increase in LAI, temperature, and precipitation is generally
favorable  for  an  increase  in  GPP,  NPP,  and  Ra. Figure  8
shows a remarkable increase in the projected carbon fluxes
in  Alaska  (ALA),  Northern  Europe  (NEU),  and  eastern
North America (ENA) due to the combined effects of LAI,
temperature, and precipitation. However, in Western Siberia
(WSI), the replacement of trees and shrubs by grasses (Fig.
S6 in the ESM) leads to a decrease in LAI and in the carbon
fluxes, which partly offsets the increase in the carbon fluxes

caused by the increased temperature and precipitation.  The
net result ultimately leads to a slight incremental increase of
the carbon fluxes by no more than 0.50 PgC yr–1 in WSI.

Over the tropics, warmer climate anomalies may reduce
vegetation productivity due to a suppression of photosynthe-
sis caused by a higher vapor pressure deficit, while wetter cli-
mate anomalies can enhance vegetation productivity by reduc-
ing water stress. Figure 8 shows weaker positive anomalies
for the projected temperature and stronger positive anomalies
for the projected precipitation in Southeast Asia (SEA) than
for  the  Amazon  Basin  (AMZ).  These  differences,  on  one
hand,  explain  the  opposite  responses  regarding  the  carbon
fluxes for the two regions. On the other hand, the increased

 

 

Fig.  6. Spatial  distribution  of  differences  between  the  present-day  experiment  (Pre)  and  the  RCP8.5
experiments  (RCP8.5)  (RCP8.5  minus  Pre)  in  (a)  GPP,  (c)  NPP,  and  (e)  Ra.  (units:  gC  m–2 yr–1).  The
stippled regions represent grids where at least 14 of 16 models agree with the multi-model ensemble mean.
(b), (d), and (f) are the zonal average (units: kgC m–2 yr–1) of GPP, NPP, and Ra in Pre (blue) and RCP8.5
(red). The shaded red areas represent one standard deviation.
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LAI caused by increased trees in SEA also makes large contri-
butions to the enhanced carbon fluxes, while the decreased

LAI, caused by decreased trees in the AMZ, makes large con-
tributions to the decreased carbon fluxes. Overall, the combi-
nation of the effects caused by LAI, temperature, and precipi-
tation  result  in  opposite  behaviors  between  SEA  and  the
AMZ regarding the response to carbon fluxes. 

4.2.    Uncertainties and significance

This work mainly focuses on the impact of climate warm-
ing on vegetation dynamics and carbon fluxes, so the atmo-
spheric CO2 concentration is kept at a constant value in all
simulations to  isolate  the CO2 fertilization effects.  This  set
of our simulations may add to our full understanding of vege-
tation  responses.  Thus,  we  further  conducted  a  simulation
with an elevated CO2 of 850 ppm (hereafter eCO2) by refer-
ring to Yu et  al.  (2014).  We compared the results  with the
above  results  to  discuss  the  differences  in  the  effects  of
global warming and CO2 fertilization on vegetation dynamics
and carbon fluxes.

The results show that the eCO2 simulation also produced
more  vegetation  than  the  Pre  simulation.  The  value  of  the
greening anomaly is comparable to that of the RCP8.5 simula-
tion  (Fig.  S7  in  the  ESM).  However,  there  is  no  poleward
expansion of vegetation in the eCO2 simulation over the north-

 

 

Fig. 7. Relationship between the changes in fractional coverage (FC, %) of the six PFTs (NEB, BDM, BDBsh, C3Ar,
C3NA,  C4)  with  (a)  annual  mean  surface  2-m  temperature  (K),  and  (b)  precipitation  (mm  d–1)  among  the  16
ensembles.  The  changes  in  fractional  coverage  have  been  standardized.  The  lines  represent  the  corresponding
regression lines. The abbreviations of the PFT correspond to the information in Table S1.

 

Fig.  8. Changes  in  carbon  fluxes  (GPP,  NPP,  and  Ra;  PgC
yr–1), LAI (m2 m–2),  temperature (T;  K),  and precipitation (P;
mm  d–1) over  the  six  selected  regions.  The  abbreviations  of
these regions correspond to the information in Table S4.
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ern  high  latitudes  (Fig.  S8  in  the  ESM).  The  three  carbon
fluxes are also enhanced in the eCO2 simulation relative to
the Pre simulation. Their global annual totals are comparable
to those in the RCP8.5 simulation (Fig. S9 in the ESM). The
spatial distribution shows that the enhancement of the three
carbon fluxes of the eCO2 simulation is seen over almost all
vegetated  land  grids  (Fig.  S10  in  the  ESM),  while  the
RCP8.5 simulation shows a negative anomaly in the three car-
bon fluxes over more vegetated grids (Fig. 6). The comparable
results between the RCP8.5 and eCO2 simulations illustrate
that  the  effects  of  global  warming  on  vegetation  dynamics
and carbon fluxes are just as important as those of CO2 fertil-
ization.

Furthermore,  in  our  study,  the  projected  results  were
based on the forcing from the RCP8.5 scenario, which corre-
sponds to a very high baseline emission scenario to maximize
the  climate  signal  (Taylor  et  al.,  2012).  Liu  et  al.  (2020)
assessed the future changes in the climate-vegetation system
over  East  Asia  under  different  emission  scenarios.  They
found a slight increase in vegetation cover over most of the
region and the magnitude of these changes increased gradu-
ally from low to high RCPs. Thus, more simulations and anal-
yses are needed to investigate the dependence of the results
on the scenarios at the global scale.

Despite  the  uncertainties  mentioned  above,  our  study
makes  a  valuable  contribution  to  the  development  of  the
model and the understanding of the responses of vegetation
to  global  warming.  First,  the  results  show  opposite
responses to warming between the PFT categories, “needle-
leaf evergreen boreal tree” (NEB) and “broadleaf deciduous
temperate tree” (BDM) due to the different values for heat
stress threshold in the model. This phenomenon reveals that
the differences in parameters assigned to PFTs have signifi-
cantly  different  effects  on  the  vegetation  in  response  to
future climate changes. Meanwhile, this result also reminds
us that it is necessary to further improve the parameterization
of heat stress in IAP-DGVM because of the limitation of the
different heat stress threshold settings for different PFT cate-
gories  Thus,  optimizing  the  parameterization  of  vegetation
processes in the model is crucial for simulating a more realis-
tic  vegetation  change.  Second,  this  study  demonstrates  an
application of the CAS-ESM2 for studying the response of
vegetation  dynamics  to  climate  change.  In  the  process  of
developing  the  IAP-DGVM,  this  application  represents  a
new  frontier  after  the  successful  coupling  of  IAP-DGVM
with CAS-ESM2, and provides a valuable sample for compari-
son with both the CAS-ESM2 community and other model
communities. We have coupled IAP-DGVM with the atmo-
spheric general circulation model (IAP-AGCM; Zhang et al.,
2013), so CAS-ESM2 can be used to investigate interactions
between vegetation dynamics and climate. We now are able
to use this coupled version of CAS-ESM2 to run the Diagnos-
tic, Evaluation, and Characterization of Klima (DECK) experi-
ments  of  phase  6  of  the  Coupled  Model  Intercomparison
Project (CMIP6). Third, the poleward expansion of vegeta-
tion in northern mid-high latitudes simulated in our work is
consistent  with  numerous  studies  on  future  projections

(Mahowald et al., 2016; Yu et al., 2016; Gang et al., 2017;
Tharammal et al.,  2019) and with recent observations (Zhu
et al., 2016; Zeng et al., 2018; Yao et al., 2019), indicating
that  the  “greening”  trend  may continue  in  the  future.  This
greening  can  provide  critical  feedback  to  the  local  climate
by shading, changing surface albedo, and regulating the parti-
tioning of evapotranspiration between evaporation and transpi-
ration  (Blok  et  al.,  2010; Zhu  and  Zeng,  2015, 2017).  Our
investigation further shows the dominant role of surface air
temperature in the greening phenomenon. The investigation
provides for a better understanding of vegetation processes
and  expands  upon  our  knowledge  of  model  behavior  in
response  to  global  warming,  which  favors  projections  of
changes in  terrestrial  ecosystems and climate  in  the  future.
Overall,  this  work  evaluates  the  responses  of  vegetation  to
global warming and shows the tight linkage between vegeta-
tion  and  climate  changes,  which  is  a  necessary  step  for
model development and a significant foundation for further
study of vegetation-climate interactions. 

5.    Summary

This  study  investigated  the  changes  in  the  distribution
of vegetation and carbon fluxes in response to global warming
by using IAP-DGVM in CAS-ESM2. The results, based on
the present-day simulation and RCP8.5 simulations, showed
a greening in the northern middle- and high-latitudes and a
slight browning in the tropics. The results also showed posi-
tive  anomalies  in  GPP,  NPP,  and  Ra  over  most  latitudes,
while negative anomalies occurred, with higher uncertainty,
in the Amazon. We argue that surface air temperature is the
dominant  driver  in  changing  the  vegetation  distribution,  as
opposed to precipitation, and that the changes in GPP, NPP,
and Ra can be explained by the combined effects of LAI, tem-
perature, and precipitation.

The results of this investigation not only remind us that
optimizing  the  parameterization  of  vegetation  processes  in
the model is crucial, but also provides a better understanding
of  vegetation  processes  that  could  prove  beneficial  in  the
design and improvement of model parameterizations for simu-
lating a more realistic vegetation change.
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ABSTRACT

Measurements of column-averaged dry-air mole fractions of carbon dioxide and carbon monoxide, CO2 (XCO2) and
CO (XCO), were performed throughout 2019 at an urban site in Beijing using a compact Fourier Transform Spectrometer
(FTS) EM27/SUN. This data set is used to assess the characteristics of combustion-related CO2 emissions of urban Beijing
by analyzing the correlated daily anomalies of XCO and XCO2 (e.g., ΔXCO and ΔXCO2). The EM27/SUN measurements
were calibrated to a 125HR-FTS at the Xianghe station by an extra EM27/SUN instrument transferred between two sites.
The ratio of ΔXCO over ΔXCO2 (ΔXCO:ΔXCO2) is used to estimate the combustion efficiency in the Beijing region. A
high  correlation  coefficient  (0.86)  between  ΔXCO and  ΔXCO2 is  observed.  The  CO:CO2 emission  ratio  estimated  from
inventories  is  higher  than  the  observed  ΔXCO:ΔXCO2 (10.46  ±  0.11  ppb  ppm−1)  by  42.54%–101.15%,  indicating  an
underestimation  in  combustion  efficiency  in  the  inventories.  Daily  ΔXCO:ΔXCO2 are  influenced  by  transportation
governed by weather conditions, except for days in summer when the correlation is low due to the terrestrial biotic activity.
By  convolving  the  column  footprint  [ppm  (μmol  m–2 s–1)–1]  generated  by  the  Weather  Research  and  Forecasting-X-
Stochastic  Time-Inverted  Lagrangian  Transport  models  (WRF-X-STILT)  with  two  fossil-fuel  emission  inventories  (the
Multi-resolution  Emission  Inventory  for  China  (MEIC)  and  the  Peking  University  (PKU)  inventory),  the  observed
enhancements  of  CO2 and  CO  were  used  to  evaluate  the  regional  emissions.  The  CO2 emissions  appear  to  be
underestimated by 11% and 49% for the MEIC and PKU inventories, respectively, while CO emissions were overestimated
by MEIC (30%) and PKU (35%) in the Beijing area.
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Article Highlights:

•  Daytime column-averaged dry-air mole fractions of atmospheric CO2 and CO are provided in urban Beijing based on a
portable FTS since 2019.

•  The  CO:CO2 emission  ratio  estimated  by  MEIC  and  PKU  is  42.54%  and  101.15%  higher  than  the  observed  ΔXCO:
ΔXCO2 (10.46 ppb ppm–1), indicating an underestimation of the combustion efficiency in inventories.

•  The  MEIC  underestimates  CO2 emissions  by  about  11%  and  overestimates  30%  CO  emissions  by  30%;  PKU
underestimates CO2 emissions by 49% and overestimates CO emissions by 35%.
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1.    Introduction

The increasing anthropogenic emissions of CO2 are the
main driving force behind global warming induced by green-
house gases (GHG) (Stocker et al., 2013). Due to increased
energy  consumption,  global  fossil  CO2 emissions  reached
9.4  ±  0.5  GtC  yr−1 over  the  last  decade  (2007–17)  (Le
Quéré  et  al.,  2020).  The  mitigation  of  anthropogenic  GHG
emissions is often accompanied by strengthened air pollution
controls (West et al., 2013). The toxic air pollutant CO is an
indirect greenhouse gas because it produces positive radiative
forcing  (0.2  W  m−2)  through  its  oxidation  reaction  with
hydroxyl  radicals  (OH)  in  the  troposphere  (Myhre  et  al.,
2013). There was a declining trend of 2% yr−1 in CO emissions
over East Asia during 2005–16, which mainly resulted from
the active clean air policies implemented in China (Zheng et
al.,  2018a),  the  largest  developing  and  energy-consuming
nation in the world with a very high contribution from megaci-
ties.

Urban areas account for 2 % of the world’s land but are
responsible for 40%–70% of the global anthropogenic CO2

emissions (Satterthwaite, 2008, 2010; Ye et al., 2020). Carbon
monoxide  (CO)  in  the  urban  atmosphere  is  a  product  of
incomplete combustion alongside the formation of CO2 dur-
ing  household  combustion,  industrial  activities,  and  motor
transportation, which results in a general positive correlation
between CO and CO2 in  urban areas.  Due to  the relatively
short lifetime for CO of only a few weeks, it can serve as an
unique tracer for atmospheric fossil-fuel CO2 emissions and
combustion  efficiency  by  analyzing  the  ratio  of  CO:CO2.
The  estimates  of  combustion  efficiency  at  the  urban  scale
could be calculated from the CO2 and CO statistical emission
inventories;  such  an  approach  is  called  the  “bottom-up ”
method. Different inventories display significantly different
CO2 and CO emissions in China, especially at regional and
city scales (Zhao et al., 2012; Dai et al., 2020). Accurate mea-
surements  of  GHG  and  pollutants  in  cities  are  essential  to
yield significant information about the regional carbon budget
and  to  propose  strategies  to  control  these  emissions  (“top-
down ”  method).  The  correlation  between  CO  and  CO2

could  be  assessed  by  directly  calculating  the  slopes  of
observed  CO and  CO2 volume  mixing  ratios  (Wang  et  al.,
2010; Worden et al., 2012). However, the slopes of CO and
CO2 are easily affected by annual background growth and bio-
genic  sources.  Thus,  regression  fits  of  excess  CO  (ΔCO)
and excess CO2 (ΔCO2) from continuous observations have
been extensively studied to quantify the anthropogenic contri-
bution to carbon variation and source combustion efficiency
(Wunch  et  al.,  2009; Silva  et  al.,  2013; Popa  et  al.,  2014;
Feng et al., 2019a; Shan et al., 2019; Cai et al., 2021; Park
et al., 2021). Megacities in China show a lower combustion
efficiency with a higher ΔCO:ΔCO2 ratio than in developed
countries (Silva et al., 2013; Silva and Arellano, 2017; Park
et al., 2021). Studies in Hefei, China have found the Emissions
Database  for  Global  Atmospheric  Research  (EDGAR)  and
the Peking University (PKU) emission inventories overesti-
mated  ΔCO:ΔCO2 in  central  China  during  2015−16  (Shan

et al., 2019).
Beijing is located in the northern part of China (Fig. 1).

It is in a representative fast-growing economic cycle and is
a heavily populated and developed region. The air pollution
control  policies  in  Beijing  are  directly  related  to  the
country’s overall goals. The total fossil-fuel CO2 emissions
of  Beijing shows high uncertainty  with  ranges  from 1 to  8
Mt in 2012 according to different emission inventories and
urban regions (~17% relative to the overall land area of Bei-
jing) contributes about 64% CO2 emissions to the total emis-
sions  for  Beijing  (Han  et  al.,  2020).  Satellite  observations
found the XCO:XCO2 ratio  in  Beijing/Tianjin  region to  be
one  of  the  highest  in  the  northern  hemisphere  due  to  its
rapid  economic  development  (Park  et  al.,  2021).  Anthro-
pogenic emissions have been estimated to make a 75.2% con-
tribution to the annual CO2 enhancement in Beijing in 2014
based  on  isotopic  analysis  (Niu  et  al.,  2016).  Long-term,
highly  accurate  in  situ  measurements  of  CO2 and  CO near
the surface have been developed in rural and urban regions
of  Beijing.  The  Shangdianzi  (SDZ)  and  Miyun  sites  are
used for  rural  areas,  and the Peking University site  is  used
for urban areas (Han et al., 2009; Wang et al., 2010; Feng et
al.,  2019a; Dayalu  et  al.,  2020).  The  ratio,  ΔCO:ΔCO2,  at
the Miyun site shows a significant decrease during 2005 to
2008  (Wang  et  al.,  2010).  The  observation  of  CO  at  the
SDZ site shows a fast downward trend in 2006–08, is stable
in 2009–13, then shows another continuous downward trend
after 2013, suggestive of improved combustion efficiencies
in  response  to  the  Air  Pollution  Prevention  and  Control
Action  Plan  implemented  in  2013  (Li  et  al.,  2020).  The
short-term pollution reduction associated with the 2008 sum-
mer  Olympics  and  2020  COVID-19  lockdowns  result  in  a
decrease of ΔCO:ΔCO2, suggesting increases in combustion
efficiency (Wang et al., 2010; Cai et al., 2021).

The “top-down” analysis of combustion efficiency in Bei-
jing  comes  mostly  from  satellite  and  in  situ  observations.
However,  in  situ  surface  monitoring  measurements  are
greatly influenced by vertical mixing. The column-averaged
dry-air mole fraction (Xgas) represents the vertically integrated
concentration per dry air and is less affected by the vertical
motion than in situ measurements. Therefore, the horizontal
gradients  of Xgas have  a  more  direct  relationship  with  the
regional-scale  flux (Yang et  al.,  2007; Wunch et  al.,  2011;
Chen et al., 2016). Satellite observations of XCO2 combined
with XCO show obvious superiority in global coverage and
have been used to quantify the correlation between CO2 and
CO for Beijing. However, satellite observation is limited by
sampling size and temporal resolution to these specific megac-
ities. Satellites make infrequent visits over cities and are easily
affected by cloud, aerosol, and topography issues (Lei et al.,
2021), leading to insufficient data for urban emissions stud-
ies.  The  Total  Carbon  Column  Observing  Network
(TCCON) is an international Fourier-transform spectrometer
(FTS) network that was originally used for satellite validation
and mainly uses ground-based high-resolution Fourier-trans-
form  infrared  (FTIR) measurements  to  record  information
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about  the  GHG  column.  High-resolution  FTIR  stations  in
China have been built at Hefei, Xianghe, and Beijing (Wang
et al.,  2017; Bi et al.,  2018; Yang et al.,  2020b). Given the
poor transportability of TCCON FTS stations, portable, low-
cost FTS is useful as a component in long-term urban column

measurements.  The  EM27/SUN  instrument  (hereafter,
EM27) is a compact FTS with its own solar tracker, which
is easy to set up and transport anywhere. FTS measurements
in or near urban Beijing have mainly focused on satellite vali-
dation (Bi et al., 2018; Yang et al., 2020b). To date, few pub-

 

 

Fig. 1. (a) WRF simulation domains for three grids (27 km, 9 km, 3 km); the red point is the EM27 observation site.
The  map  was  taken  from  a  Google  satellite  image  (https://maps.googleapis.com/).  Maps  of  CO2 (b)  and  CO  (c)
emissions in 2014 are based on the PKU fossil-fuel emission dataset. Location of the EM27 site (marked by a star) in
the center of Beijing (indicated by the closed turquoise line)–Tianjin–Hebei (BTH) area (indicated by the closed blue
line) and 125 HR (marked by a star) in Xianghe, Inner Mongolia, Beijing, Tianjin, Hebei are also shown.
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lished studies have rigorously quantified the combustion effi-
ciency in the urban region of Beijing.

In this study, one year of XCO and XCO2 measurements
based  on  EM27 were  collected  at  an  urban site  in  Beijing.
The objectives of this study were to (1) analyze the correla-
tional relationship between observed enhancements of XCO
and  XCO2 in  urban  Beijing,  (2)  reconcile  the  differences
between top-down estimates of combustion efficiency with
bottom-up estimates of combustion efficiency, and (3) evalu-
ate the regional CO2 and CO emissions estimated from bot-
tom-up  inventories  using  a  remote  sensing  data  set.  The
remainder of this paper is organized as follows. A description
of the instrument and method is given in section 2. Section
3 presents the results and discusses their implications and sec-
tion 4 concludes. 

2.    Data and methods
 

2.1.    Instrumentation

An EM27 has been set up on the roof of the Institute of
Atmospheric Physics (IAP) building in Beijing since 2019.
The IAP observation site (highlighted in Fig. 1b) is located
between the north 3rd and 4th ring road, with heavy traffic
and high CO2 and CO emissions. The EM27 spectral resolu-
tion is less than 0.5 cm−1, corresponding to a maximum optical
path difference of 1.8 cm. The compound InGaAs (indium gal-
lium arsenide) and an extended InGaAs detector are used to
stably detect 3800–14 000 cm−1 spectral information for accu-
rate  column  concentrations  of  CO2 and  CO  (Gisi  et  al.,
2012; Hase et al., 2016). It takes about 60 s to record one indi-
vidual  spectrum  with  10  interferograms  averaged.  The
EM27 is equipped with an automated protective case with a
rain  sensor  and  a  solar  irradiation  sensor.  The  cover  only
opens  under  cloudless  daytime  conditions  (0000–0900
UTC),  protecting  the  instrument  from  rain  or  snow  and
achieving  automated  EM27  observations.  A  WS500
weather station located immediately next to EM27 was used
to  measure  surface  temperature  and  surface  pressure  with
accuracies  of  0.2°C  and  0.5  hPa,  respectively,  which  were
used  to  correct  the  a  priori  temperature  profile  needed  for
the  XCO2 and  XCO  retrievals.  The  Bruker  OpticalTM

Infrared  Fourier  Transform  Spectrometer  (IFS)  125  HR
used  by  TCCON  is  a  high-resolution  spectrometer
(< 0.02 cm−1) that is tied to the World Meteorological Organi-
zation  (WMO)  scale  through  numerous  aircraft  campaigns
(Wunch et al., 2010). To ensure data quality, the EM27 has
been  calibrated  in  side-by-side  experiments  with  125  HR
(Gisi et al., 2012; Klappenbach et al., 2015; Hedelius et al.,
2017; Frey et al., 2019). High-resolution FTIR stations have
been built  near  Beijing  and are  located  in  Xianghe,  50  km
east-southeast  of  Beijing  (highlighted  in Fig.  1a)  (Yang  et
al.,  2020b). The 125 HR at the Xianghe site complies with
the TCCON specifications and is used as a calibration refer-
ence for the EM27 at Beijing in this study.

A  portable  EM27  could  act  as  a  transfer  standard
between  two  FTIR  stations  (Jacobs  et  al.,  2020).  In  this

study, another EM27 (EM27#2) was used as a mobile transfer
standard instrument  for  125 HR in Xianghe and the EM27
in  Beijing.  The  EM27#2  took  measurements  side-by-side
with  IFS  125  HR  during  the  entire  month  of  November
2019.  To  ensure  stability  during  the  shipment  of  EM27#2
across  Beijing  to  Xianghe,  we  examined  the  ratio  between
EM27s  before  and  after  the  shipment. Figures  2a and 2b
show the biases between 125 HR and EM27#2. The correction
equations  are  also  shown  in  the  figure. Figures  2c and  2d
show that the ratio was consistent before and after the ship-
ments (detailed in section 2.2), indicating that the calibration
of EM27#2 and 125 HR in Xianghe could be applied to the
EM27 retrieval in Beijing. The IFS 125 HR retrievals apply
the  TCCON  standard  retrieval  code  (GGG2014),  and  the
EM27 uses PROFFAST, with the same meteorological data
and  preliminary  profiles  input.  The  results  for  EM27#2
show a systematic bias with 125 HR, which could be corrected
by applying a linear fitting correction function (Figs. 2a and
2b).  The  biases  between EM27 and 125HR are  0.28% and
5.3% for XCO2 and XCO, respectively. 

2.2.    EM27 data processing

Columnair

A  non-linear  least-squares  fitting  retrieval  algorithm
(PROFFAST) (Hase et al., 2004) is used to analyze the spectra
recorded by EM27.  The algorithm has been officially  used
in the EM27 network, COCCON (the COllaborative Carbon
Column Observing Network) (Frey et al.,  2019). To obtain
a high-quality spectrum, the pre-processing steps involve a
direct current (DC) correction (Keppel-Aleks et al., 2007), a
Norton–Beer medium apodization (Naylor and Tahic, 2007),
a fast Fourier transform (Bergland, 1969), and a phase correc-
tion  (Mertz,  1967).  The  a  priori  profiles  obtained  by
TCCON are the official a priori profiles (Toon and Wunch,
2015). The inverse algorithm obtains the scaled target gas col-
umn by iteratively updating the state variables to best fit the
simulated  and  measured  spectra.  Finally,  the  gas  column
(Cgas) is converted to a dry-air column-averaged mole fraction
(denoted Xgas) by dividing the gas column by the simultane-
ously retrieved column-averaged dry-air mole fractions (Cair)

, where Cair could be calculated from the O2 column
combined  with  the  volume  fraction  of  O2 in  the  air
(20.95%): 

Xgas =
Cgas

Cair
. (1)

Psurf

In the post-processing process, column averaging kernels
(AK)  describe  the  altitude-dependent  sensitivity  of  the
retrieved state to the true state. As shown in Fig. 3, AK differs
among  instruments  with  different  spectral  resolutions.
EM27 is more sensitive to changes at lower levels than 125
HR, especially for high solar zenith angles (SZAs). A pressure
weighting function (PW) is used to weight the pressure thick-
nesses  of  each  level  (ΔP)  relative  to  the  surface  pressure
( ) : 

PW =
∆P
Psurf

. (2)
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2.3.    WRF - XSTILT model

Xfoot
Xfoot

Xfoot

A Lagrangian particle dispersion model (LPDM) models
a plume of atmospheric tracers from a cluster of particles. It
can determine the footprint (also called an influence function
or  adjoint  sensitivity)  of  multiple  air  parcels  released  from
an  observation  site  (receptor).  The  WRF-XSTILT,  an
LPDM  model,  is  adopted  to  analyze  the  meteorologically-
induced gas concentration variation by a regional column foot-
print simulation ( Lin et al., 2003; Fasoli et al., 2018; Wu et
al., 2018). The footprint is used to establish the source–recep-
tor  relationship  and  determine  the  distribution  spread  of
entire plumes in adjacent cells over the receptor by calculating
the sensitivity of the surrounding region (source) to the recep-
tor. The column footprint ( ) is essential for tracking the
air masses for column measurements. The parameter  is
the sensitivity of the column measurements to the upstream
and downstream surface-atmosphere fluxes. The formula to
calculate , with units of ppm (μmol (m2 s)−1)−1, for each
receptor is as follows:
 

Xfoot(xr, tr |xi,yi, tm) =
mair

hρ(xi,yi, tm)
×

1
N

N∑
i=1

∆ti(xi,yi, tm)AK(r)PW(r) , (3)

xr, tr r xi,yi, tm

mair

h
h
ρ h N

∆ti
xi,yi, tm

Xfoot

PW(r) AK(r)

where  ( )  is  the  receptor  ( )  location,  ( )  is  the
model’s initial time set, denoted by the model grid coordinates
of location and time,  is the mean molar mass of dry air
(29  g  mol−1),  is  the  atmospheric  column  height  (in
XSTILT  is set at half the planetary boundary layer (PBL)
depth),  is  the  mean  density  of  the  air  below ,  is  the
total number of released particles,  is the residence time
of particle i spent in the grid cell ( ). The total column
footprint  is the integrated footprint from different verti-
cal  altitudes  convolved  with  a  pressure  weighting  function

 and  averaging  kernel  at  the  receptor,  which
links  the  emission  sensitivity  to  the  observations.  In  the
model setup, we applied the WRF model configurations veri-
fied  by  Dayalu  et  al.  (2020)  for  the  same  study  domains
(Fig.  1a).  The  receptor  site  of  X-STILT was  set  up  at  IAP

 

 

Fig.  2. (a−b)  Scatter  plots  of  XCO2 and  XCO  from  125  HR  and  EM27#2  side-by-side  measurements  over  the
Xianghe Observatory. N is  the  number  of  comparison points, B is  the  bias  between the  two instruments, R2 is  the
correlation coefficient, and the equation has the linear fit. (c−d) Scatter plots of EM27 against EM27#2 for different
days before and after the EM27#2 transfer calibration campaign. The ratio is the proportional coefficient of EM27
(the result for EM27#2 has been taken as a reference).
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and was run backward for seven days at a 0.25° × 0.25° spatial
resolution to generate hourly column footprints. In each simu-
lation, 100 air parcels are released every 100 m within 3 km
and every 500 m from 3 to 6 km relative to the observation
level, which tends to be denser near the surface. Higher alti-
tudes are not used since only the lower atmosphere interacts
with  local  emissions  in  the  region  (Hedelius  et  al.,  2018).
The AK and PW (detailed in section 2.2) of EM27 are used
to weight and integrate the footprints of all levels to the col-
umn footprint and could be directly obtained from the output
of the EM27 retrieval. 

2.4.    The ΔXCO:ΔXCO2 calculation method
 

2.4.1.    Calculation  of  ΔXCO  and  ΔXCO2 from
measurements

The  observed  regression  slope  of  ΔXCO  against

ΔXCO2 denotes the amount of CO per CO2 emissions in the
atmosphere  that  has  been  captured  by  the  FTS,  signifying
the emission ratio or combustion efficiency. A larger slope
of the regression line reveals greater combustion efficiency
in  the  observed  XCO2.  Wunch  et  al.  (2009)  proposed  that
the Xgas anomaly (ΔXgas) could be calculated by subtracting
Xgas in  the  morning  from  the  afternoon  value  at  the  same
SZA. The anomalies are divided by the AK at the surface to
account for the sensitivity of the column measurement to sur-
face  variations  because  diurnal  changes  are  assumed  to  be
confined to the boundary layer. This method could minimize
the atmospheric effects from background or natural sources
and the SZA-dependent error. The ΔXCO:ΔXCO2 ratio, calcu-
lated from the diurnal enhancement,  is  denoted as (ΔXCO:
ΔXCO2)d.

Apart  from  the  method  based  on  diurnal  variation,

 

 

Fig. 3. A comparison of the column-averaged kernels at different SZAs for EM27 (a−b) and 125 HR (c−d).
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ΔXCO  and  ΔXCO2 could  be  estimated  from  the  regional
change  relative  to  the  background.  The  observation  site  at
urban  Beijing  records  the  pollution-related  signal  of  XCO
and XCO2. The quantification of background XCO2 concen-
tration is the sum of the boundary and biogenic XCO2 val-
ues.

The boundary XCO2 value was obtained from trajectory
endpoint of the Copernicus Atmosphere Monitoring Service
(CAMS)  satellite-derived  global  inversion-optimized  mean
column  concentrations  data  (http://atmosphere.copernicus.
eu/, version: v20r3, last access: 7 June 2021) (Chevallier et
al.,  2005; Chevallier  et  al.,  2010; Chevallier  et  al.,  2019).
These trajectories were derived from the Weather Research
and  Forecasting-Column  Stochastic  Time  Inverted
Lagrangian Transport (WRF-XSTILT). According to the vali-
dation report for the CAMS v19r1 data by Chevallier et al.
(2020),  the  biases  of  modeled  XCO2 data  show  less  bias
(less than 1 ppm) in a non-urban area when compared to the
TCCON  retrieval  results.  The  background  XCO2 values
obtained  from  CAMS  were  mostly  from  the  region  less
affected by human activities, so the CAMS background val-
ues were considered to be plausible. Biogenic XCO2 values
were from the convolution of the column footprint generated
by WRF-XSTILT and the CO2 vegetation flux. The CO2 vege-
tation  flux  comes  from  a  global  gridded  terrestrial  carbon
flux product developed by Zeng et al. (2020). Due to unavail-
able  XCO background data,  XCO background values  were
simply obtained from the lowest observed XCO. Similar to
the  diurnal  method described above,  the  AK at  the  surface
was  also  taken  into  account  in  calculating  the  anomalies.
The ratio ΔXCO:ΔXCO2 calculated from regional enhance-
ment is denoted as (ΔXCO:ΔXCO2)r. 

2.4.2.    Calculation  of  ΔXCO  and  ΔXCO2 from  bottom-up
inventories

The  simulated  regression  slope  of  ΔXCO  against
ΔXCO2 represents  the  regional  XCO  enhancement  per
XCO2 enhancement contributed from different sources trans-
ported  to  the  observation  site.  A  simple  way  to  simulate
ΔXCO:ΔXCO2 directly  from  the  emission  inventories  in  a
specific  geometrical  shape  is  as  follows  (Wunch  et  al.,
2009; Hu et al., 2019; Shan et al., 2019) 

(
∆XCO
∆XCO2

)
sim
=

ECO

ECO2

MCO

MCO2

. (4)

ECO ECO2

MCO MCO2
(∆XCO/∆XCO2)sim

Here,  and  are the CO and CO2 emissions in
the specific  area,  and  are  the molecular  masses
of CO and CO2, and is the simulated cor-
relation slope of XCO to XCO2.

The  parameters  ΔXCO  and  ΔXCO2 can  be  simulated
by the convolution of the source footprint function (modeled
by  the  Lagrangian  atmospheric  transport  model)  and  the
anthropogenic flux inventories defined as follows: 

(
∆XCO
∆XCO2

)
sim
=

Xfoot,co × ECO

Xfoot,co2 × ECO2

, (5)

ECO2 ECO

where  the  simulated  ΔXCO  and  ΔXCO2 are  the  modeled
hourly  anthropogenic  enhancement  from  different  sources.
The  ( ) and is represented by the CO2 (CO) surface
anthropogenic emissions. The footprint quantifies the sensitiv-
ity of the measurements to emissions in terms of unit concen-
tration  per  unit  flux.  Simulated  ΔXCO and  ΔXCO2 values
based  on  this  method  are  divided  by  AK  at  the  surface  to
account  for  the  sensitivities  of  column  measurements  near
the  surface.  We  focused  on  simulations  from  1100–1600
local  standard  time  (LST,  UTC  +  8  h)  consistent  with  the
time that the atmosphere is well-mixed and the depth of plane-
tary  boundary  layer  (PBL)  grow to  approach  its  maximum
in the late  morning due to  the solar  heating of  the  surface.
The PBL, in turn, collapses at sunset due to surface cooling,
which  increases  the  difficulty  of  simulation.  We  selected
this  period  so  that  the  footprint  generated  by  X-STILT
would be less susceptible to modeled PBL uncertainties (Sar-
gent et al., 2018).

ECO2 ECO ( )  is  obtained  from  monthly  gridded  fossil-
fuel emission databases. Fossil-fuel emission products come
from Peking University (PKU) and the Multi-resolution Emis-
sion Inventory for China (MEIC). The PKU product provides
global CO and CO2 grid emission maps up to 2014 with 0.1°
spatial resolution according to a sub-national disaggregation
of fuel data (Wang et al., 2013). The MEIC product provides
China’s  CO and  CO2 grid  emission  maps  up  to  2017  with
0.25° spatial resolution, including the local emission informa-
tion for each power plant and industrial operation (Zheng et
al., 2020). The Temporal Improvements for Modeling Emis-
sions by Scaling (TIMES) developed by Nassar et al. (2013)
is applied to the MEIC and PKU products to derive diurnal
CO2 emissions.  Due  to  unavailable  temporal  variations  for
CO,  we  simply  averaged  the  monthly  CO  emissions  and
assigned them to each hour.  The MEIC and PKU products
provide  gridded  regional  emissions  up  to  2017  and  2014,
respectively. Owing to the lack of an emission trend in Bei-
jing,  we  apply  the  inter-annual  variation  of  CO2 emissions
in China until 2019, as concluded from Crippa et al. (2020).
Due  to  the  unavailability  of  CO  emissions  up  to  2019,  a
mean decreasing rate in East Asia of 2% was applied, esti-
mated  from  the  top-down  inversion  method  based  on
MOPITT data from 2005 to 2016 (Zheng et al., 2018a). 

3.    Results and discussion
 

3.1.    Time series of XCO and XCO2

The  monthly  means  and  standard  deviation  of  XCO2

and XCO at mid-latitude stations in the northern hemisphere
are displayed in Fig. 4. These include FTIR stations in Bei-
jing, Pasadena (34.14°N) (Wennberg et al., 2017), Xianghe
(39.75°N) (Yang et al.,  2020b), Karlsruhe (49.10°N) (Hase
et al., 2017), Tsukuba (36.05°N) (Morino et al., 2018), and
Paris (48.97°N) (Té et al., 2017). Table 1 summarizes the sea-
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sonal  mean  and  standard  deviation  of  XCO2 and  XCO.
There  is  no  data  recorded in  February,  which  may cause  a
bias because anthropogenic XCO2 enhancements during the
Spring  Festival  should  be  significantly  lower  than  normal.
The  XCO2 values  in  Beijing  ranged  from 402  ppm to  423
ppm in  2019.  The  seasonal  variation  in  XCO2 achieves  its
peak  in  winter  (414.33  ±  2.65  ppm),  followed  by  spring
(413.58 ± 1.25 ppm) and autumn (412.09 ± 2.88 ppm), and
is  lowest  in  summer  (407.87  ±  3.34  ppm).  The  features  of
the XCO2 seasonal variation in Beijing are similar to observa-
tions from other  FTIR observation sites  in the mid-latitude
northern  hemisphere.  Intensity  of  photosynthesis,  which  is
related to the latitude of the observation site, is the main rea-
son  for  the  seasonality  in  XCO2 variation.  The  peak  and
trough  of  monthly  XCO2 means  were  found  in  December
(415.72 ± 3.18 ppm) and August (404.87 ± 1.47 ppm), respec-
tively,  which  differ  slightly  from other  FTIR  stations.  The
monthly XCO2 in Paris, Park Falls, Karlsruhe, and Xianghe
stations reach a  peak in March to April,  whereas Pasadena

and  Beijing  stations  reach  a  peak  in  December.  The
monthly XCO2 of Beijing, Xianghe, Paris, Park Falls, Karl-
sruhe reach a trough in August, whereas Pasadena reaches a
trough in September.

Values  of  XCO  ranging  from  85  to  192  ppb  are
observed  in  Beijing.  The  XCO  in  Beijing  was  higher  than
the values from other cities in the northern hemisphere and

Table 1.   Seasonal variability of average XCO2 and XCO in 2019
observed by EM27.

Season XCO2 (ppm) XCO (ppb)

Spring
(March to May)

413.58 ± 1.25 109.58 ± 5.49

Summer
(June to August)

407.87 ± 3.34 120.50 ± 4.28

Autumn
(September to November )

412.09 ± 2.88 112.37 ± 5.58

Winter
(December to February)

414.33 ± 2.65 115.78 ± 3.36

 

 

Fig.  4. Monthly  variations  in  (a)  XCO2 and  (b)  XCO  observed  at  Beijing,  Xianghe,  Karlsruhe,  Pasadena,
Tsukuba, and Paris during 2019. The geographical coordinates of each site are shown in the figure legend.
The error bars are the monthly standard deviation of XCO2 and XCO.
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lower  than  that  of  the  Xianghe  station  (Fig.  4b),  implying
the  presence  of  high  regional  emissions  in  the
Beijing–Xianghe region. As can be concluded from Table 1,
XCO is highest in summer (120.50 ± 4.28 ppb), followed by
winter (115.78 ± 3.36 ppb) and autumn (112.37 ± 5.58 ppb),
and is lowest in spring (109.58 ± 5.49 ppb). The seasonal vari-
ation in  Beijing is  similar  to  the  variation in  Xianghe.  The
increase of  CO during winter  in  Beijing could be from the
increased heating time of  vehicle  catalysts  at  low tempera-
tures (Han et al., 2009) and domestic heating. The seasonal
variations in Karlsruhe, Pasadena, and Paris show XCO val-
ues  that  are  highest  in  spring  and  lowest  in  summer  and
autumn.  The  XCO  in  summer  for  the  Beijing-Xianghe
region  presents  a  seasonal  variation  opposite  of  the  other
three urban sites. Carbon monoxide (CO) reaches a minimum
during summer at those sites due to strong ultraviolet radiation
and high humidity, facilitating the formation of OH, which
consumes more CO in the atmosphere (Té et al., 2016; Li et
al.,  2020).  Carbon  monoxide  (CO)  concentration  was  also
found to be lowest in summer from 2006 to 2018 at the Shang-
dianzi  (SDZ) in  situ  site,  a  rural  region near  Beijing (Li  et
al.,  2020).  This  result  is  consistent  with  the  Karlsruhe,
Pasadena, and Paris sites. The high XCO values in summer
observed in urban Beijing and Xianghe could be associated

with strong anthropogenic emissions. 

3.2.    ΔXCO:ΔXCO2 correlation observed by the FTS

Carbon monoxide (CO) is co-emitted and co-transported
to  the  observation  site  with  CO2.  The  slopes  of  ΔXCO  to
ΔXCO2 reflect  the  overall  combustion  efficiency  of  the
observed airmass. Figure 5 shows the daily regression slope
and the Pearson correlation coefficients (R2)  of ΔXCO and
ΔXCO2 based on the diurnal variation method. Daily regres-
sion slopes are mostly around 10 ppb ppm–1. Daily correlation
coefficients are generally larger than 0.5 on 78% of the obser-
vation  days.  Significant  positive  correlations  between
ΔXCO  to  ΔXCO2 in  winter,  spring,  and  autumn  indicate
that  most  air  parcels  originate  from  combustion  sources.
Approximately  61% of  the  daily  correlation  coefficients  in
summer (grey shaded region in Fig. 5) are small (< 0.1) and
even negative, and the regression slope shows large uncertain-
ties. This suggests that CO2 emissions are dominated by non-
CO-related sources in summer. In situ observations near Bei-
jing also captured the low correlation in summer (Wang et
al., 2010). The main reason is that the CO2 signals were signif-
icantly mixed with enhanced biospheric CO2 uptake during
the  growing  season,  which  could  offset  the  anthropogenic
emissions in urban areas. It is necessary for CO and CO2 to

 

 

Fig. 5. (a) The time series of the daily slope of ΔXCO and ΔXCO2 observed by EM27 over IAP. The error
bar represents the confidence bounds for the slope estimates. (b) The time series of correlation coefficient (R2)
of  ΔXCO and ΔXCO2.  The  red  triangles  represent  observations  with R2 less  than 0.1,  and the  blue  circles
represent R2 larger than 0.1. Summertime is indicated by grey shading.
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share a common combustion process when using CO as the
anthropogenic tracer for CO2 to investigate regional combus-
tion efficiency.  One straightforward approach is  to  remove
the observations in the growing season (Wang et al.,  2010;
Shan  et  al.,  2019).  Still,  we  found  some  strong  correlation
days  in  summer  (Fig.  5b),  so  we  excluded  the  non-CO-
related  observations  (R2 ≤ 0.1).  Before  filtering  the  data,
(ΔXCO:ΔXCO2)d observed for urban Beijing is 8.94 ± 0.13
ppb ppm−1 with an R2 of 0.80. Removal of the strong biologi-
cally-affected  days  contributed  to  the  elevated  (ΔXCO:
ΔXCO2)d of 10.46 ± 0.11 ppb ppm−1 and an R2 of 0.86.

We  extended  our  analysis  to  comparisons  of  (ΔXCO:
ΔXCO2)d based on other FTS station datasets of the mid-lati-
tude  northern  hemisphere  in  and  around  2019  (Table  2).
The FTS stations are set  up in either an urban or suburban
environment  with  varied  emissions  sources:  the  Pasadena
site is located on the southern coastal air basin of California
with  a  population of  nearly  17 million,  the  Tsukuba site  is
located in a highly urbanized city near Tokyo with a popula-
tion  of  2.28  million,  the  Paris  site  is  in  the  most  populous
city in France (2.24 million), the Karlsruhe site is a smaller
urban region surrounded by forest,  which has  a  population
of nearly 0.3 million. Stronger correlations between ΔXCO
and  ΔXCO2 exist  with  high  regression  slope  values  in  the
densely  populated  urban  regions  (Beijing,  Pasadena,
Tsukuba,  Paris,  and  Karlsruhe).  The  values  of  (ΔXCO:
ΔXCO2)d observed in Chinese cities (10.46 ppb ppm−1 in Bei-
jing,  6.76  ppb  ppm−1 in  Xianghe)  are  significantly  higher
than stations in other nations. In addition, (ΔXCO:ΔXCO2)d

in  Beijing  is  the  highest  among  all  the  cities  we  included,
implying a high pollution per amount of CO2 emissions and
relatively lower combustion efficiency over Beijing.

According  to  the  in  situ  observations,  Wang  et  al.
(2010) found a ΔCO:ΔCO2 value of 41.7 ppb ppm−1 at  the
Miyun background site in Beijing from 2007 to 2008. Han
et al. (2009) derived a ΔCO:ΔCO2 value of 43.4 ppb ppm−1

during  the  2006  winter  at  an  urban  site  in  Beijing.  Using
XCO retrievals from NASA/Terra Measurement of Pollution
in  the  Troposphere  (MOPITT)  and  XCO2 retrievals  from
the Japan Aerospace Exploration Agency Greenhouse gases
Observing Satellite (GOSAT), Silva et al. (2013) estimated
ΔXCO:ΔXCO2 in  Beijing/Tianjin  to  be  43.5  ppb  ppm−1

from  2009  to  2010.  These  values  are  significantly  larger
than  our  estimated  value  (10.46  ppb  ppm−1).  The  reason
could be that China has implemented pollution control poli-

cies since 2013. As a result, the combustion efficiency signifi-
cantly  increased  as  CO  emissions  decreased  (Zheng  et  al.,
2018b; Feng et al., 2019b; Li et al., 2020). Shan et al. (2019)
estimated ΔCO:ΔCO2 to  be  15.99,  8.02,  and 5.67 ppb ppm−1

based on in  situ,  ground-based FTS,  and satellite  measure-
ments  (GOSAT,  MOPITT),  respectively,  at  Hefei  from
2015  to  2016.  Li  et  al.  (2020)  estimated  ΔCO:ΔCO2 to  be
25.5  ppb  ppm−1 at  the  SDZ site  near  Beijing  in  2018.  The
ΔXCO:ΔXCO2 value  we  calculated  (10.46  ppb  ppm−1)  is
close  to  the  value  estimated  from  ground-based  FTS  at
Hefei in 2015−16 (8.02 ppb ppm−1) and is about 60% lower
than  the  near-surface  observed  value  at  SDZ  (25.5  ppb
ppm−1).  The  value  of  ΔCO:ΔCO2 based  on  FTS (8.02  ppb
ppm−1) at Hefei is about 50% lower than in situ observations
(15.99 ppb ppm−1)  (Shan et  al.,  2019).  In situ observations
only  capture  the  near-surface  signal  of  a  small  sampling
area  in  the  local  planetary  boundary  layer.  In  contrast,  the
FTS observations detect the whole layer of the atmosphere,
which may weaken the near-surface signal. The FTS observa-
tions have larger footprint compared to in situ observations
and  could  be  more  representative  to  the  regional  flux
(Wunch et al., 2016) 

3.3.    Effect of regional transportation on ΔXCO:ΔXCO2

Transportation  governed  by  weather  conditions  plays
an  important  role  in  the  day-to-day  variations  in  CO  and
CO2 in Beijing (Feng et al., 2019a; Panagi et al., 2020). Air
pollution  is  concentrated  in  Beijing’s  southern  and  eastern
parts (Feng et al.,  2019a). We identified source regions for
each  observation  based  on  X-STILT  footprints.  Pathways
are  characterized  by  sources  in  the  northwest  (NW)  and
north China plain (NCP) according to the year-round average
24-hour backward footprints (Figs. 6c and 6e), which share
62.93%  and  26.72%  of  the  observation  days,  respectively.
Higher XCO2 and XCO occurred when air masses originated
from the NCP region. Clean air masses originating from the
NW are less affected by human activities, which may cause
the observed decrease in XCO2 and XCO.

When an air mass passes over different source regions,
the  correlation  between  CO  and  CO2 shows  different  pat-
terns. As shown in Figs. 6b and 6d, (ΔXCO:ΔXCO2)d origi-
nating  from  the  clean  region  is  8.23  ±  0.1  ppb  ppm−1 and
from the polluted region is 11.46 ± 0.2 ppb ppm−1. Advection
that brings air masses containing emissions from the NCP con-
tributed  to  an  elevated  proportion  of  (ΔXCO:ΔXCO2)d,

Table 2.   Comparison of ΔXCO:ΔXCO2 in different FTS stations close or within the urban area in the northern hemisphere.

FTS station (longitude, latitude) Time period ΔXCO:ΔXCO2 (ppb ppm−1) R2

Beijing, CHN (39.98°N, 116.39°E) 2019.1−2019.12 10.46 ± 0.11 0.86
Xianghe, CHN (39.75°N, 116.96°E) 2018.7−2019.7 6.76 ± 0.70 0.52

Karlsruhe, DE (49.10°N, 8.44°E) 2018.1−2019.12 1.84 ± 0.21 0.52
Pasadena, US (34.14°N, 118.13°E) 2019.1−2019.12 4.06 ± 0.18 0.61
Tsukuba, JP (36.05°N, 140.12°E) 2018.1−2019.9 4.68 ± 0.22 0.58

Paris, FR (48.97°N, 2.37°E) 2019.1−2019.12 3.06 ± 0.06 0.76
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which exceeded the annual slope (10.46 ± 0.11 ppb ppm−1).
 

3.4.    Comparison  of  the  observed  and  modeled  regional
XCO2 and XCO enhancement

The  regression  slope  of  ΔXCO:ΔXCO2,  based  on  the
regional enhancement method (ΔXCO:ΔXCO2)r, is estimated
to  be  9.06  ±  1.89  ppb  ppm–1,  which  is  consistent  with  the

value  of  (ΔXCO:ΔXCO2)d (10.46  ±  0.11  ppb  ppm–1).  The
ratio (ΔXCO:ΔXCO2)d is calculated solely based on the diur-
nal  variation  observed  by  EM27.  In  contrast,  (ΔXCO:
ΔXCO2)r is  estimated by subtracting the  background value
from  the  observations.  Uncertainty  in  background  value
yields  more  uncertainty  for  (ΔXCO:ΔXCO2)r compared  to
(ΔXCO:ΔXCO2)d.

 

 

Fig.  6. (a)  Correlations  of  ΔXCO and  ΔXCO2 in  2019.  (b,  d)  Correlations  of  ΔXCO and  ΔXCO2 in  2019
originating from the NW and NCP upwind sources. R2 is the correlation coefficient of ΔXCO and ΔXCO2.
slope2019 is  the  regression  slope  of  ΔXCO  and  ΔXCO2.  (c,  e)  Maps  of  mean  24-hour  backward  footprint
[ppm / (μmol m−2 s−1), lg(x)] with 0.25° resolution at IAP, Beijing, starting at 1200 LST in 2019, originating
from the NW (c) and NCP (e). The closed blue line indicates the BTH area. Only footprint values larger 10−2

ppm / (μmol m−2 s−1) are displayed.
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The  estimated  values  for  ΔXCO  and  ΔXCO2 from
regional enhancement versus the background were used for
comparison with the model simulation at hourly timescales
(Figs. 7 and 8). The modeled ΔXCO2 (hereafter ΔXCO2,sim)
was simulated from the MEIC and PKU anthropogenic emis-
sion  inventories  (ΔXCO2,  MEIC and  ΔXCO2,  PKU).  The

observed  enhancement  ΔXCO2 (hereafter  ΔXCO2,obs)  was
the difference between the observed urban XCO2 (XCO2,obs)
and the XCO2 background (XCO2,back) from model. Summer
data is excluded due to the unavailable background data for
CO  (detailed  in  the  next  paragraph).  The  same  trend  is
shared by XCO2,back and XCO2,obs as shown in Fig. 7a.

 

 

Fig.  7. (a)  Measured  XCO2 and  CAMS  background  concentration.  (Only  1100  to  1600  LST  periods  are
displayed). (b−c) Hourly measured and modeled regional enhancement ΔXCO2 for each fossil-fuel emission
inventory (b for MEIC, c for PKU).

 

 

Fig. 8. Hourly measured and modeled XCO for (a) MEIC and (b) PKU.
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Figures  7b and 7c show  the  correlation  between
ΔXCO2,obs and ΔXCO2,sim. The x-intercept of the linear fitting
equation  of  (~1  ppm  for  MEIC  and  PKU)  represents  the
ΔXCO2,obs value with no anthropogenic effect.  The bias of
ΔXCO2,obs and ΔXCO2,sim was mainly attributed to the error
from  emission  inventories,  background  XCO2 values,  and
transport  simulation.  Both  the  observed  and  modeled
ΔXCO2 are in good agreement, with correlation coefficients
(R2) of 0.70 and 0.73 for MEIC and PKU, respectively. The
slope  of  the  fitting  equation  denotes  the  ratio  of  the
observed  ΔXCO2 change  to  the  modeled  ΔXCO2 change.
Many previous studies attempted to use the slope value as a
scale factor to evaluate and constrain regional CO2 emissions
(Sargent  et  al.,  2018; Shekhar  et  al.,  2020; Yang  et  al.,
2020a). The slope for MEIC (0.89 ppm ppm–1) is closer to
the 1:1 line than PKU (0.61 ppm ppm–1).  According to the
regression slope value, MEIC underestimates approximately
11% of CO2 emissions surrounding Beijing and PKU underes-
timates approximately 49%.

Figure  8 denotes  the  correlation  plots  of  observed
ΔXCO  (ΔXCOobs)  and  modeled  ΔXCO  (ΔXCOsim).  The
ΔXCOobs data is correlated to ΔXCOsim with R2 of 0.71 and
0.73 for MEIC and PKU, respectively. The minimum of the
observed XCO (80.0 ppb) was taken as a constant XCO back-
ground  value.  The  x-intercepts  for  MEIC  (77.63  ppb)  and
PKU (80.79 ppb) show consistency and agree with the mini-
mum of observed XCO. However, the constant background
value could not capture the variation of the true XCO back-
ground, especially for summer with strong biological-influ-
enced (detailed in section 3.1). Therefore, the ΔXCO data in
Summer are excluded. The slopes for MEIC (1.3 ppb ppb–1)
and  PKU  (1.35  ppb  ppb–1)  indicate  an  overestimation  of
approximately 30% and 35%, respectively, for CO emissions
surrounding Beijing. 

3.5.    Comparison  the  observed  and  simulated  ΔXCO:
ΔXCO2

Many studies have compared the observed ΔCO:ΔCO2

with emission inventories (Turnbull et al., 2011; Tohjima et
al.,  2014; Shan  et  al.,  2019).  To  calculate  the  simulated
ΔCO:ΔCO2 with emission inventories on a regional scale, it
is essential to know that the observational site is representa-
tive of the region. A few studies roughly specified a geometric
bounding  box  outlining  the  region  which  influences  the
observed value (Wunch et al., 2009; Hu et al., 2019; Shan et
al., 2019). However, ΔCO:ΔCO2 calculated based on the geo-
metric bounding method is sensitive to the specified size of
the enclosed area. A circle centered upon the EM27 observa-

tion  site  was  specified  as  the  influencing  region.  As  the
source  area  radius  ranges  from  50  to  500  km,  ΔCO:ΔCO2

varies  from 17.00  to  19.77  ppb  ppm–1 for  MEIC,  32.28  to
53.74  ppb  ppm–1 for  PKU,  respectively.  The  results  show
great uncertainty among different inventories and influencing
areas.  This  method  is  based  on  the  assumption  that  each
grid in the specific geometric region of the emission map con-
tributes equally to the observed concentration.

The region of influence and the sensitivity of each influ-
encing grid to the observations vary over time. Using surface
hourly backward column footprints for each measurement is
a common and robust way to quantify the sensitivity of the
atmospheric  concentration  changes  at  the  receptor  to
upwind source regions using units of concentration per unit
flux (Turnbull et al., 2011; Tohjima et al., 2014). Each foot-
print  is  convolved  with  the  corresponding  hourly  gridded
emission  inventories  (PKU,  MEIC).  The  modeled  anthro-
pogenic enhancement of CO and CO2 at the receptor site is
the  sum  of  contributions  from  the  sensitive  emission  grid
flux (detailed in section 2.3). The linear regression slopes of
the modeled ΔXCO:ΔXCO2 based on PKU, MEIC, and obser-
vations  are  shown  in Table  3.  The  outliers  are  excluded
according to the three standard deviations criterion. Modeled
ΔXCO shows  a  good  relationship  with  ΔXCO2 with R2 of
0.97 for MEIC and 0.96 for PKU. The modeled data displays
a  slightly  greater  correlation  than  the  observed  ΔXCO and
ΔXCO2 (R2 =  0.86  for  the  diurnal  variation  method, R2 =
0.83  for  the  regional  enhancement  method).  The  reason  is
that  modeled  values  only  take  the  anthropogenic  influence
of CO into account, ignoring the CO2-related but not the CO-
related signal,  such as  the resident  respiration of  CO2.  The
observed ΔXCO and ΔXCO2 values based on regional back-
ground  enhancement  display  the  weakest  correlation  (R2 =
0.83)  due  to  the  uncertainty  of  the  modeled  background
value.  The  simulated  regression  slope  of  ΔXCO  and
ΔXCO2 in  2019 is  14.91  ±  0.36  ppb ppm−1 for  MEIC and
21.04 ± 0.70 ppb ppm−1 for PKU. The MEIC and PKU inven-
tories  are  42.54%  and  101.15%  higher  than  the  observed
value (10.46 ± 0.11 ppb ppm−1), respectively.

In  recent  studies,  ΔXCO:ΔXCO2 based  on  EDGAR
(PKU)  emission  inventories  are  about  256.59%  (219.39%)
larger  than  the  values  calculated  from  the  FTS  in  Hefei
2015−16,  and  207.86%  (173.31%)  larger  than  those  in
2016−17  (Shan  et  al.,  2019).  Silva  and  Arellano  (2017)
found that ΔCO:ΔCO2 based on the EDGAR inventory was
50%  higher  than  the  value  estimated  by  satellites  in  the
megacities of China. Wang et al. (2010) found that the bot-
tom-up  estimate  of  ΔCO:ΔCO2 was  19.2%  larger  than  the

Table 3.   Comparison of the observed and simulated ΔXCO:ΔXCO2.

Dataset ΔXCO:ΔXCO2 (ppb ppm−1) R2

Emission inventories MEIC 2019 14.91 ± 0.36 0.97
PKU 2019 21.04 ± 0.70 0.96

Observations FTS (diurnal variation) 2019 10.46 ± 0.11 0.86
FTS (regional enhancement versus background) 2019 9.06 ± 1.89 0.83
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observations at Miyun, Beijing, during winter 2006. Despite
the observation and comparative methods, the emission inven-
tories  in  urban  China  might  overestimate  ΔCO:ΔCO2.  The
lack of consideration of CO2 emissions from the respiration
of the residents in dense urban regions may lead to the overes-
timation  of  bottom-up-based  ΔCO:ΔCO2 (Wang  et  al.,
2010).  Either  the  overestimation of  CO anthropogenic  flux
or under-consideration of CO sinks are possible reasons for
the elevated bottom-up estimates of ΔCO:ΔCO2 (Vardag et
al., 2015; Shan et al., 2019).

The  main  reason  why  MEIC  and  PKU  overestimated
ΔXCO:ΔXCO2 surrounding Beijing is likely due to the over-
estimation of the regional CO emissions and underestimation
of CO2 emission. The ΔXCO and ΔXCO2 discussed in section
3.4 are directly linked to the regional emission. The difference
between the modeled and observed ΔXgas is directly propor-
tional  to  the  difference  between  the  emission  inventories
and the actual emission. The deviation of the regression fitting
equation with the 1:1 line shows the model-observed differ-
ence. The slope value of modeled ΔXCO to observed is less
than one, suggestive of typical overestimations of CO emis-
sions  of  30%  and  35%  for  MEIC  and  PKU,  respectively.
The underestimation of CO2 emissions magnifies the effects
of  overestimated  CO  emission,  which  contributes  to  the
larger  difference  between  the  modeled  ΔXCO:ΔXCO2 and
the observed ratio. For MEIC, a relatively smaller underesti-
mation  of  CO2 emissions  makes  the  modeled  ΔXCO:
ΔXCO2 closer to observations. 

4.    Conclusions

Data  was  collected  for  clear  days  over  one  year  for
XCO and XCO2 using the portable FTS EM27 in the urban
area of metropolitan Beijing. The overall variation in XCO2

typical variations in anthropogenic emissions (traced by the
XCO  variation)  which  are  overlaid  upon  the  biogenic  and
meteorological  field  effects.  Correlation  analyses  between
the XCO and XCO2 enhancements provided useful informa-
tion  to  identify  the  characteristic  of  combustion  efficiency
in Beijing. The (ΔXCO:ΔXCO2)d observed in urban Beijing
(10.46 ± 0.11 ppb ppm−1) is higher than other FTS urban sta-
tions (Karlsruhe, Pasadena, Tsukuba, and Paris), suggesting
a  high  anthropogenic  proportion  of  CO2 emissions  and
lower  combustion  efficiency  in  Beijing.  Daily  ΔXCO:
ΔXCO2 varies remarkably with seasonality and weather condi-
tions.  The  ΔXCO:ΔXCO2 in  summer  shows  large  uncer-
tainty, and the correlation of ΔXCO and ΔXCO2 is weaker
than the other three seasons. According to the air mass path-
ways  arriving  in  Beijing  tracked  by  the  WRF-XSTILT
model,  the  observation  site  had  upwind  sources  from  the
NW and NCP of 62.93% and 26.72% of overall observation
days, respectively. Air masses passing over the NCP region
increased the proportion of ΔXCO to ΔXCO2 (11.46 ± 0.20
ppb ppm−1), which exceeded the slope with a clean upwind
source (8.23 ± 0.10 ppb ppm−1). When backward column foot-
prints were combined with emission inventories, observations

could be quantitatively compared with the emission invento-
ries.  The  MEIC  and  PKU  inventories  are  42.54%  and
101.15%  higher  than  the  observed  values,  respectively.
After  comparing  the  observed  regional  enhancement  with
the modeled ΔXCO and ΔXCO2, the main reason for the dif-
ference is  the overestimation of  the regional  CO emissions
and underestimation of CO2 emission. The less drastic under-
estimation  of  CO2 emissions  for  the  MEIC  results  in  the
improved  modeling  of  ΔXCO:ΔXCO2 compared  to  PKU.
This work highlights the necessity for long-term column mea-
surements in the heavily CO-emitting Beijing region. How-
ever, one station could only capture limited information on
a regional scale within a larger urban signal. The background
value obtained from the model  contains a  degree of  uncer-
tainty. Compared to in situ surface observations, FTS stations
only record the Xgas in clear-sky days, which can potentially
lead to bias from a less homogeneous sampling. An intensive
experimental  FTS  station  combined  with  WRF-XSTILT
could open up additional potential pathways for regional emis-
sions studies.
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ABSTRACT

Surface solar irradiance (SSI) nowcasting (0–3 h) is  an effective way to overcome the intermittency of solar energy
and to ensure the safe operation of grid-connected solar power plants. In this study, an SSI estimate and nowcasting system
was established using the near-infrared channel of Fengyun-4A (FY-4A) geostationary satellite. The system is composed of
two key components: The first is a hybrid SSI estimation method combining a physical clear-sky model and an empirical
cloudy-sky model.  The second component  is  the SSI nowcasting model,  the core of  which is  the derivation of  the cloud
motion  vector  (CMV)  using  the  block-matching  method.  The  goal  of  simultaneous  estimation  and  nowcasting  of  global
horizontal irradiance (GHI) and direct normal irradiance (DNI) is fulfilled. The system was evaluated under different sky
conditions  using  SSI  measurements  at  Xianghe,  a  radiation  station  in  the  North  China  Plain.  The  results  show  that  the
accuracy of GHI estimation is higher than that of DNI estimation, with a normalized root-mean-square error (nRMSE) of
22.4% relative to 45.4%. The nRMSE of forecasting GHI and DNI at 30–180 min ahead varied within 25.1%–30.8% and
48.1%–53.4%,  respectively.  The  discrepancy  of  SSI  estimation  depends  on  cloud  occurrence  frequency  and  shows  a
seasonal pattern, being lower in spring–summer and higher in autumn–winter. The FY-4A has great potential in supporting
SSI nowcasting, which promotes the development of photovoltaic energy and the reduction of carbon emissions in China.
The system can be improved further if calibration of the empirical method is improved.
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Article Highlights:

•  A Fengyun-4A-based solar energy estimate and forecasting system is established.
•  A hybrid method with the capability of simultaneous estimation of GHI and DNI is developed.
•  The application of this system in the North China Plain shows good performance in forecasting solar energy.

 

 
   

1.    Introduction

To achieve carbon peak and neutrality goals, China will
increase the share of renewable energy in its energy structure
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to reduce carbon emissions (Shi et al., 2021; Li et al., 2022).
China  has  the  world's  largest  installed  photovoltaic  (PV)
capacity  and  growth  rate  (IRENA,  2020).  Until  August
2021, China had an installed capacity of 275.1 GW and had
surpassed  its  2016  capacity  by  255.4%.  The  ratio  of
installed  capacity  to  China’s  full-caliber  installed  capacity
has  increased  from 4.7% (2016)  to  12.0% (August  2021)a.
The  share  of  PV  energy  in  China's  energy  structure  will
undoubtedly  increase  significantly  in  the  coming  decades
(Burandt  et  al.,  2019; Prăvălie  et  al.,  2019; Li  et  al.,  2020;
Bai  et  al.,  2021).  The  intermittence  and  instability  of  solar
energy, however, pose a major challenge for the integration
of  solar  PV  into  the  energy  grid.  Solar  energy  mainly
depends on the availability of surface solar irradiance (SSI),
which is highly susceptible to variations in atmospheric com-
ponents (clouds, aerosols, water vapor, etc.). This results in
significant  fluctuations  in  the  PV output  power.  Therefore,
accurate forecasting of SSI fluctuations is of great importance
for  utilizing  and  developing  solar  PV and  reducing  carbon
emissions (Lamsal et al., 2018; Senatla and Bansal, 2018).

The  forecast  method  for  SSI  is  generally  divided  into
three  categories.  Years-  and  decades-ahead  predictions  are
mainly made using climate models that are commonly used
for  solar  PV  plant  deployment  and  planning  (Wild  et  al.,
2015; Zou et al., 2019). For short-term (day/hour-scale) fore-
casts, regional numerical weather prediction (NWP) simula-
tions  are  advantageous;  the  results  obtained  through  these
are  useful  for  scheduling  and  optimizing  microgrids  and
grid-connected  power  allocation  for  the  next  24–48  hours
(Antonanzas et al., 2016; Razagui et al., 2021). For nowcast-
ing (0–3 h ahead), satellite-based methods are widely used,
which is important for the safe operation, control, and man-
agement of PV plants and is also a prerequisite for grid con-
nection of PV plants (Zhu et al., 2019).

The satellite-based SSI  nowcasting  method consists  of
two  components.  The  first  is  to  estimate  SSI  as  accurately
as possible using satellite reflectance measurements. The sec-
ond is to forecast SSI at the next target time, which requires
estimation of  the cloud motion vector  (CMV).  The diverse
methods used to estimate SSI from satellites can be divided
broadly  into  physical  and  semi-empirical  methods;  both
have  been widely  used  for  different  satellites  (e.g.,  NOAA
series, Meteosat Second Generation (MSG), and Himawari-
8) (Kallio-Myers et al., 2020; Peng et al., 2020; Letu et al.,
2021).  The  physical  method  uses  atmospheric  and  surface
properties  retrieved  from  satellite  measurements  and  other
sources, such as reanalysis products, to drive a radiative trans-
fer  model  to  calculate  SSI.  This  method  is  based  on  solid
physical foundations, and its uncertainty depends heavily on
the availability and accuracy of the input variables. Addition-
ally, this method requires more computing power than empiri-
cal  methods.  The  semi-empirical  method  estimates  SSI
directly from satellite observations using a simple but effec-

tive method.  One representative method of  this  kind in the
solar  energy  community  is  the  semi-empirical  method  for
MSG, called the Heliosat method. This method was originally
developed  in  the  last  century  and  has  greatly  facilitated
research and application of solar energy in Europe (Cros et
al., 2004; Rigollier et al., 2004). The basic principle is very
simple,  but  its  operational  implementation  is  delicate  and
requires  a  fair  amount  of  site-specific  accounting  (Kleissl,
2013). In recent years, machine learning, which can be classi-
fied as an empirical method, has developed rapidly for SSI
estimation (Damiani et al., 2018; Peng et al., 2020). Empirical
methods  mainly  use  satellite  observation  and  generally  do
not  need  atmospheric  and  surface  properties.  Therefore,
they can be extremely useful when atmospheric and surface
properties are not reliably available or have large uncertainties
(Huang  et  al.,  2019).  Another  advantage  of  this  method  is
that SSI estimations can be obtained in the native spatial reso-
lutions of the original satellite measurements. This is very use-
ful for solar energy forecasting because the higher the spatial
resolution, the better is the application.

With  regard  to  CMV  derivation,  three  methods  are
widely used: phase correlation, optical flow, and block-match-
ing (Amillo et al., 2014; Kallio-Myers et al., 2020; Yang et
al., 2020). The phase correlation method obtains motion infor-
mation from the phase difference of consecutive fields. The
basic principle is the shift property of the Fourier transform,
which states that translation of pixels in the spatial domain
produces proportional phase shifts in the frequency domain
(Wang  et  al.,  2018).  The  optical  flow  method  derives  the
CMV based on the image gradient in which three assumptions
are made. First, the pixel brightness of the image is constant
between  the  two  frames.  Second,  the  motion  in  the  image
varies little over time. Third, the same or similar motion is
shared by the target pixel and its neighboring pixels, i.e., the
spatial smoothing is constrained (Nonnenmacher and Coim-
bra, 2014). The block-matching method assumes that cloud
structures are constant along motion trajectories over a short
time period. The CMV is calculated through the cloud struc-
ture displacement obtained from consecutive images (Ham-
mer  et  al.,  1999).  CMV  is  generally  obtained  by  directly
using 2–3 images from geostationary satellites taken within
a short period of time. Retrievals of cloud physical proper-
ties,  such  as  cloud  optical  thickness,  cloud  top  height,  and
cloud  effective  radius,  have  been  shown  to  improve  the
CMV derivation (Wang et al., 2019).

SSI nowcasting can be achieved using a combination of
CMV information and SSI estimates. Numerous SSI nowcast-
ing  studies  have  been  conducted  based  on  satellite  sensors
(e.g.,  Spinning  Enhanced  Visible  and  Infrared  Imager
(SEVIRI))  (Arbizu-Barrena  et  al.,  2017; Gallucci  et  al.,
2018; Mouhamet et al., 2018; Wang et al., 2019). Fengyun-
4A (FY-4A), launched by China in 2016, is a new generation
geostationary meteorological satellite. The advanced geosyn-
chronous radiation imager (AGRI) on board the FY-4A can
provide images with much higher spatial, temporal, and spec-
tral resolutions than previous imagers. It has great potential

 
a http://www.nea.gov.cn/2021-09/18/c_1310196220.htm. (in  Chi-
nese)
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for SSI nowcasting, which still needs to be explored (Zhang
et  al.,  2020; Xian  et  al.,  2021).  There  have  been  a  few
attempts, but all were limited in their spatial and temporal cov-
erage and satellite-based detection of cloud motion (Yang et
al., 2019; Chen et al., 2020; Yang et al., 2020). More impor-
tantly, many issues still require further investigation.

In this study, we explore the potential of FY-4A in SSI
nowcasting. We attempt to answer the following three scien-
tific questions: 1) Can the clear-sky model be used to accu-
rately estimate clear-sky SSI even under heavy pollution con-
ditions. 2) what is the accuracy of SSI estimation expected
by using an empirical method to the AGRI onboard the FY-
4A, and how can its accuracy be improved. and 3) Can the
empirical method be extended to DNI estimation, and what
is the expected accuracy. China has a vast absolute area of
DNI superb potential [>200 000 km2, (Prăvălie et al., 2019)],
which means that accurate estimates and nowcasting of DNI
fluctuations are extremely important for the development of
solar PV energy in China. Therefore, it is of great significance
to  explore  FY-based  DNI  estimates  and  the  nowcasting
method.

This paper is organized as follows: Section 2 describes
the clear-sky model, SSI estimates model, nowcasting algo-
rithm,  and  data  used  in  the  study.  Section  3  presents  the
results of the evaluation of FY-4A SSI estimates and forecast
products. The discussion and conclusions are presented in sec-
tions 4 and 5. 

2.    Data and methodology
 

2.1.     Data

FY-4A  is  located  over  the  equator  at  a  longitude  of
104.7°E.  The  AGRI  onboard  the  FY-4A  takes  satellite
images of China and its surrounding areas with varying spatial
(from 0.5 km to 16 km) and temporal (from 15 min to 2 h) res-
olutions. To simplify the method and thereby fulfill the opera-
tional  usage  of  the  method,  we  only  used  Level  1  spectral
reflectance at the near-infrared channel (0.83 μm) with a spa-
tial resolution of 1 km to calculate the cloud index (CI) and
CMV information. The data are available online (http://satel-
lite.nsmc.org.cn/portalsite/default.aspx).

The  Modern-Era  Retrospective  Analysis  for  Research
and  Applications  version  2  (MERRA-2)  uses  the  Goddard
Earth Observing System Version 5 data assimilation system.
MERRA-2 provides long-term (from 1980 to the present) radi-
ation,  meteorological,  and  atmospheric  aerosol  products,
which have been widely used to study atmospheric environ-
ments,  climate  change,  and  solar  energy  (Randles  et  al.,
2017).  The  hourly  MERRA-2  aerosol  optical  depth  at  550
nm (AOD550), Ångström exponent (AE), precipitable water
vapor,  ozone  amount,  and  surface  albedo  products  (http://
disc.sci.gsfc.nasa.gov)  are  used  to  drive  a  parametrization
radiative transfer model to calculate clear-sky SSI.

The SSI measurements at Xianghe (39.75°N, 116.95°E,
Fig. 1) in 2018 were used for the evaluation. GHI and DNI
were measured using a Kipp and Zonen CM21 pyranometer

and  CHPI  pyrheliometer,  respectively  (Liu  et  al.,  2021).
The SSI measurements were quality controlled through proce-
dures recommended by the Baseline Surface Radiation Net-
work,  with  uncertainties  of  approximately  6%  and  3%  for
GHI and DNI,  respectively.  Only quality-assured measure-
ments  were  used  for  the  evaluation,  which  led  to  different
sample numbers of GHI and DNI. Xianghe is located in the
Beijing–Tianjin–Hebei  region,  which  is  a  typical  polluted
region in  China.  This  region has  been gradually  increasing
the share of solar PV energy in its total energy consumption
to balance energy requirements with environmental  protec-
tion.

1-minute  SSI  measurements  were  used to  detect  cloud
occurrence using a random forest method (Liu et al., 2021).
Daily cloud occurrences were used to classify each day into
four  distinct  categories:  C1:  0%–10%;  C2:  10%–50%;  C3:
50%–90%; C4: 90%–100%, roughly corresponding to clear,
moderately  clear,  cloudy,  and  overcast  conditions,  respec-
tively.  The  SSI  estimates  and  nowcasting  were  evaluated
under these four sky conditions to investigate their potential
different performances.

Figure 2 presents the monthly occurrence frequency of
these four sky types in 2018. The cloud occurrence frequency
showed a seasonal pattern. Skies were much clearer in winter
than in other seasons, while overcast skies dominated in sum-
mer, especially in July when 27 days were overcast. 

2.2.     Methodology
 

2.2.1.    Clear-sky model

Clear-sky  SSI  estimation  is  a  critical  step  in  empirical
SSI  algorithms.  In  this  work,  clear-sky  SSI  was  calculated
using  the  REST2v5  model  because  of  its  excellent  perfor-
mance  for  supporting  SSI  estimates  and  nowcasting  in  a
worldwide test under various conditions (Antonanzas-Torres
et  al.,  2019; Sun et  al.,  2021).  REST2 splits  the  shortwave

 

Xianghe

(a)

(b)

Fig. 1. (a) Geographical location of Xianghe observation site,
and (b) the instrument.
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spectrum into two bands (290–700 nm and 700–4000 nm),
and DNI and diffuse horizontal irradiance (DHI) are parame-
terized for each band (Gueymard, 2008). The GHI is calcu-
lated as the summation of the DNI multiplied by the cosine
of the solar zenith angle and DHI. 

2.2.2.    All-sky SSI calculation

Kc
Kc

The  all-sky  SSI  values  were  obtained  by  multiplying
the REST2 clear-sky SSI calculation and the clear sky index
( : the ratio of observed all-sky SSI to the expected clear-
sky SSI).  is parameterized as a function of the CI: 

nt(i, j) < −0.2; Kc = 1.2
−0.2 ≤ nt(i, j) < 0.3; Kc = 1−nt(i, j)
0.3≤nt(i, j)<1.1; Kc=1.279−2.234nt(i, j)+1.016(nt(i, j))2

1.1 ≤ nt(i, j); Kc = 0.05

,

(1)

nt(i, j)

Kc

where  denotes  the  CI  derived  from  FY-4A
reflectance measurements. The relationship between CI and

 is determined based on the historical data of Xianghe sta-
tion.

(i, j) tThe  CI  at  a  given  pixel  and  time  is  calculated
using Eq. (2): 

nt(i, j) =
ρt(i, j)−ρt,g(i, j)
ρt,c(i, j)−ρt,g(i, j)

, (2)

ρt(i, j)
ρt,c(i, j) ρt,g(i, j)

ρt,c(i, j)

ρt,c(i, j)

where  is  the  FY-4A  observed  reflectance,  and
 and  represent  the  reflectance  associated

with  the  brightest  clouds  and  clear  skies  within  a  given
period,  respectively.  The  operational  advantage  of  this  all-
sky SSI estimation method is that it does not require precise
satellite calibration information. As the method is self-calibrat-
ing, the upper and lower bounds of the dynamic range at the
target  pixel  are  established  from  the  data  history  (Kleissl,
2013). The upper bound of the dynamic range, , repre-
sents  the  overcast  condition  with  the  brightest  clouds.  We
defined  as  the  95th  percentile  of  all  reflectance
values  throughout  the  year  in  the  target  region  (latitude

ρt,g(i, j)

ρthres

ε ρt,c(i, j)

ε ρt,g(i, j)

36°N to 44°N and longitude 112°E to 120°E), which considers
potential  measurement  uncertainty.  Given ,  the
lower bound of the dynamic range is highly dependent on sur-
face reflectance, which shows remarkable temporal variation
;  it  is  estimated  by  an  iteration  procedure  for  each  month.
First, all satellite measurements of reflectance for each pixel
in a given month are averaged as an initial  threshold value
( ).  The  new  average  is  then  calculated  from  the
reflectance smaller than the sum of the initial threshold and
a  specified  bias ,  which  is  defined  as  0.035  here.
This new average is used for the next iteration. Then, the itera-
tion proceeds until no reflectance exceeds the threshold by a
magnitude of ,  and the last-iterated  is  used as the
lower bound.

ρt(i, j)
ρt,g(i, j) nt(i, j)

Note  that  the  FY-4A-measured  clear-sky  reflectance
shows  a  convex  parabolic  variation  with  the  solar  zenith
angle  (SZA)  over  the  daytime.  This  means  that  at
local  solar  noon  would  exceed .  Then,  the 
obtained based on Eq. (2) would tend to identify the clear-
sky pixels at local solar noon as cloud pixels, eventually lead-
ing  to  much  lower  calculated  clear-sky  SSI  values  than
actual  SSI  values.  Therefore,  this  issue  was  addressed  by
introducing  a  parameterization  of  the  FY-4A  clear-sky
reflectance to SZA, as follows: 

ρc = ρ0

/ (
0.35(cos(θ))1.4

)
, (3)

ρc ρ0

θ
where  denotes  corrected  reflectance,  denotes  FY-4A
clear-sky reflectance,  represents SZA.

The  corrected  reflectance  and  corresponding  dynamic
range are given in Fig. 3b.

The GHI is given by Eq. (4): 

GHI = GHIcsKc, (4)

GHIcswhere  represents the GHI under clear sky calculated
by the REST2 model.

The  DNI  is  given  by  Eq.  (5)  (Pfeifroth  et  al.,  2019),
which is determined based on the historical data of Xianghe
station: 
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Fig. 2. Monthly proportion of four sky conditions at Xianghe in 2018.
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
0.8 ⩽ Kc; DNI = DNIcsKc

0.35 ⩽ Kc < 0.8; DNI = DNIcs[Kc−0.53(1−Kc)]3

Kc ⩽ 0.35; DNI = 0
, (5)

DNIcswhere  represents  the  DNI  under  clear  sky,  which  is
also calculated using the REST-2 model. 

2.2.3.    SSI short-term forecast method

Kc

Kc

The forecast method includes two operational steps: fore-
casting clear-sky SSI background at the target horizons, and
superimposing  cloud  attenuation  ( )  on  the  background.
We assumed that all parameters, except the SZA, are held con-
stant  with  a  forecast  horizon up to  6  h.  The present  values
(0 min ahead) provided by MERRA-2 are used as the input
predicted values for the prediction of the clear-sky SSI back-
ground. The SZA is the main cause of the alteration of clear-
sky SSI background. The SZA values at target horizons are
obtained  according  to  the  time  and  geographical  location
information. The FY-4A satellite images were first converted
to  CI  images  using  the  abovementioned  empirical  method.
The CMV was subsequently calculated using the block-match-
ing  method  and  consecutive  CI  images  with  time  intervals
of 20 min. Based on the CMV information, the CI and  of
the forecast horizon were obtained, and the SSI nowcasting
was finally completed.

The development of clouds is not determined by dissipa-
tion  and  formation  for  the  forecast  time  of  several  hours,
and  cloud  tracking  methods  (e.g.,  the  block-matching
method)  using  images  from  geostationary  satellite  show
good performance. As a demonstration, we used a rectangular
area  [112°–120°E,  36°–44°N]  as  our  research  subject.  The
images  were  divided  into  multiple  square  boxes  (0.5°  ×
0.5°),  and  the  motion  vectors  for  each  square  region  were
derived using the following procedures. The block-matching
method identifies cloud structures according to the pixel inten-
sities in consecutive CI images. Assuming that pixel intensi-
ties are constant along motion trajectories over a short time
period, the CMV of each square area was subsequently calcu-
lated using the cloud structure displacement (Hammer et al.,
1999).

According to  the  assumption of  constant  pixel  intensi-
ties, the vector v used to describe the motion is given by: 

n1 {x0+ [(t1− t0)ν (x0)]} ≈ n0 (x0) , (6)

where ni denotes the CI at position x of the image at time ti.
The  actual  and  past  images  were  subscribed  with  1  and  0,
respectively.

The best vector describing the cloud motion was deter-
mined  using  the  displacement  vector  with  the  minimum
mean square pixel difference (MSE): 

MSE =
1
N

∑
i

[n1 (xi+ [(t1− t0)ν (xi)])−n0 (xi)]2 . (7)

 

2.2.4.    Error metrics

The accuracy of the SSI estimates and nowcasting with
20-min  temporal  resolution  was  evaluated  for  the  Xianghe
observations. For spatial matching, we used the SSI estimates
and nowcasting for the closest pixel to the Xianghe station.
The  FY-4A  SSI  estimates  and  nowcasting  performance
were evaluated using the following statistical indices: root-
mean-square  error  (RMSE),  mean  bias  error  (MBE),  and
their normalized counterparts (nRMSE and nMBE). 

3.    Results

In this section, we first evaluate the performance of the
REST2 model, then the accuracy of the estimated GHI and
DNI,  and  finally,  the  forecast  accuracies  for  time  horizons
between 30–180 min. All evaluations are detailed under the
four sky conditions. 

3.1.     Clear-sky GHI and DNI evaluation

Figure  4 shows  the  scatter  statistics  of  the  clear-sky
GHI  and  DNI  estimates  based  on  the  REST2  model.  The
GHI estimates were very close to the ground-based measure-
ments, with nRMSE and nMBE of 4.93% and 1.68%, respec-
tively.  The  REST2  model  tended  to  slightly  overestimate
GHI  on  clear-sky  days,  and  it  tended  to  overestimate  DNI
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Fig.  3. (a)  The function relation between FY-4A reflectance and the cosine of  SZA under  the clear-sky condition,
and (b) the dynamic range for Xianghe station from the near infrared channel of the FY-4A satellite in 2018.
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by  a  larger  magnitude  compared  to  GHI,  with  an  nMBE
value  of  8.67%.  Large  overestimations  of  DNI  were
observed in low and moderate DNI conditions. One explana-
tion is that a lower DNI is associated with a high aerosol load-
ing,  which  is  generally  underestimated  by  the  MERRA-2
reanalysis (Huang et al., 2021). Notably, the model estimates
were very close to the surface measurements when DNI was
high. The high output power of solar PV plants depends on
high DNI values. Compared to the low and moderate DNI val-
ues, the fluctuations of high DNI values will induce heavier
impact  on  the  safe  operation,  control,  and  management  of
solar PV plants. Therefore, the accurate calculation of high
DNI values  is  crucial  for  the  utilization of  solar  PV and is
the focus of DNI calculations. Overall, the REST2 model per-
formed well  in  supporting the GHI and DNI estimates  and
nowcasting evaluations at the Xianghe station under different
conditions.
 

3.2.     All-sky GHI and DNI evaluation

Figure  5 presents  the  density  plot  of  FY-4A  GHI  and
DNI under all-sky conditions against surface observations at
Xianghe.  The  estimated  GHIs  show  good  correlation  with
the surface measurements, with nRMSE and nMBE of 22.4%
and  5.9%,  respectively.  The  percentage  of  the  estimated
GHI values exceeding the measurements by 100 W m–2 was
approximately  15.9%.  These  overestimated  GHI  values
were concentrated at 200–500 W m–2, comprising the domi-
nant  contribution to GHI overestimation.  Accurate  calcula-
tion of high GHI values is crucial for solar energy estimation
and forecasting.  The good performance of  the FY-4A GHI
estimation  model  when  the  GHI  is  high  indicates  that  the
model  can  support  FY-4A GHI  estimation  and  nowcasting
under all-sky conditions. Compared with the estimated GHI,
the  performance  of  the  estimated  DNI  is  worse,  and  the
model  needs  to  be  improved  in  this  aspect.  In  general,  the
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Fig. 4. Density plot of REST2 model GHI (a) and DNI (b) versus surface measurements under clear-sky conditions.
The black line denotes a 1:1 line. The red lines indicates linear regression results.
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Fig.  5. Density  plot  of  the  SSI  estimation  model  GHI  (a)  and  DNI  (b)  versus  SSI  measurements  under  all-sky
conditions in 2018. The black line denotes a 1:1 line. The red lines indicate liner regression results.
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FY-4A DNI was overestimated with an nMBE value of 24.1%
(Fig. 5b). The empirical-cloudy model performs well with a
high  DNI  condition  and  tends  to  largely  overestimate  DNI
when DNI values are lower than 700 W m–2. One explanation
is  that  if  the  ground  station  is  covered  by  the  shadows  of
clouds  or  surrounding  features  (namely,  the  3D  effect),  its
real-time measured DNI will be lower than that of other loca-
tions within the matching pixel in satellite images, thus the
measured DNI values will be lower than satellite-derived val-
ues (Huang et al., 2019; Jiang et al., 2019). The deviation of
clear-sky  DNI  background  and  CI  is  also  a  contributor  to
the overestimation.

Table  1 shows  the  statistical  indices  of  the  estimated
GHI and DNI in this study compared with those in previous
studies  based  on  empirical  methods.  The  nRMSE  and
nMBE of the GHI estimates in Shanghai obtained by Chen
et  al.  (2020)  were  34.7%  and  11.4%,  respectively,  which
were higher than those obtained in our work by 12.3% and
5.5%. The nRMSE values of the estimated GHI and DNI in
our study were lower by 3.5% and 3.9%, respectively, com-
pared to those obtained by Jia et al. (2021) in their study of
northern China.  The improvement  of  our  estimation model
eliminates the bias related to SZA variation by introducing a
parameterization  of  the  FY-4A  clear-sky  reflectance  to
SZA.

The evaluation of the estimated GHI and DNI for differ-
ent  sky  conditions  is  shown  in Fig.  6.  The  accuracies  of
GHI and DNI estimations declined with an increase in cloud
occurrence (from clear-sky C1 to overcast C4). GHI estimates
feature  less  deviation  under  clear,  moderately  clear,  and
cloudy  conditions.  The  MBE  values  of  GHI  varied  from
–22.4  W  m–2 to  23.5  W  m–2,  and  the  RMSE  values
increased from 41.1 W m–2 to 90.5 W m–2 as the sky condi-
tions  varied  from  C1  to  C3.  The  estimation  accuracy
declined  sharply  under  C4  conditions,  with  the  MBE  and
RMSE reaching 62.6 W m–2 and 144.5 W m–2, respectively.
The  performance  of  the  estimated  DNI  was  significantly
worse than that of the GHI estimation, featuring larger devia-
tions  under  all  four  conditions.  The  MBE  values  varied
from –9.1 W m–2 to 173.1 W m–2,  while the RMSE values
increased from 94.2 W m–2 to 253.7 W m–2. The poor perfor-
mance under  the C4 condition had a  limited impact  on the
PV plants because the grid-connected power allocation can
be adjusted to suit C4 conditions based on regional numerical
models. Therefore, the performance of the GHI and DNI esti-
mates under other sky conditions,  especially C1 and C2, is
the focus of GHI and DNI estimation and nowcasting and is

crucial in the utilization of solar PV.
To characterize seasonal  variations in model accuracy,

the monthly mean estimated GHI and DNI and surface mea-
surements were compared in Fig. 7. The monthly mean esti-
mations of GHI and DNI were larger than the surface mea-
surements.  The  difference  between  model  and  observation
presented  a  seasonal  pattern  with  a  large  discrepancy  in
spring–summer  and  a  small  difference  in  autumn–winter.
The seasonal pattern of the GHI and DNI model discrepancy
is  related  to  the  seasonal  variation  in  cloud  occurrence.  In
spring and summer, the proportion of days with the C4 condi-
tion was higher than 40%, especially in July, with the propor-
tion reaching 90% (as shown in Fig. 2). High cloud occurrence
reduces  the  accuracy  of  the  estimated  GHI  and  DNI.  With
the  decrease  in  cloud  occurrence,  the  discrepancy  between
estimated GHI and DNI and their respective measurements
was reduced in autumn and winter. 

3.3.     Forecast evaluation

A case of forecasted and observed CI, GHI, and DNI is
presented in Fig. 8, with a 60-min forecast horizon at 0140
UTC 1 December 2018. The CI at 0240 UTC was forecasted
from  the  CI  observations  and  CMV  information  at  0140
UTC. The estimated GHI and DNI and the CI forecast were
used  to  obtain  the  GHI  and  DNI  nowcasts  at  0240  UTC.
The FY-4A-based GHI and DNI nowcasts and the observa-
tions  had  similar  spatial  distribution  patterns.  An  apparent
divergence  between  forecasts  and  observations  occurred  in
the red rectangular area with broken clouds (Figs. 8a and 8d)
because  the  CMV  derivation  using  the  block-matching
method  does  not  consider  the  formation  and  dissipation  of
clouds.  Therefore,  the CMV forecast  method has relatively
low predictability under the broken-cloud situation.

The quality  of  GHI and DNI nowcasting within 0–3 h
ahead,  under  all-sky conditions,  is  summarized  in Table  2.
The statistical indices for 0 min ahead were taken as devia-
tions between the GHI and DNI estimations and the surface
measurements. For 0–3-h forecast horizons, the nRMSE val-
ues of the GHI and DNI nowcasts increased slowly to 30.8%
and  53.4%,  respectively,  surpassing  those  at  0  min  ahead
only by 8.4% and 8.0%, respectively. The nMBE values of
GHI  and  DNI  decreased  with  increasing  forecast  horizon
from 5.9% and 24.1% at 0 min ahead to 0.8% and 18.6% at
3 h ahead, respectively. The GHI and DNI nowcasting meth-
ods  offset  the  overestimation  of  the  hybrid  estimation
method.

In  the  FY-4A  satellite-based  study  conducted  for

Table 1.   Statistical indexes of instantaneous FY-4A SSI in the present study and previous studies.

No. Reference Site SSI RMSE nRMSE MBE nMBE

1 Present study Xianghe, China GHI 106.6 22.4  28.0 5.9
DNI 201.9 45.4 107.2   24.1  

2 Chen et al. (2020) Shanghai, China GHI − 34.7  − 11.4   
3 Jia et al. (2021) Chengde, China GHI 120.1 25.9  –4.7 –1.0   

DNI 230.5    49.3% –97.3   –20.8    
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Fig. 6. Density plot of the SSI estimation model GHI (a–d) and DNI (e–h) versus observed SSI under
different  sky  conditions.  The  black  line  denotes  a  1:1  line.  The  red  lines  indicate  linear  regression
results.
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Chengde  by  Yang  et  al.  (2020),  the  nRMSE  values  of  the
GHI and DNI forecasts at 3 h ahead were 36.8% and 58.8%,
respectively.  The  nRMSE of  the  FY-4A GHI  forecasts  for

Shanghai calculated by Chen et  al.  (2020) was nearly 60%
with a forecast horizon of 3 h. Both of these studies presented
higher  nRMSE  values  than  the  present  study,  suggesting
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Fig. 7. Monthly mean of observed (grey line) and model (orange line) surface solar irradiance
GHI (a) and DNI (b) in 2018. Shaded regions indicate one standard error of the mean.
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Fig.  8. An  example  of  FY-4A-based  (a–c)  nowcasting  and  (d–f)  observation  for  CI,  GHI,  and  DNI  at  0240  UTC  on  1
December 2018.
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that the GHI and DNI nowcasting system in this study per-
formed  better  for  forecast  horizons  up  to  3  h.  The  CMV
derivation algorithm used in the reference and our work has
a similar performance (Cros et al., 2014). In this study, the
correction  (the  parameterization  of  FY-4A  clear-sky
reflectance to SZA before CI calculation) decreases the devia-

tions of the estimations and further improves the performance
of the GHI and DNI nowcasting systems.

Figure 9 shows the nRMSE and nMBE values of GHI
and DNI nowcasting under four sky conditions with forecast
horizons  of  0–3 h.  The nRMSE values  of  GHI nowcasting
are  between  8%  and  22%  at  30–180  min  ahead,  and  the

Table 2.   Statistical indexes (the mean value, RMSE, nRMSE, MBE, and nMBE) under all-sky conditions with forecast horizons from
0–180 min (units: W m–2).

SSI Metric 0 min 30 min 60 min 90 min 120 min 150 min 180 min

GHI mean 475.9 469.4 479.9 510.9 500.9 494.8 485.6
RMSE 106.6 117.8 125.5 138.5 144.4 143.2 149.5
nRMSE 22.4 25.1 26.2 27.1 28.8 28.9 30.8

MBE 28.0 34.5 28.3 27.2 14.9 18.9 3.7
nMBE 5.9 7.3 5.9 5.3 3.0 3.8 0.8

DNI mean 444.7 430.3 438.0 452.7 447.2 441.7 419.4
RMSE 201.9 207.3 208.3 220.2 222.0 228.3 232.6
nRMSE 45.4 48.1 47.6 48.6 49.6 51.7 53.4

MBE 107.2 105.0 98.5 99.2 87.8 90.8 81.1
nMBE 24.1 24.4 22.5 21.9 19.6 20.6 18.6
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Fig.  9. The  nRMSE  (%)  and  nMBE  (%)  of  SSI  under  different  sky  conditions  with  forecast  horizons  from  30–
180 min.
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increase  with  growing  forecast  horizon  is  relatively  small
under C1, C2, and C3 conditions. The nRMSE values under
C4  increased  rapidly  as  the  forecast  horizon  increased—
from  44.3%  at  30  min  ahead  to  52.6%  at  180  min.  The
nRMSE of DNI nowcasting exhibits similar trends, but the
values are larger. The nRMSE is about 12%–13% under C1
conditions,  with  the  150-min  forecast  horizon  having  the
smallest value. For C2 and C3 conditions, the nRMSE values
increased  with  increasing  forecast  horizons—from  25.4%
and 53.1% at the 30-min horizon to 33.1% and 57.9% at the
180-min horizon, respectively. Under the C4 condition, the
nRMSE values of DNI show big changes over the forecast
horizons of 30–180 min, ranging from 189.5% to 201.5%.

The nowcasting system tends to overestimate DNI. The
most  severe  overestimations  were  under  C4,  followed  by
under the C3, C2, and C1 conditions. The nMBE values of
DNI showed small changes under all sky conditions, except
under  C4.  The  highest  nMBE  value  of  DNI  was  31.6%  at
30  min  ahead  under  cloudy  conditions.  Note  that  the
nRMSE  and  nMBE  values  of  DNI  nowcasting  are  signifi-
cantly higher under C4 conditions than under other sky condi-
tions due to the low DNI. 

4.    Discussion

The benchmarks of nRMSE for GHI and DNI forecasts
given by the University of Geneva are 15%–70% and 30%
–160%, respectively (Beyer et al., 2009). The nRMSE values
of  GHI  and  DNI  nowcasts  in  our  study  were  within  these
ranges under all-sky conditions, except for C4. The SSI now-
casting system established in  this  work performed well  for
forecast horizons up to 180 min. The GHI nowcasting outper-
formed the DNI nowcasting for all forecast horizons. Further-
more,  the  new  generation  geostationary  satellite  FY-4A  is
promising for application in SSI nowcasting, but its accuracy
still needs to be improved. Improving the SSI nowcasting sys-
tem consists of two steps: revising the hybrid SSI estimation
method and upgrading the CMV derivation algorithms.

The  REST2  model  performs  well  in  estimating  the
clear-sky GHI in heavily polluted areas (e.g., North China).
The  AOD  input  quality  in  the  REST2  model  was  key  to
clear-sky DNI estimation because DNI is especially sensitive
to  AOD compared  to  GHI  (Gueymard  and  George,  2005).
The  empirical  cloudy-sky  model  was  first  developed  for
MSG  and  is  applicable  to  European  regions  (Yang  et  al.,
2019), but it requires further revisions for it to be applicable
in  China  using  FY-4A  data.  The  empirical  coefficients  of
the cloudy-sky model have been calibrated based on the his-
torical  data  of  Xianghe  station  and  lead  to  satisfactory
results under clear and moderately clear conditions. The fur-
ther  revisions  should  focus  on  promoting  the  performance
of the DNI estimation method under cloudy and overcast con-
ditions. More attention should be paid to the calculation of
the  CI  and  the  empirical  coefficient  of  Eqs.  (1)  and  (5).
Long-term  clear-sky  DNI  estimation  and  surface  measure-
ments  should  be  used  to  fit  the  most  suitable  coefficients
under  different  sky  conditions.  The  empirical  coefficients

can be refined if high-quality SSI measurements are available
across the country. Furthermore, the applicability and revision
of these empirical coefficients in different regions and seasons
in China is also a problem worthy of in-depth study.

The  accuracy  of  the  SSI  forecast  method  depends  on
the CMV derivation algorithm. In this work, we calculated
the  CMV  using  FY-4A  single-channel  data.  Subsequent
research  can  develop  multichannel-based  CMV  derivation
algorithms to more accurately characterize the cloud motion.
The cloud physical properties, the formation and dissipation
of  broken clouds,  and the  alteration of  direction and speed
in  cloud  motion  should  also  be  considered  in  future  CMV
derivation  algorithms.  For  example,  the  square  boxes  used
to  obtain  CMV  fields  are  further  divided  into  multiple
square  sub-boxes,  and  then  intensity  vectors  for  each  sub-
box, which are used to reflect the formation and dissipation
process  of  clouds,  are  calculated  using  the  alteration  of
pixel intensities in consecutive CI images. 

5.    Conclusions

A preliminary but effective SSI nowcasting system was
developed based on FY-4A Level 1 reflectance data at 0.83
μm. This system was composed of an SSI estimation and fore-
casting method. A semiphysical SSI estimation method was
developed, in which the REST2 model was first used to calcu-
late clear-sky SSI. Subsequently, all-sky SSI was estimated
according to the clear-sky SSI and the CI derived from FY-
4A reflectance measurements. SSI nowcasting was developed
using the CMV obtained using the block-matching method.
The main conclusions are as follows:

The  REST2  model  performed  well  in  supporting  GHI
and DNI estimates and nowcasts at Xianghe under different
sky conditions. The FY-4A GHI estimates show good correla-
tion  with  the  surface  measurements,  with  nRMSE  and
nMBE of 22.4% and 5.9%, respectively. The calibrated empir-
ical method can be extended to DNI estimation under clear
and  moderately  clear  conditions,  but  it  must  be  further
improved under cloudy and overcast conditions. The FY-4A
DNI estimation method tends to severely overestimate DNI
when the actual DNI values are lower than 700 W m–2. The
difference  between  the  model  results  and  observations
presents  a  seasonal  pattern,  with  a  large  discrepancy  in
spring–summer  and  a  small  difference  in  autumn–winter.
The seasonal pattern of the GHI and DNI model discrepancy
is related to seasonal variations in cloud occurrences.

The nRMSE values of GHI and DNI nowcasts under all-
sky  conditions  varied  within  25.1%–30.8%  and  48.1%
–55.3%, respectively. The SSI nowcasting system performs
well  for  forecast  horizons  up  to  180  min,  but  its  accuracy
still needs improvement. The FY-4A has great potential for
supporting  SSI  nowcasting,  which  would  certainly  enable
the promotion of PV energy development and carbon emis-
sions reduction in China.

Further  enhancements  to  the  SSI  nowcasting  system
should focus on the calibration of the SSI estimation model
and improving its applicability for China and FY-4A. More
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specifically, the coefficients of the empirical method can be
refined  if  high-quality  SSI  measurements  are  available
across the country.
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ABSTRACT

Since  the  1950s,  the  terrestrial  carbon  uptake  has  been  characterized  by  interannual  variations,  which  are  mainly
determined by interannual variations in gross primary production (GPP). Using an ensemble of seven-member TRENDY
(Trends in Net Land–Atmosphere Carbon Exchanges) simulations during 1951–2010, the relationships of the interannual
variability of seasonal GPP in China with the sea surface temperature (SST) and atmospheric circulations were investigated.
The GPP signals that mostly relate to the climate forcing in terms of Residual Principal Component analysis (hereafter, R-
PC) were identified by separating out  the significant  impact  from the linear  trend and the GPP memory.  Results  showed
that  the  seasonal  GPP  over  China  associated  with  the  first  R-PC1  (the  second  R-PC2)  during  spring  to  autumn  show  a
monopole (dipole or tripole) spatial structure, with a clear seasonal evolution for their maximum centers from springtime to
summertime.  The  dominant  two GPP R-PC are  significantly  related  to  Sea  Surface  Temperature  (SST)  variability  in  the
eastern  tropical  Pacific  Ocean  and  the  North  Pacific  Ocean  during  spring  to  autumn,  implying  influences  from  the  El
Niño–Southern Oscillation (ENSO) and the Pacific Decadal Oscillation (PDO). The identified SST and circulation factors
explain 13%, 23% and 19% of the total variance for seasonal GPP in spring, summer and autumn, respectively. A clearer
understanding  of  the  relationships  of  China’s  GPP  with  ocean–atmosphere  teleconnections  over  the  Pacific  and  Atlantic
Ocean should provide scientific support for achieving carbon neutrality targets.
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Article Highlights:

•  At  regional  scales,  the  interannual  variability  of  seasonal  GPP  in  the  Chinese  mainland  is  closely  related  to
ocean–atmosphere teleconnections over the Pacific and Atlantic Ocean.

•  From spring to autumn, there are considerable seasonal differences in GPP–teleconnection relationships, corresponding
to local hydrothermal conditions.

•  Ocean–atmosphere  teleconnections  mostly  affect  the  GPP  over  eastern  China  (>  30%  explained  variance),  which
dominates the interannual GPP variability for China as a whole.

 

 
 

 

1.    Introduction

Over the past six decades, China’s terrestrial ecosystem
has played an important role in the global carbon sink (Piao
et  al.,  2009a; Peng  et  al.,  2014; Le  Quéré  et  al.,  2018;
Friedlingstein et al., 2020), with considerable interannual vari-

ance  in  response  to  climate  changes  (Zhang  et  al.,  2019;
Peng et  al.,  2021).  Gross  primary  production  (GPP)  is  one
of the largest carbon fluxes and is strongly associated with
the annual variance of the terrestrial carbon sink (Houghton,
2000; Piao  et  al.,  2020).  Previous  studies  have  shown  that
ocean–atmosphere  teleconnections  exert  important  influ-
ences on the interannual variabilities and predictabilities of
various climate variables, such as precipitation and tempera-
ture,  on  global  and regional  scales  (e.g.,  Ying et  al.,  2015,
2017; Nian et  al.,  2020).  However,  in China,  as  one of  the
regions  with  the  fastest  increase  in  carbon  emissions,  such
an impact  of  these  teleconnections  on the  interannual  vari-
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ances of GPP has not been well clarified. Furthermore, knowl-
edge gaps in climate–carbon linkages may further contribute
to conflicting model results concerning the future terrestrial
carbon  uptake  in  earth  system  models  (Tharammal  et  al.,
2019).  Therefore,  developing  a  better  understanding  of  the
relationships  between  the  interannual  variation  of  GPP  in
China and ocean–atmosphere  teleconnections  will  not  only
offer  the  opportunity  to  better  understand  climate–carbon
cycle  relationships,  but  also  increase  the  confidence  in
future projections of the carbon cycle under different carbon
emission scenarios.

As indicated by various climatological studies, external
forcing and low-frequency (interannual to supra-annual) inter-
nal atmospheric dynamics are influential climatic factors gov-
erning the interannual variations of seasonal mean anomalies
in China’s precipitation, temperature and soil moisture (e.g.,
Wang et al., 2008, 2015; Wu et al., 2009; Gong et al., 2011;
Ying  et  al.,  2016, 2017; Nian  et  al.,  2020),  including,  for
instance,  global  sea  surface  temperature  (SST)  anomalies
and  large-scale  atmospheric  oscillations.  Because  of  the
close relationships between GPP and local hydrothermal con-
ditions  of  precipitation,  temperature  and  soil  moisture,  as
revealed  by  many  previous  studies  (Nemani  et  al.,  2003;
Richardson  et  al.,  2007; Beer  et  al.,  2010; Barman  et  al.,
2014; Zhang et al., 2019; Peng et al., 2020), the interannual
variability of China’s GPP should also arise from these distant
ocean–atmosphere  teleconnection  processes.  It  has  long
been noted that the well-known climatic modes, such as El
Niño–Southern  Oscillation  (ENSO)  and  Arctic  Oscillation
(AO),  can  influence  the  global  terrestrial  carbon  cycle
(Reimer et al., 2015; Dannenberg et al., 2018). For instance,
hot and dry climate conditions in El Niño years are the primary
reasons for a lower carbon sink and even a carbon source at
regional  scales,  particularly  in  the  tropics  (Nemani  et  al.,
2003; Ahlström et al., 2015; Zhang and Jia, 2020). In addi-
tion,  Schaefer  et  al.  (2005)  and  Cho  et  al.  (2014)  found  a
close relationship among the winter AO and the vegetation
activity  and carbon fluxes  in  the  following spring  over  the
Northern  Hemisphere.  However,  at  regional  scales,  due  to
the different intensities of the ocean–land–atmosphere cou-
pling,  the  response  of  the  regional  carbon  flux  to  natural
cyclic climatic phenomena varies substantially (Dannenberg
et  al.,  2018; Betts  et  al.,  2021).  At  present,  in  China,  how
and  to  what  extent  the  interannual  variability  of  GPP
responds  to  these  impacts  from sea  temperature  and  large-
scale atmospheric circulation is not yet clear. Therefore, it is
important to better  understand the relationship between the
interannual changes in China’s GPP and ocean–atmosphere
teleconnection.  This  is  a  key  process  towards  elucidating
the  carbon  sequestration  mechanisms  of  terrestrial  ecosys-
tems  on  regional  scales,  especially  over  China  (Zhu  et  al.,
2017).

Considering  the  sources  of  interannual  variability  of
China’s GPP, the significant trend in China’s GPP, owing to
the effects of human activities and climate change, has been
extensively  examined  (Piao  et  al.,  2009b; Peng  and  Dan,

2015; Forkel  et  al.,  2016; Chen  et  al.,  2017; Yao  et  al.,
2018; Ma  et  al.,  2019; Piao  et  al.,  2020).  This  long-term
trend provides an important source of interannual variability
for  GPP  in  China.  Furthermore,  in  the  same  way  that  the
oceans can store heat and soil moisture can store water, vege-
tation is a carbon pool, with associated “memory” features
(inertia of a climate variable that persists from the past condi-
tions).  This  is  reflected  by  the  close  relationship  between
the current and prior GPP anomalies. As the GPP can “remem-
ber” the anomalous status long after those anomalies are “for-
gotten” by the atmosphere, it possesses larger potential pre-
dictabilities [Fig. S1 in the Electronic Supplementary Materi-
als, (ESM)] than atmospheric variables such as precipitation
(Ying et al., 2017) and temperature (Nian et al., 2020). Thus,
the memory of GPP also provides a source of its annual vari-
ance. However, this study is mostly interested in the linkage
of China’s GPP with ocean–atmosphere teleconnections. Con-
sequently, we separated out the significant effects from the lin-
ear trend and GPP memory as the first step.

The objective of the present study is to better understand
the  sources  of  the  interannual  variability  of  spring-to-
autumn GPP in China that derive from ocean–atmosphere tele-
connections.  To  achieve  this,  using  monthly  GPP  data
obtained  from  a  seven-member  TRENDY  (Trends  in  Net
Land–Atmosphere  Carbon  Exchanges)  simulation  over
China,  we  focus  on  the  dominant  GPP  signals  that  are
mostly related to the SST and circulations, by separating out
the significant effects from the linear trend and GPP mem-
ory.  This  study  aims  to  explore  (1)  the  main  ocean–atmo-
sphere teleconnections related to the interannual  variability
of  the  seasonal  mean  GPP  in  the  Chinese  mainland  from
spring to autumn; and (2) to what extent the year-to-year fluc-
tuations of China’s GPP are dominated by the identified key
ocean–atmosphere teleconnection factors. The data and meth-
ods employed in the study are described in section 2. Analyses
of seasonal contribution characteristics of China’s GPP inter-
annual variabilities are reported in section 3.1. The GPP inter-
annual variability arising from the trend, GPP memory and
climate  forcing  are  presented  in  section  3.2  and  the  main
sources of the interannual variability from ocean–atmosphere
teleconnections  are  discussed  in  section  3.3.  The  fractions
of variance explained by the key ocean–atmosphere telecon-
nection factors are evaluated in section 3.4. The conclusions
and some further discussion are presented in section 4. 

2.    Data and methods
 

2.1.    Data

To  further  assess  the  responses  of  China’s  GPP  to
ocean–atmosphere  teleconnections,  TRENDY  models  that
participated  in  the  Global  Carbon Project  (Le  Quéré  et  al.,
2018)  were  prepared  to  simulate  the  monthly  GPP  from
1951 to 2010. The seven models included in this study were
CABLE,  CLM4C,  CLM4CN,  LPJ,  LPJ_GUESS,  SDGVM
and TRI (Table 1). The TRENDY project includes datasets
of offline experiments driven by constant or varying inputs
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(i.e.,  climate  variables,  atmospheric  CO2,  and  land  use/
cover  forcing).  Its  purpose  was  to  distinguish  between  the
effects of CO2, climate, and land use. We mainly evaluated
the results of the S2 experiment, which only considers varying
climate variables and CO2, without varying land use. Further
details  about  the  S2  TRENDY  simulation  protocol  can  be
found  in  Piao  et  al.  (2013).  Importantly,  models  from
TRENDY  are  broadly  considered  to  be  the  world’s  most
advanced terrestrial ecosystem models. Through comparison
with  satellite  remote  sensing  data,  previous  studies  have
demonstrated that carbon fluxes from TRENDY are simulated
well in China (Zhang et al., 2016; Peng et al., 2021).

In order to better understand the air–ocean teleconnec-
tions associated with GPP in China, we used monthly mean
datasets  of  (1)  500-hPa  geopotential  height  from  the
National Centers for Environmental Prediction–National Cen-
ter for Atmospheric Research Reanalysis 1 project (Kalnay
et al., 1996), with a spatial grid resolution of 2.5°; (2) SST
(on a 1° × 1° grid) from the UK Met Office Hadley Centre
Sea  Ice  and  Sea  Surface  Temperature  dataset,  version  1
(Rayner et al.,  2003); (3) precipitation and temperature (on
a  0.5°  ×  0.5°  grid)  from  the  Climate  Research  Unit  time
series datasets, version 4.03 (Harris et al., 2020); (4) soil mois-
ture  (on  a  1°  ×  1°  grid)  from  TRENDY  simulations  in
China;  and  (5)  climate  indices  from  the  National  Oceanic
and Atmospheric Administration’s Climate Prediction Center
(available at https://psl.noaa.gov/data/climateindices/list/). 

2.2.    Methods

Firstly, the climatological mean was removed from the
monthly data. Then, by separating out the significant influ-
ences from the prolonged trend and GPP memory, the follow-
ing procedure  was  followed to  derive  the  GPP signals  that
were mostly associated with the climate forcing component:

xy,o

ty

(1)  An  empirical  orthogonal  function  (EOF)  analysis
(Lorenz, 1956) was applied to the sample covariance matrix
of the seasonal GPP field  in year y (y = 1, 2, ..., Y; Y is
the total number of years) and season o (a three-month sea-
son) to derive the EOF modes and their associated principal
component (PC) time series .

ty(2) For each PC time series , the dependence on a linear
trend and a red noise process was modelled as 

ty = λ[y− (Y +1)/2]+εy+µ . (1)

λ

µ εy

Here,  is the linear trend (consecutive years from 1 to
Y) within total Y years,  is an intercept/mean term, and  is
an autoregressive process of order 1 (AR1), i.e., 

εy = αεy−1+ηy , (2)

α ηywhere  is  the  yearly  autocorrelation  coefficient  and  is
the  white  noise  [following  Eq.  (1)  of Zheng  and  Basher,
1999].

λ

αεy−1

ηy

ty
ηy

In this case, by removing those effects from the trend 
and GPP memory component  that were statistically sig-
nificant  (the  Autoregressive  Integrated  Moving  Average
Model in R-code was used for calculations), the climate infor-
mation  was  included  in  the  residual  component  of  the  PC
time series . For convenience, the total and residual compo-
nent of the PC time series are denoted by T-PC ( ) and R-
PC ( ), respectively.

ηy(3) With R-PC  derived, the main SST and circulation
factors related to the GPP in China could then be identified
by calculating the correlation coefficients of the SST or circu-
lations associated with the GPP R-PC.

e j

p̂j,y

Following  Wilks  (1995),  the  fractional  variance  was
applied to evaluate the relative importance of the identified
SST  or  circulation  factors  associated  with  the  dominant
GPP R-PC. Let  be the jth (j = 1,…., J, where J is the total
number of  EOF) EOF, and  be the linear  regression for
the jth  R-PC  time  series  in  year y based  on  its  associated
key ocean–atmosphere teleconnection factors. Then, the frac-
tional variance of the seasonal mean anomalies explained by
the key SST or circulation factors is 

FV = 100

1−∑
y

∥∥∥∥∥∥∥∥ry−
J∑

j=1
p̂j,ye j

∥∥∥∥∥∥∥∥
2/∑

y

∥∥∥ry− r̄
∥∥∥2 , (3)

ry r̄ = [r̄ (1) , ..., r̄ (N)]
ry ∥∥

where  FV  is  the  fractional  variance  of  the  seasonal  mean
anomalies  explained by the key SST or  circulation factors,

 is the yth-year seasonal GPP,  is the cli-
matology  of ,  and  is  the  Euclidean  distance  operator;
for example, 

∥∥∥ry− r̄
∥∥∥2 = N∑

n = 1

(
ry(n)− r̄(n)

)2
. (4)

Here, n (= 1,…., N) denotes a specific location. 

Table 1.   Seven trendy models used in this study.

Model name Abbreviation
Spatial resolution

(lat × lon)
Land surface

model
Full nitrogen

cycle
Fire

simulation
Harve
flux Source

Community Land CLM4C 0.5° × 0.5° Yes No Yes No Oleson et al. (2010)
Community Land CLM4CN 0.5° × 0.5° Yes Yes Yes No Oleson et al. (2010)

Lund–Potsdam–Jena LPJ 0.5° × 0.5° No No Yes Yes Sitch et al. (2003)
LPJ-GUESS LPJ-GUESS 0.5° × 0.5° No No Yes No Smith et al. (2001)

Sheffield-DGVM SDGVM 3.75° × 2.5° No No Yes No Woodward et al. (1995)
TRIFFID TRI 3.75° × 2.5° Yes No No No Hughes et al. (2006)
CABLE CABLE 0.5° × 0.5° No Yes No No Wang et al. (2011)
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3.    Results
 

3.1.     Seasonal contribution characteristics

The  interannual  variation  of  the  seasonal  mean  GPP
exhibits considerable differences among seasons. In general,
the  interannual  variability  of  China’s  GPP  from  spring  to
autumn (March to November) – covering the whole growing
season – dominates the variations for  all  seasons (Fig.  1a),
accounting for 91% of total interannual variations. Particu-
larly,  the  largest  interannual  variations  are  observed  in
June–July–August (summer) over most of the Chinese main-
land,  and  the  second  largest  are  in  September–October–
November  (autumn),  followed  by  March–April–May
(spring) (Table 2; Figs. 1b–d). A similar east–west gradient
in terms of spatial distribution is apparent in all these three
seasons,  with  larger  values  mainly  located  over  eastern
China,  where  the  influence  of  the  East  Asian  monsoon  is
greatest  (Figs.  1b–d).  With  the  development  of  the  East
Asian monsoon, the maximum centers show a clear seasonal
migration  from  spring  to  autumn,  with  the  largest  values
over central China and southwestern China in spring [larger
than  0.002  (KgC  m−2 month−1)2],  central  China  and  nor-
theastern  China  in  summer  [larger  than  0.004  (KgC  m−2

month−1)2],  and  southeastern  China  in  autumn  [larger  than
0.004 (KgC m−2 month−1)2]. Also, there are remarkable differ-
ences in the mean state and principal modes of SST and atmo-
spheric  circulations  during  different  seasons  (Frederiksen
and Zheng, 2004; Zheng et al., 2008). Therefore, it is impor-
tant to investigate the relationships of the interannual variabil-
ity of the GPP in China associated with the SST and atmo-
spheric circulation patterns in separate seasons. The discus-
sions  below  will  focus  on  the  seasons  from  spring  to
autumn, which comprise the growing seasons and have the
largest interannual variabilities. 

3.2.    Variability arising from the trend, GPP memory and
climate forcings

First, the T-PC and R-PC of China’s GPP are estimated
using Eq. (1). As shown in Fig. 2, apparent upward trends,
which  are  statistically  significant  at  the  95%  confidence
level based on the Student’s t-test, can be seen for the GPP
T-PC1  during  spring  to  autumn  (black  lines  in Figs.  2b, d
and f). Meanwhile, there is a statistically significant (at the
95% confidence level) memory signal in the GPP T-PC2 of
summer (black line in Fig. 2j). Thus, to focus on the GPP sig-
nals  that  are  mostly  related  to  the  climate  forcing  compo-
nent, the R-PC needed to be extracted by removing the signifi-
cant  effects  from  the  trend  and  GPP  memory  (red  lines  in
right-hand panel of Fig. 2; only the two most dominant PC
with the largest explained variances are displayed).

To explore the relative importance of the trend, memory
and climate forcing on the interannual variability of seasonal
GPP  in  China,  the  total  variance  and  the  residual  variance
from the linear trend and the GPP memory of the GPP were
then obtained. Overall, the average residual-to-total percent-
age  variance  is  high  for  the  GPP  in  China,  with  values  of

64%,  60%  and  65%  from  spring  to  autumn,  respectively
(Table 2). This indicates that there is still a large amount of
the  GPP  interannual  variance  that  cannot  have  originated
from the prolonged trend and the GPP memory; that is, the
GPP  interannual  variance  may  be  largely  affected  by  the
lagged  and  simultaneous  conditions  of  the  climate  forcing
component.

Compared to the spatial distributions of the total variance
(Figs.  1b–d),  the  residual  variance  from  the  trend  and  the
GPP memory (Figs. 1e–g) show similar distribution features,
with the largest values over central China and southwestern
China in spring, central China and northeastern China in sum-
mer, and southeastern China in autumn. In particular, the max-
imum  centers  of  the  residual-to-total  ratio  (Figs.  1h–j),
which  contain  over  50%  of  the  percentage,  include  the
above particular areas that possess the largest interannual vari-
ations  (Figs.  1b–g).  Thus,  it  was  necessary  to  identify  the
key  ocean–atmosphere  teleconnections  associated  with  the
seasonal  GPP  over  China  to  further  understand  the  main
sources of the interannual variability of China’s GPP. 

3.3.    Sources  of  annual  variance  from  SST  and
atmospheric teleconnections

The  focus  in  this  section  is  the  GPP  signals  that  are
mostly related to the climate forcing factors (R-PC), as deter-
mined  by  separating  out  the  influences  from the  long-term
trends and the GPP memory [Eq. (1)]. The spatial characteris-
tics of the seasonal GPP in China associated with the domi-
nant  R-PC from spring to  autumn are  discussed.  The main
ocean–atmosphere  teleconnections  associated  with  the  sea-
sonal GPP in China from the SST and circulations were identi-
fied  by  calculating  the  correlation  between  the  GPP  R-PC
and  the  seasonal  mean  SST  or  circulation  anomalies.  To
strengthen the physical  explanation of the GPP signals,  we
also examined the conditions of soil moisture, precipitation
and temperature associated with the GPP R-PC (GPP interan-
nual variations are strongly associated with those of the atmo-
sphere and land). 

3.3.1.    Sources  from  the  North  Pacific  Ocean  and  North
Atlantic Ocean

The seasonal  GPP field  associated with the R-PC1 for
spring, summer and autumn are displayed in Figs. 3a, d and
g, respectively. In the phase shown here, positive loadings cor-
respond to larger-than-normal GPP conditions in China for
all three seasons. Meanwhile, the anomalous maximum cen-
ters demonstrate a clear seasonal migration. In particular, dur-
ing  spring,  the  amplitude  center  is  situated  over  southern
China and northeastern China, with the largest values along
the  Yangtze  River  (Fig.  3a).  During  boreal  summer  (sum-
mer), accompanied by the development of the East Asian sum-
mer  monsoon  and  the  movement  of  the  monsoon  rainfall
belt, the local maximum is mainly located in the regions of
the  Yangtze–Huaihe  River  Valley  and  northeastern  China
(Fig.  3d).  During  autumn,  as  the  East  Asian  monsoon
retreats, the maximum GPP center is situated in southeastern
China  (Fig.  3g).  In  addition,  similar  maximum centers  can
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be seen for  the  spatial  patterns  of  the  GPP associated  with
the R-PC1 (Figs. 3a, d and g), as well as those with the corre-
sponding  T-PC1  (Figs.  2a, c and e),  while  the  latter  has  a

hybrid structure associated with the trend and climate forc-
ing.  This  implies  that  the  climate  forcing  component  may
dominate  the  GPP’s  interannual  variabilities  in  the  above

 

 

Fig. 1. (a) Temporal variations of China’s GPP for all the four seasons (black) and the total of the three seasons of spring-
summer-autumn (red) (units: KgC m−2); and spatial distributions of the (b–d) total variance [units: (KgC m−2 month−1)2] of
the seasonal mean GPP over China (e–g) residual variance [units: (KgC m−2 month−1)2] of the seasonal mean GPP from the
trend and GPP memory, and (h–j) ratio of the residual variance to the total variance of GPP over China (units: %) for spring
(left), summer (middle) and autumn (right), respectively.

AUGUST 2022 YING ET AL. 1333

 

  



 

 

Fig. 2. Spatial distributions of the two dominant EOF modes of the total seasonal mean GPP field (with explained variance
in  brackets)  for  (a,  g)  spring,  (c,  i)  summer,  and (e,  k)  autumn,  respectively;  and temporal  variations  of  the  total  PC time
series  (T-PC;  black)  and the  residual  PC time series  from the trend and GPP memory (R-PC; red)  for  (b,  h)  spring,  (d,  j)
summer, and (f, l) autumn, respectively. Noted the R-PC2 coincide with the T-PC2 in spring and autumn.
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areas.
The  one-point  correlation  maps  of  the  simultaneous

SSTs associated with the GPP R-PC1 during spring–autumn
display similar spatial characteristics, as shown in Figs. 3b,
e, and h. The most remarkable feature of the SST correlation
is  a  horseshoe-shaped  PDO-like  pattern  [PDO:  Pacific
Decadal Oscillation; see, for example, Fig. 3c of Ying et al.
(2018)]  over  the North Pacific  Ocean,  and a  sandwich-like
tripole structure — with significant positive loadings in lati-
tudes between 20°N and 40°N and negative anomalies in its
north and south — over the North Atlantic Ocean. The simul-
taneous 500-hPa height correlation maps associated with the
leading  modes  of  spring  to  autumn  (Figs.  3c, f and i)  all
show an AO-like  zonal  structure  over  the  mid-to-high lati-
tudes  of  the  Northern  Hemisphere;  this  is  characterized  by
opposite  anomalies  over  Greenland  and  the  North  Atlantic
Ocean/northern  Europe  [see,  for  example,  S-REOF1  in
Fig.  4 of  Frederiksen  and  Zheng  (2004)],  and  is  closely
linked  to  the  North  Atlantic  tripolar  SSTs.  These  suggest
that the AO and PDO may be important factors influencing
China’s GPP from spring to autumn. Consistently, the tempo-
ral correlation coefficients of the AO/PDO indices associated
with  the  GPP  R-PC1  in  spring,  summer  and  autumn  are
0.45/−0.36, 0.26/−0.34 and 0.25/−0.28 when calculated simul-
taneously, and 0.43/−0.33, 0.30/−0.31 and 0.25/−0.28 when
calculated at the lead time (Table 3), respectively, and are sta-
tistically  significant  at  the  95%  confidence  level.  Further-
more,  the  relationship  between  China’s  GPP  and  the  com-
bined  effects  of  the  PDO  and  AO  was  further  examined
using correlation maps of the GPP in China associated with
the simultaneous and lagged PDO and AO indices in Table
3 during  the  seasons  from  spring  to  autumn  (figures  not
shown), and the results were found to be consistent.

Figures 4a–i show the correlation maps of simultaneous
soil moisture, precipitation and temperature associated with
the GPP R-PC1 during spring to autumn. Anomalously wetter
conditions of precipitation and soil  moisture observed over
southern  China  in  spring  (Figs.  4a and b),  the  Yangtze–
Huaihe  River  Valley  and  northeastern  China  in  summer
(Figs. 4d and e), and southeastern China in autumn (Figs. 4g
and h)  are  responsible  for  the  positive  anomaly  of  GPP  in
those areas (Figs. 3a, d and g). Locally, the significantly wet-
ter conditions are a response to an anomalous anticyclone cen-
tered over the northwestern Pacific around Japan (Figs. 3c, f
and i), which brings moist air from the northwestern Pacific

to eastern China. This anomalous high is consistent with the
significant  positive  SST anomalies  situated  over  the  north-
western Pacific (Figs. 3b, e and h) – one of the major features
of negative PDO phases (Muller et al., 2008), and known to
be  closely  associated  with  the  AO variability  (Gong  et  al.,
2011). Meanwhile, significantly higher-than-normal tempera-
ture  anomalies  are  observed  in  northeastern  China  during
spring (Fig. 4c). As the temperature has a generally positive
feedback to GPP in northeastern China during spring (Peng
et al., 2021), the GPP there is enhanced (Fig. 3a). The temper-
ature  associated  with  the  leading  GPP  mode  of  summer
shows  cooler-than-normal  conditions  in  central-eastern
China (Fig. 4f), which increases the GPP there (Fig. 3d) via
its  water  deficit  effects  (Kim  et  al.,  2017; Li  et  al.,  2021;
Peng et al., 2021). The above results are generally consistent
with many previous studies (e.g., Gong et al., 2011; Yang et
al.,  2017; Ying  et  al.,  2017, 2018)  in  which  relationships
between both the PDO and AO with the East Asian monsoon
and climate in China have been found during different sea-
sons. 

3.3.2.    Sources from the eastern tropical Pacific Ocean

The  GPP  fields  associated  with  the  R-PC2  during
spring, summer and autumn are displayed in Figs. 3j, m and
p, respectively. Associated with the spring R-PC2, the GPP
fields have a tripolar spatial structure, with negative anoma-
lies  in  southeastern  and  northeastern  China  and  positive
anomalies between the lower reaches of the Yangtze and Yel-
low rivers (Fig. 3j) in the phase shown here. Corresponding
to the summer R-PC2, meanwhile, there is a dipole pattern,
with  higher-than-normal  conditions  in  southern  China  and
lower-than-normal  conditions  in  northeastern  China  (Fig.
3m). For the autumn R-PC2’s related GPP, there are negative
loadings  in  central-eastern  China  and  positive  loadings  in
southeastern China (Fig. 3p). Again, there are large similari-
ties between the spatial distributions of the GPP associated
with  the  R-PC2  (Figs.  3j, m and p)  and  those  with  the  T-
PC2  (Figs.  2g, i and k),  suggesting  dominant  effects  from
the climate forcing component in these regions.

The most notable features that appear in the simultaneous
SST correlation maps associated with the R-PC2 of GPP dur-
ing spring to autumn (Figs. 3k, n and q) are the significant
positive values over the eastern tropical Pacific Ocean, indi-
cating  that  ENSO is  the  possible  source  of  the  interannual
variability  for  China’s  GPP  during  these  seasons.  The
results  are  consistent  with  the  correlation  maps  of  China’s
GPP associated with the Niño3.4 index (figures not shown),
which  also  indicate  a  close  linkage  between  ENSO  and
China’s GPP from spring to autumn. Previous studies have
revealed that ENSO is one of the major factors affecting the
interannual variations of China’s soil moisture (Ying et al.,
2016)  and  temperature  (Nian  et  al.,  2020),  as  well  as  the
East Asian summer monsoon and monsoonal rainfall (Wu et
al., 2009; Wang et al., 2015; Ying et al., 2016, 2017), via its
regulation  of  air–sea  interactions  over  the  Pacific–Eurasia
region. However, there are much stronger ENSO–GPP corre-
lations for autumn (autumn; Fig. 3q) than in the warm seasons

Table 2.   Total variability of the mean seasonal variations in GPP
pattern  [leftmost  column;  (KgC  m−2 month−1)2],  the  residual
variability  from  the  trend  and  the  GPP  memory  of  the  seasonal
mean GPP pattern [second column; (KgC m−2 month−1)2], and the
percentage of the residual to total variability (third column; %).

Season T- variability R- variability R/T variability

spring 0.061 0.039 64
summer 0.195 0.117 60
autumn 0.120 0.078 65
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(spring and summer; Figs. 3k and n). In particular, the tempo-
ral correlations of the Niño3.4 index associated with the sec-
ond R-PC in spring, summer and autumn are 0.28, 0.28 and

0.47  when  calculated  simultaneously,  and  0.32,  −0.34  and
0.49 when calculated at the lead time (statistically significant
at  the 95% confidence level),  respectively.  Consistent  with

 

 

Fig. 3. Correlation maps of contemporary GPP (left-hand column), SST (middle column) and 500-hPa geopotential height
(right-hand column) associated with the (a–c) spring R-PC1, (d–f) summer R-PC1, (g–i) autumn R-PC1, (j–l) spring R-PC2,
(m–o) summer R-PC2 and (p–r) autumn R-PC2, respectively. The shaded areas in the correlation maps are significant at the
95% confidence level, using the Student’s t-test.
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this, a previous study by Ying et al. (2017) reported a similar
seasonality  in  the  lead–lag  and  simultaneous  relationship
between  ENSO  and  precipitation  in  eastern  China  from
spring  to  autumn,  based  on  precipitation  observations,  in
which  stronger  ENSO–precipitation  correlations  were  seen
in autumn [Fig. 8b of Ying et al. (2017)] than that in spring
and  summer  [Fig.  3j of  Ying  et  al.  (2017)].  Other  studies
have  indicated  that  this  seasonality  in  the  behavior  of
ENSO–precipitation correlations might be due to the ENSO
signal  in  autumn  persisting  throughout  the  entire  period,
whereas  the  signal  in  spring  and  summer  has  an  apparent
interdecadal  change around the late  1970s (Wu and Wang,
2002; Wang  et  al.,  2008; Ying  et  al.,  2015).  Explanations
for the seasonality in the GPP–ENSO relationship is still an
interesting  and  open  question  that  needs  further  examina-
tion.

When examining the atmospheric circulation anomalies,
the  simultaneous  500-hPa  geopotential  height  associated
with the spring R-PC2 (Fig. 3l) displays a distinct meridional
dipole in the western Pacific, resembling the western Pacific
Oscillation (WPO) pattern of Frederiksen and Zheng (2004;
their S-REOF3 in Fig. 4; pattern correlation with canonical
WPO for spring is 0.66), which is closely related to ENSO.
Corresponding  to  this  anomalous  circulation  in  spring,  the
soil moisture and the precipitation show negative anomalies
in  southern  China  and  positive  anomalies  in  the  area
between  the  Yangtze  and  Yellow  rivers  (Figs.  4j and  k);
plus,  the  temperature  displays  warmer-than-normal  condi-
tions in southern China and cooler conditions in central east-
ern China (Fig. 4l), which is responsible for the anomaly cen-
ters of the GPP EOF2 in these regions (Fig. 3j). Based on in-
situ observations, Ying et al. (2017; their Fig. 7e) concluded
that  El  Niño  and  positive  WPO are  significantly  related  to
drier (wetter) rainfall patterns in the south (north) over eastern
China in spring, which is consistent with our results above.

For the summer GPP R-PC2, the most noticeable feature
in the associated 500-hPa height field is an anomalous posi-
tive  center  located  around  Lake  Baikal  (Fig.  3o).  Previous
studies  have  found  that  this  dual  blocking  high  condition
over Lake Baikal is favorable for suppressed rainfall in north-
eastern China (Shen et al., 2011; Ying et al., 2018), which is

consistent  with  our  results.  In  particular,  an  increase
(decrease)  in  soil  moisture  and  rainfall  (Figs.  4m and  n),
and decrease (increase) in temperature (Fig. 4o) over southern
China (northeastern China), facilitate this particular GPP spa-
tial pattern (Fig. 3m).

Associated with the GPP R-PC2 of autumn, the simulta-
neous 500-hPa height  shows significant  positive anomalies
over the northwestern Pacific Ocean (Fig. 3r),  which is the
region  most  influenced  by  the  western  Pacific  subtropical
high (WPSH), suggesting the WPSH is an important factor
affecting  the  GPP  anomalies  over  China  during  autumn.
The  anomalously  drier  conditions  in  central-eastern  China
(Figs. 4p and q), as well as the anomalously wetter (Figs. 4p
and q) and cooler conditions (Fig. 4r) in southern China, cor-
respond to the anomalous GPP dipole structure as shown in
Fig. 3p. The results agree with Ying et al. (2017), in which
ENSO and the WPSH were identified as the most important
factors  affecting  the  interannual  variability  of  autumn  sea-
sonal  mean rainfall  in eastern China,  and an ENSO-related
precipitation  pattern  in  autumn  similar  to  our  GPP  EOF2
was observed. 

3.4.    Fractions  of  variance  explained  by  the  SST  and
circulation teleconnections

Based  on  the  above  results,  we  calculated  the  fraction
of variance of seasonal GPP explained by the key SST and cir-
culation  factors,  using  Eq.  (3),  in  order  to  further  evaluate
the relative contributions of the identified ocean–atmosphere
teleconnections  of  the  interannual  variability  of  China’s
GPP.  Here,  the  key  SST  and  circulation  factors  are  repre-
sented  by  a  projection  of  seasonal  mean  SST  and  height
fields on their corresponding correlation maps with the GPP
R-PC. In general, the key SST and circulation teleconnection
factors can produce a large amount of GPP interannual vari-
ance, with an average percentage explained variance of 13%,
23%  and  19%  over  China  during  spring,  summer  and
autumn, respectively. The spatial distributions of the fraction
of variance explained by the key SST and circulation factors
(Fig. 5) display maximum centers (more than 30%) over cen-
tral-eastern  China  and  southwestern  China  in  spring  (Fig.
5a), central-eastern China and northeastern China in summer

Table  3.   Correlation  coefficients  between  the  GPP R-PC and  the  contemporary  (third  column)  and  lead-time  (fifth  column)  climate
indices. The years used in the climate indices are denoted by (1) for the preceding year.

GPP R-PC Climate indices Correlation (contemporary) Climate indices Correlation (lead-lag)

spring R-PC1 spring AO 0.45*** Feb AO 0.43***
spring PDO −0.36** spring(1) PDO −0.33**

spring R-PC2 spring Niño-3.4 0.28* Feb Niño-3.4 0.32*
summer R-PC1 summer AO 0.26* May AO 0.30*

summer PDO −0.34** spring PDO −0.31*
summer R-PC2 summer Niño-3.4 0.28* D(1)JF Niño-3.4 −0.34**
autumn R-PC1 autumn AO 0.25** Aug AO 0.25*

autumn PDO −0.28* summer PDO −0.28*
autumn R-PC2 autumn Niño-3.4 0.47*** summer Niño-3.4 0.49***

*0.05, **0.01, *** 0.001
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(Fig. 5b), and southeastern China in autumn (Fig. 5c). Mean-
while, these regions make substantial absolute contributions
to the carbon cycle for China, as they have the largest interan-
nual variabilities (Figs. 1b–d) and climatological means (fig-

ure not shown) in GPP across the country as a whole. Thus,
aside  from  the  prolonged  trend  and  the  GPP  memory,  the
SST and atmospheric teleconnections are also crucial to the
interannual variance of China’s GPP.
 

 

 

Fig.  4. Correlation  maps  of  contemporary  soil  moisture  (left-hand  column),  precipitation  (middle  column)  and
temperature (right-hand column) associated with the (a–c) spring R-PC1, (d–f) summer R-PC1, (g– i) autumn R-PC1,
(j– l) spring R-PC2, (m–o) summer R-PC2 and (p–r) autumn R-PC2, respectively. The shaded areas in the correlation
maps are significant at the 95% confidence level, using the Student’s t-test.
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4.    Summary and discussion

A seven-member TRENDY simulation was used to esti-
mate  the  GPP  field  over  China  for  the  period  1951–2010.
By  separating  out  the  significant  effects  from  the  linear
trend and GPP memory,  the dominant  GPP signals  (R-PC)
that are most related to climate forcing factors were derived,
for the seasons of spring to autumn. The key sources of inter-
annual variability from the SST and atmospheric circulations
for the seasonal GPP in China were then identified.  In this
paper, we have gained a more quantitative understanding of
the  sources  of  interannual  variability  of  China’s  GPP from
the ocean–atmosphere teleconnections. The main results can
be summarized as follows:

(1) The seasonal GPP over China associated with the R-
PC1  (R-PC2)  during  spring  to  autumn  show  a  monopole
(dipole or tripolar) spatial structure, with a clear seasonal evo-
lution for their maximum centers from spring to autumn.

(2) The PDO and AO are closely linked with the GPP
R-PC1  from  spring  to  autumn.  This  combined  impact  on
GPP in China is accompanied by a significant anomalous anti-
cyclone or cyclone centered around Japan. ENSO is possibly
the source of  the interannual  variability of  the GPP R-PC2
of  spring  to  autumn.  In  response,  a  WPO-like  circulation,
Lake Baikal blocking, and an anomalous WPSH are closely
related  to  the  GPP  R-PC2  of  spring,  summer  and  autumn,
respectively. Further analysis indicated that these remote rela-
tionships between GPP and both SST and large-scale circula-
tion are regulated by the local hydrothermal conditions of rain-
fall, temperature, soil moisture, and so on.

(3) The fractions of variance of seasonal GPP explained
by the key SST and circulation factors are large, with an aver-
age of 13%, 23% and 19% over China during spring, summer
and autumn, respectively. The spatial distributions of the frac-
tions of variance explained by the key SST and circulation
factors show maximum centers (larger than 30%) over cen-
tral-eastern and southwestern China in spring, central-eastern
and  northeastern  China  in  summer,  and  southern  China  in
autumn. Meanwhile, these are the key regions that dominate
the interannual GPP variability for the country as a whole.

Our  findings  above  are  based  on  analyses  of  multi-
model ensemble datasets from TRENDY. A critical question
is  whether  the  GPP–teleconnection  relationships  exist  in
each  individual  model.  To  address  this  question,  we  per-
formed the same analysis for the seven individual models as
those  that  were  done  for  the  multi-model  ensemble  from
TRENDY.  Based  on  the  seven  individual  model  outputs,
the spatial structures of the contemporary GPP correlations
associated  with  the  two  dominant  R-PC  from  spring  to
autumn  (Figs.  S2  and  S3  in  the  ESM)  are  quite  similar  to
that for the multi-model ensemble from TRENDY (left col-
umn of Fig. 3). In addition, when examining the correlation
coefficients between the GPP R-PC based on the seven indi-
vidual model outputs and the simultaneous (or lagged) climate
indices,  the  significant  GPP–teleconnection  relationships
observed  in  the  multi-model  ensemble  from  TRENDY
could also be seen for the seven individual models (Tables
S1 and S2 in the ESM) in most cases. Although as expected,
the  GPP–teleconnection  correlation  values  for  the  multi-
model  ensemble  from  TRENDY  are  in-between  those  for
the  individual  models,  this  nevertheless  indicates  that  the
GPP–teleconnection relationships in TRENDY are generally
robust for certain individual models.

Our  work  suggests  that  the  AO,  PDO,  ENSO,  WPO,
Lake Baikal blocking and WPSH are worthy of attention in
terms  of  the  interannual  variability  of  the  seasonal  mean
GPP  in  the  Chinese  mainland  during  spring–summer–
autumn,  spring–summer–autumn,  spring–summer–autumn,
spring, summer and autumn, respectively. Also, we suggest
that there are considerable seasonal differences in GPP–tele-
connection relationships from spring to autumn, correspond-
ing  to  local  hydrothermal  conditions.  These  findings  help
improve  understanding  of  the  interannual  variability  of
China’s GPP. Also, identifying the SST and large-scale circu-
lation factors are key for improving the seasonal forecasting
of GPP, as these slowly varying external forcing factors and
internal  dynamics  could  have  persistent  influences  on
China’s climate (see Table 3 and Text S1 in the ESM). Thus,
it provides an excellent way to estimate and project changes

 

 

Fig. 5. Spatial distributions of the fraction of variance of GPP explained by the SST and circulation factors, for (a)
spring, (b) summer and (c) autumn, respectively.

AUGUST 2022 YING ET AL. 1339

 

  



in the carbon cycle across China and would also provide sci-
entific support for achieving carbon neutrality targets.

It  is  important  to  acknowledge  that  our  finding  of  an
effect of external forcing and internal dynamics on GPP has
been  reached  without  consideration  of  land-use  change.  If
land-use change and field irrigation are included, it is possible
that  the  effects  of  ocean–atmosphere  teleconnections  may
prove  to  be  smaller  than  found  in  our  study.  Nonetheless,
our results highlight the effect of ocean–atmosphere telecon-
nections on national-scale GPP in natural ecosystems, leading
to a recommendation for a more substantial focus on under-
standing  this  process  in  the  biosphere.  In  particular,  it
should be noted that five out seven models did not include
nitrogen (N) cycle in this  study.  In addition,  the TRENDY
S2 simulation  in  this  study did  not  include  the  phosphorus
(P) cycle. Thus, our simulation did not consider the effects
of  N  and  P  limitations  on  GPP.  Ignoring  these  limitations
may have resulted in an overestimation of GPP (Peng et al.,
2020; Wieder et al., 2015). Therefore, in future work, to fur-
ther verify the present reported results, we plan to carry out
a similar analysis of the simulations but with due considera-
tion paid to P limitation.
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ABSTRACT

In  recent  studies,  proxy  XCH4 retrievals  from  the  Japanese  Greenhouse  gases  Observing  SATellite  (GOSAT)  have
been  used  to  constrain  top-down  estimation  of  CH4 emissions.  Still,  the  resulting  interannual  variations  often  show
significant discrepancies over some of the most important CH4 source regions, such as China and Tropical South America,
by  causes  yet  to  be  determined.  This  study  compares  monthly  CH4 flux  estimates  from  two  parallel  assimilations  of
GOSAT XCH4 retrievals from 2010 to 2019 based on the same Ensemble Kalman Filter (EnKF) framework but with the
global chemistry transport model (GEOS-Chem v12.5) being run at two different spatial resolutions of 4° × 5° (R4, lon ×
lat) and 2° × 2.5° (R2, lon × lat) to investigate the effects of resolution-related model errors on the derived long-term global
and regional CH4 emission trends. We found that the mean annual global methane emission for the 2010s is 573.04 Tg yr –1

for the inversion using the R4 model, which becomes about 4.4 Tg yr –1 less (568.63 Tg yr –1) when a finer R2 model is
used, though both are well within the ensemble range of the 22 top-down results (2008–17) included in the current Global
Carbon Project  (from 550 Tg yr –1 to  594 Tg yr –1).  Compared  to  the  R2 model,  the  inversion  based  on  the  R4 tends  to
overestimate tropical emissions (by 13.3 Tg yr –1), which is accompanied by a general underestimation (by 8.9 Tg yr –1) in
the  extratropics.  Such  a  dipole  reflects  differences  in  tropical–mid-latitude  air  exchange  in  relation  to  the  model’s
convective  and  advective  schemes  at  different  resolutions.  The  two  inversions  show  a  rather  consistent  long-term  CH4

emission  trend  at  the  global  scale  and  over  most  of  the  continents,  suggesting  that  the  observed  rapid  increase  in
atmospheric  methane  can  largely  be  attributed  to  the  emission  growth  from  North  Africa  (1.79  Tg  yr –2 for  R4  and
1.29 Tg yr –2 for R2) and South America Temperate (1.08 Tg yr –2 for R4 and 1.21 Tg yr –2 for R2) during the first half of
the  2010s,  and  from  Eurasia  Boreal  (1.46  Tg  yr –2 for  R4  and  1.63  Tg  yr –2 for  R2)  and  Tropical  South  America
(1.72 Tg yr–2 for R4 and 1.43 Tg yr –2 for R2) over 2015–19. In the meantime, emissions in Europe have shown a consistent
decrease over the past decade. However, the growth rates by the two parallel inversions show significant discrepancies over
Eurasia  Temperate,  South  America  Temperate,  and  South  Africa,  which  are  also  the  places  where  recent  GOSAT
inversions usually disagree with one other.
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Article Highlights:

•  Inversion  modeling  systems  using  CTMs with  coarse  horizontal  resolutions  can  reliably  estimate  global  total  methane
emissions  and  give  a  rather  credible  long-term  trend  in  all  TransCom-3  regions  except  for  Eurasia  Temperate,  South
America Temperate, and South Africa.

•  Emission  increases  in  North  Africa  and  South  American  Temperate  contributed  the  most  strongly  to  global  emission
growth from 2010 to 2014. During the second half of the 2010s, accelerated methane increases in the atmosphere were
mainly driven by Eurasia Boreal and Tropical South America emissions.
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•  There are large uncertainties and debates in methane emission from Eurasia Temperate. We discuss possible causes for
different  emission estimates,  particularly  over  China,  to  highlight  the adverse effects  of  the model  transport  error  over
regions that are poorly constrained by observations or a priori estimates.

 

 
  

1.    Introduction

Methane  concentrations  in  the  atmosphere  have  more
than doubled since the pre-industrial era, contributing about
20% to present-day human-induced global warming (Myhre
et al., 2013; Etminan et al., 2016). Methane is also a chemical
precursor  to  tropospheric  ozone,  which  has  adverse  effects
on both human and ecosystem health. Its lifetime in the atmo-
sphere is  about 8 to 11 years (Patra et  al.,  2011; Prather et
al., 2012Canadell et al., 2021). Quantifying methane emission
and understanding the  factors  driving its  interannual  varia-
tions  are  of  both  the  public  and  scientific  interest  because
CH4 emission reduction is now considered to be an efficient
strategy for combating global warming, which can improve
air quality (Shindell et al., 2012; Schaefer et al., 2016; Schae-
fer, 2019).

Surface observations from the NOAA network (Dlugo-
kencky,  NOAA/GML  (gml.noaa.gov/ccgg/trendsch4/)
reveal significant interannual variability in the rate by which
methane is increasing. This variability is caused by an imbal-
ance  of  surface  emissions  and  atmospheric  sinks,  mainly
due  to  reactions  with  hydroxyl  radicals  (OH),  chlorine
atoms (Cl), and excited atomic oxygen (O(1D)) (Saunois et
al., 2020). Emissions can be broadly divided into natural (e.
g.,  wetlands,  inland  water  systems,  geological  seeps,  ter-
mites,  oceans,  terrestrial  permafrost,  and  hydrates)  (Bloom
et al., 2010; Kirschke et al., 2013; Melton et al., 2013) and
anthropogenic sources (e.g., from agriculture, fossil fuel com-
bustion,  and  waste  management)  (Kirschke  et  al.,  2013;
Schaefer,  2019; Saunois  et  al.,  2020).  It  is  challenging  to
quantify  the  methane  budget  accurately  and  determine  the
drivers for the unstable methane trend due to large uncertain-
ties  in  both  sources  (emissions)  and  sinks  (Canadell  et  al.,
2021).  In  the  past  several  years,  many  studies  focused  on
the  reasons  for  the  plateau  in  the  trend  and  subsequent
regrowth  of  CH4 in  the  2000s  but  reached  no  consensus,
which is discussed in detail and concluded by Canadell et al.
(2021).  Based  on  sectoral  a  priori  emission  inventories
derived  from  “Bottom-up ”  approaches,  the  “Top-down ”
method takes advantage of atmospheric measurements to opti-
mize  the  total  emissions  and  sinks  (Jacob  et  al.,  2016;
Brasseur and Jacob, 2017). The quality of inferred emissions
depends  critically  on  the  quality  and  density  of  measure-
ments.  In  the  2010s,  long-term  satellite  retrievals  from
GOSAT and TROPOMI, with improved precision and accu-
racy,  provided  worldwide  measurements  to  cover  spatial
and  temporal  changes  in  the  atmospheric  column-averaged
concentration of (XCH4) to constrain and interpret the interan-
nual variation of global and regional methane emissions and
their  trends  (Fraser  et  al.,  2013, 2014; Wecht  et  al.,  2014;

Turner  et  al.,  2015; Feng  et  al.,  2017; Lunt  et  al.,  2019,
2021; Maasakkers et al., 2019; Miller et al., 2019). In the pro-
cesses of “Top-down” inverse modeling, atmospheric trans-
port and chemistry models (CTMs), driven by meteorological
fields, act as a “bridge” to link methane sources and sinks to
atmospheric concentrations and thus also impact the inversion
results.

Several studies have investigated the influence of obser-
vations from different platforms such as in-situ measurements
and  remotely-sensed  retrievals,  uncertainties  in  prior  emis-
sions,  and  other  inversion  parameters  in  observationally-
based  system  simulation  experiments  (OSSEs)  (Meirink  et
al., 2008; Eraser et al., 2014; Bousserez et al., 2016; Turner
et al.,  2018; Zhang et al.,  2018; Lu et al.,  2021). However,
errors  in  the  atmospheric  models  used  to  simulate  CH4
remain poorly characterized (Saito et al., 2013; Locatelli et
al.,  2015).  These  errors  are  mainly  derived  from  transport
errors  and  horizontal  resolution-related  representative  or
observation  mismatch  errors  (Ganesan  et  al.,  2019;
Stanevich  et  al.,  2020, 2021).  Transport  errors  contain
biases in numerical convective and advective schemes (Stra-
han and Polansky, 2006; Saito et al., 2013; Yu et al., 2018;
Bisht  et  al.,  2021),  meteorological  fields  (Locatelli  et  al.,
2013, Pandey et al., 2019), and parametrization of subgrid-
scale processes (Locatelli et al., 2015). Saito et al. (2013) com-
pared  vertical  profiles  of  twelve  chemistry  models  in  the
TransCom-CH4 intercomparison experiment with aircraft mea-
surements.  They  concluded  that  transport  uncertainties
partly cause the disparity of the vertical gradients among mod-
els. Yu et al. (2018) investigated the impact of model resolu-
tion  on  transport  in  GEOS-Chem  using 222Rn, 210Pb,  and
7Be tracers. They found that vertical transport is reduced in
the model with coarse resolution. Bisht et al. (2021) suggested
models  at  low  resolution  are  probably  transporting  mass
faster in the lower stratosphere, from the tropics to the mid-
high  latitudes.  Influences  of  these  transport  errors  on
methane emissions inversion are also investigated. Locatelli
et  al.  (2015)  tested  the  sensitivity  of  methane  budget  to
LMDz  sub-grid-scale  physical  parameterizations.  They
found that the inversions using a coarser version of the trans-
port model are actually masking a poor representation of the
stratosphere–troposphere methane gradient in the model. Rep-
resentative or observational mismatch errors due to model out-
put in coarse grids have geographically broader average val-
ues  than  finer  grids.  These  systematic  uncertainties  may
cause an overestimation or underestimation of anthropogenic
emissions  related  to  geographically  localized  processes
(such  as  oil  and  gas  production  and  coal  mining,  biomass
burning,  livestock,  and  landfills)  (Ganesan  et  al.,  2019).
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Stanevich  et  al.  (2020, 2021)  focused  on  short-term biases
in the global GEOS-Chem chemical transport model at differ-
ent  model  grids  and  assessed  their  effects  on  inversion
results. Their simulations using two different spatial resolu-
tions show large differences in the modeled CH4 column abun-
dances over major source regions such as China. They con-
cluded  that  the  simulation  at  a  higher  spatial  resolution
yielded a better agreement with observations.

To  investigate  the  impacts  of  the  horizontal  resolution
of CTMs on estimates of global and regional methane emis-
sion  long-term  trends,  we  report  the  first  comparison  of
decadal methane emission trends (2010–19) obtained using
the same Ensemble Kalman Filter (EnKF, Feng et al., 2017),
but with the CTM (GEOS-Chem v12.5) being run at two dif-
ferent spatial resolutions: 4° (lat) × 5° (lon) (Referred to R4
hereafter) versus 2° × 2.5° (Referred to R2 hereafter). Here,
a  10-year  record  of  satellite  column  observations  of
methane  from  the  Japanese  Greenhouse  gases  Observing
SATellite (GOSAT) retrievals was used to constrain the two
parallel inversions.

We provide a detailed description of these data in section
2  and  a  description  of  the  ensemble  Kalman  filter  method
and  GEOS-Chem model.  Validation  results  obtained  using
the Total Carbon Column Observing Network (TCCON) mea-
surements are provided in section 3. We report our compari-
son results in section 4 and provide conclusions in section 5. 

2.    Data and Methods
 

2.1.    Ensemble Kalman Filter Inversion Method

x t

To constrain and optimize past methane fluxes, we uti-
lized an existing Ensemble Kalman Filter (EnKF) framework
developed by Feng et  al.  (2009, 2017)  to  assimilate  space-
based  measurements  of  atmospheric  concentrations  from
2010 to 2019. As detailed by Feng et al. (2017), a posteriori
methane  flux  estimates  at  a  location  and  time  are
assumed to take the form of: 

f g
p (x, t) = f g

0 (x, t)+
∑n

i=1
cg

i BFg
i (x, t) , (1)

f g
0 (x, t)

cg
i

c

BFg
i (x, t)

where  g  denotes  the  methane  tracer  gas  and 
describes  a  priori  emission  inventories.  The  coefficient 
represents  adjustment  parameters  for  estimating  methane
fluxes from a joint state vector  through an optimized fitting
of the model results to observations. The pulse-like basis func-
tion  in (1) represents the methane flux perturbations
from various  sectors  across  predefined geographic  regions.
We divided a priori methane inventories into two source cate-
gories: anthropogenic and natural emissions. We defined 92
land sub-regions by dividing the 11 TransCom-3 (Gurney et
al.,  2002)  land  regions  into  almost  four  equal  sub-regions,
except  for  China,  which  was  divided  into  37  sub-regions
due to its large emissions. The 11 oceanic regions defined in
the  TransCom-3  experiment  were  combined  due  to  the
insignificant  exchange  between  the  ocean  and  atmosphere.
We selected state vectors as the monthly coefficients for scal-

BFg
i (x, t)

ing the pulse-like regional methane fluxes (basis functions)
in  93  global  regions.  To  achieve  higher  spatial  resolution
for assimilation, in this study,  denotes the perturba-
tion  of  total  a  priori  estimates  in  various  sub-regions  for
each month, rather than a priori fluxes from different emission
sectors as described in Feng et al. (2017). Therefore, we esti-
mated  a  total  of  22  320  (i.e.,  2  ×  (sub-sources)  ×  93  (sub-
regions) × 120 (months)) coefficients through an optimal fit-
ting of model concentrations with observations as follows: 

ca = cf +K
[
y−H (cf)

]
, (2)

cf ca

y
H (cf)

where  and  denote the a priori and a posteriori state vec-
tors,  respectively.  represents  the  XCH4 observations
retrievals  by GOSAT in  this  study,  and  represents  a
priori  information,  including  the  simulation  process  of  the
GEOS-Chem  relating  a  priori  inventories  to  concentration
fields,  as  well  as  the  sampling  processes  from  fields  to
XCH4 consistent with the format of the observations.

Pf

∆Cf =
[
∆cf1 ,∆cf2 , . . . ,∆cfne

]
Pf ∆Cf(∆Cf)T

K

In the ensemble Kalman filter framework, we approxi-
mate the a priori error covariance  by introducing an ensem-
ble  of  perturbation  states ,  so
that a priori  covariance  can be described as .
The Kalman gain matrix  in (2) is given by: 

K ≈ ∆Cf∆YT
[
∆Y(∆Y)T+R

]−1
, (3)

R ∆Y

∆Cf ∆Y = H(∆Cf)

T

where  is  the  observation  error  covariance,  and 
denotes  the  projection  of  the  flux  perturbation  ensemble

 to  observation  space  [ ].  The a posteriori
estimate uncertainties are also in the form of a perturbation
ensemble, which can be obtained by introducing a transform
matrix : 

∆Ca = ∆CfT , (4)
 

T(T)T = I− (∆Y)T
[
∆Y(∆Y)T+R

]−1
∆Y . (5)

T(T)T

∆YTR−1/2

ca ∆Ca

For simplifying the calculation of , we used singu-
lar value decomposition (SVD) of the scaled model observa-
tion ensembles  and an efficient numerical lower-
upper  solver  to  sequentially  calculate  the a  posteriori esti-
mates  and the associated uncertainties . 

2.2.    GEOS-Chem Atmospheric Chemistry and Transport
Model

We used v12.5.0 of GEOS-Chem to describe the relation-
ship  between  surface  emissions  and  the  atmospheric
methane distributions, forming part of the forward model in
our  inversion  system.  The  model  is  driven  by  MERRA-2
meteorological re-analysis fields from the Global Modeling
and Assimilation Office (GMAO) of  NASA (Bosilovich et
al., 2016). In our experiments, GEOS-Chem model simula-
tions are run at two horizontal resolutions, at R4 and R2, for
comparison. We used 47 hybrid-sigma levels from the surface
to 0.01 hPa, of which 30 lie below the dynamic troposphere.
We used the non-local boundary layer mixing scheme imple-
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mented by Lin and McElroy (2010). The initial CH4 field on
1 January 2010 was obtained from Feng et  al.  (2017)  with
an additional 1-year spin-up period starting in 2009.

We  used  existing  methane  inventories  for  various
source  types.  Specifically,  we  used  the  EDGAR  v4.3.2
global  emission  inventory  for  2012  [https://edgar.jrc.ec.
europa.eu/, last access: 1 December 2017; (Janssens-Maen-
hout  et  al.,  2019)]  to  represent  anthropogenic  emissions.
This inventory includes various emission sources related to
human  activities  (coal  mining,  oil  and  gas  industry,  live-
stock, and waste). We used the United States Environmental
Protection  Agency  inventory  (Maasakkers  et  al.,  2016)  for
the United States and the oil and gas emissions from Sheng
et al. (2017) for Canada and Mexico. Additionally, 10-year
daily global open fire emissions were obtained from QFED
(Darmenov and da Silva, 2013). Monthly wetland emissions
from  2010  to  2019  were  obtained  from  the  WetCHARTS
v1.0 extended ensemble mean (Bloom et al., 2017). For ter-
mite  emissions,  we  used  the  results  of  Fung  et  al.  (1991).
Emissions from geological macro seeps were obtained from
Etiope (2015) and Kvenvolden and Rogers (2005). In terms
of  areal  seepage,  we used  sedimentary  basins  (micro  seep-
age)  and  potential  geothermal  seepage  maps  from  Kven-
volden and Rogers (2005) and emission factors  from Lyon
et al. (2015).

For  the  atmospheric  sinks  of  methane,  we  used  a  3-D
global  tropospheric  OH  fields  based  on  a  GEOS-Chem  1-
year  full-chemistry  simulation  to  describe  the  main  tropo-
spheric  removal  process  of  CH4 (Fraser  et  al.,  2014).
Another tropospheric oxidation sink from Cl atoms is based
on fields from Sherwen et al. (2016). The soil uptake calcula-
tion  uses  fields  from  Fung  et  al.  (1991)  with  temperature-
based  seasonality  based  on  Murray  et  al.  (2012).  Other
minor loss terms in stratospheric oxidation are described by
Ridgwell et al. (1999). 

2.3.    Data

GOSAT was  launched  in  2009  by  the  Japanese  Space
Agency (JAXA) in collaboration with the Japanese National
Institute for Environmental Studies and the Ministry of Envi-
ronment.  This  satellite  is  equipped  with  a  high-resolution
Fourier-transform  spectrometer  (TANSO-FTS),  which
enables the measurement of concentrations of both CO2 and
CH4. GOSAT is in a sun-synchronous orbit, with a local equa-
tor crossing time of 1300 LST. The instrument has a ground
footprint diameter of 10.5 km with a pixel spacing of approxi-
mately 250 km. GOSAT achieves approximate global cover-
age  in  three  days.  We  used  the  v9  GOSAT  proxy  column
methane  data  from  the  University  of  Leicester,  including
nadir observations over land and glint observations over the
ocean  from 2009  to  2019  (Parker  et  al.,  2015, 2020),  with
only the nadir measurements used for inversion. These data
are routinely validated against ground-based remote sensing
data (Parker et al., 2015) and occasionally with aircraft data
(Webb et al., 2016). The proxy retrieval simultaneously pro-
vides CH4 and CO2 column estimates using absorption fea-
tures around the wavelength of 1.6 μm, which is most sensi-

tive to changes in these gases in the lower troposphere. In tak-
ing  the  ratio  of  these  retrieved  columns,  CH4/CO2,  CO2 is
assumed to be a proxy for modification along the light path
(Frankenberg  et  al.,  2011);  this  minimizes  the  influence  of
common  factors  affecting  the  retrieval  of  both  gases,  e.g.,
clouds  and  atmospheric  scattering.  As  a  result,  this  proxy
retrieval method is less sensitive to scattering than the tradi-
tional  full-physics  retrieval  approach  and,  therefore,  yields
greater data density over geographical regions with substan-
tial  aerosol  loading,  e.g.,  tropical  areas  during  the  dry  sea-
son,  when biomass  burning is  prevalent.  Previous  analyses
have shown that these retrievals have a bias of 0.2% and a sin-
gle-sounding precision of about 0.72% (Parker et al., 2011,
2015, 2020).  We  assume  that  GOSAT  proxy  column
methane has an uncertainty of 1.2% to account for all possible
errors,  including observational errors,  representative errors,
and retrieval errors from the radiative transfer model. 

3.    Validation
 

3.1.    Comparison with GOSAT retrievals

Figure  1 presents  latitudinal  differences  between
GOSAT-observed XCH4 values, and simulated using GEOS-
Chem  with  a  priori  emissions  at  R4  (a)  and  R2  (b)  model
grids, and values obtained using a posteriori emissions from
(c) the R4 inversion and (d) R2 inversion. In the appendix,
Fig.  A2 presents  the  distribution  of  decadal  mean  differ-
ences.  Before  inversion,  large  gaps  existed  between
GOSAT  observations  and  model  simulations  at  the  two
model  grids,  especially  over  mid-latitude  and  high-latitude
areas of the northern hemisphere (NH). These gaps increase
over time, reaching over 60 ppbv for the R4 simulation and
almost 80 ppbv for the R2 simulation in 2019. After the assim-
ilation of GOSAT measurements, differences between obser-
vations and model outputs were reduced to within ±2 ppbv
in  all  latitudinal  zones,  except  for  high-latitude  regions  in
the NH and southern hemisphere (SH). The R2 inversion per-
forms better at high latitudes than the R4 experiment, narrow-
ing differences to within ±2.5 ppbv throughout most time peri-
ods. 

3.2.    Validation using TCCON measurements

The  TCCON  is  a  global  network  of  ground-based
Fourier-transform spectrometers. It measures direct solar spec-
tra in the near-infrared spectral region to collect information
about  atmospheric  trace  gases,  including  methane  (Wunch
et al., 2011). Currently, the TCCON consists of 26 operational
stations. Due to their high precision and accuracy, TCCON
datasets  are  commonly  used  to  evaluate  satellite  retrievals
(Karion et al., 2010). Therefore, these datasets provide essen-
tial  information  for  comparison  with a  posteriori fields
simulated by GEOS-Chem with R4 and R2 grids. The latest
GGG2014  release  (updated  in  August  2021)  includes  35
long-term  datasets  of  measurements,  of  which  34  datasets
(Fig.  A1 in  the  Appendix)  representing  the  period  from
2010 to 2019 were used for validation.
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Figure 2 presents Taylor diagrams comparing TCCON
measurements  with  GEOS-Chem  outputs  before  and  after
inversion.  Compared  with  R4  outputs  using  a  priori  emis-
sions, we found a weaker correlation of R2 a priori model out-
puts  with  TCCON  observations.  Additionally,  the  root-
mean-square deviation (RSMD) revealed that biases at most
stations  are  larger  at  the  R2 than at  the  R4 grid.  However,
the a posteriori model outputs of R2 performed better than
R4 results, regardless of a correlation coefficient or RSMD.
Moreover, compared with a priori outputs, seasonal variations
(represented  by  the  standard  deviation)  of a  posteriori
model results for both grids were closer to the average value
of TCCON measurements. Emissions at high latitudes have
larger  seasonal  variations  and  thus  larger  standard  devia-
tions. Thus, we confirmed that GOSAT retrievals provide use-
ful constraints for a priori methane emissions, and the CTM
with  higher  horizontal  resolution  performs  better  in  inver-
sion. 

4.    Results and Discussion
 

4.1.    Global methane emission trends

Mean global annual methane emissions in R4 inversion
is 573.04 Tg yr –1, compared to 568.63 Tg yr –1 for R2 inver-
sion (Table  1).  The difference of  about  4.4  Tg yr –1 is  less
than  1%  of  the  mean  annual  emissions.  Compared  with
other  inversion  results  using  GEOS-Chem  runs  at  the  R4
grid,  we  found  that  our  results  (561.10  Tg  yr-1 for  R4  and
559.91  Tg  yr –1 for  R2)  are  about  3%  higher  than  the
2010–15 mean methane emission of 546 Tg yr –1 estimated
by  Maasakkers  et  al.  (2019).  Lu  et  al.  (2021)  also  used

GEOS-Chem simulations at the R4 grid to conduct GOSAT-
only, in-situ-only, and joint GOSAT and in-situ inversions;
our results are close to their joint inversion result (551 Tg yr –1)
for 2010–17 but much higher than their GOSAT-only inver-
sion.  Zhang  et  al.  (2021)  expanded  the  study  period  from
2017 to 2018 and concluded that the 9-year annual total emis-
sions were 512 Tg yr –1 when only GOSAT retrievals were
assimilated  in  inversion.  Sensitivity  tests  (not  included)
show that  the  large  differences  are  mainly  due  to  different
model OH concentrations. Zhao et al. (2020) studied the influ-
ence of the production and loss processes of OH on CH4 life-
time  and  the  global  methane  budget  on  decadal  scales  and
found  that  interannual  variation  of  OH  has  a  significant
impact  on  the  top-down  inversion  of  the  methane  budget,
especially  for  tropical  regions.  However,  Yin  et  al.  (2021)
compared  six  inversion  results  optimized  by  the  inversion
system PYVAR-LMDz based  on  the  LMDz-INCA (1.9°  ×
3.75°) CTM (OH fields are from a full chemistry simulation
by model LMDZ-INCA and the TransCom model intercom-
parison experiment). They suggested that the XCH4 acceler-
ated  growth  could  be  mostly  induced  by  increased  emis-
sions.  Our  decadal  mean  emissions  are  close  to  the  upper
bound  (510–570  Tg  yr –1)  of  the  8-year  mean  values  for
their  six  ensemble  results.  Janardanan  et  al.  (2020)  used
GOSAT  and  surface  measurements  to  optimize  methane
a  priori  estimates  in  the  NIES-TM-FLEXPART-VAR
(NTFVAR)  inverse  modeling  system.  They  estimated  the
global annual mean methane emissions to be 573.4 Tg yr –1

from 2011 to 2017. Chandra et al. (2021) assimilated surface
measurements  from  NOAA  over  three  decades  from  1988
to  2016  and  reported  global  emissions  over  2007–16

 

 

Fig.  1. Latitudinal  difference  between  GOSAT-observed  methane  column  concentrations  (XCH4)  and  those
simulated  using  GEOS-Chem with  a  priori  emissions  at  R4  (a)  and  R2  (b)  and  using a  posteriori emissions  after
inversion at R4 (c) and R2 (d).
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(renewed  growth  of  atmospheric  methane)  of  543±
16 Tg yr –1.Based on an ensemble of 22 top-down methane
budgets  from  2008  to  2017,  the  Global  Carbon  Project
(GCP) reports  that  the decadal  mean emissions range from
550  to  594  Tg  yr –1, with  a  mean  value  of 576  Tg  yr –1.
Among  the  ensemble  members,  the  11  GOSAT-only  or
GOSAT and in-situ joint inversion results range from 564.1
to  594.1  Tg  yr –1 with  mean  emissions  of  579  Tg  yr –1

(Saunois  et  al.,  2020).  Our  results,  using  two  different
model  grids,  are  comparable  to  these  11  GOSAT-related
inversions.  Several  inversion  results,  including  9  surface
CH4 and 10 satellite  XCH4 inversions  reported  by Saunois
et  al.  (2020),  three  decadal  inversion  results  (1988–2016)
using surface measurements from 19 sites given by Chandra
et  al.  (2021) as well  as global total  emissions (Bousquet et
al.,  2006)  were  summarized  in  latest  IPCC  AR6  report
(Canadell et al., 2021). Global total emissions in two inver-
sions using surface CH4 measurements show similar trends
from 2000 to 2017 but large discrepancies in 2015. While con-

tinued  methane  growth  occurred  in  2015  with  anomalies
close to 25 Tg yr –1 [relative to 2010–16 as given by Chandra
et al. (2021)], nine ensemble mean emissions from Saunois
et al. (2020) show a plateau after the substantial increase in
2014. These two inversions both show declining trends after
2015, when the ensemble mean result from 10 satellite inver-
sions differs greatly with ongoing increases.  Two trends in
our inversions are similar to the ensemble mean trend from
satellite  inversions  with  sustained  growth  from  2010  to
2017.  The discrepancy between the  surface  inverted trends
and satellite assimilated trends after 2015 still needs further
investigation.

Figure  3a presents  interannual  variations  of  the  global
emissions  from  2010  to  2019.  Long-term  increases  can  be
found  in  both  inversions,  with  the  growth  rate  being
4.95 Tg yr –2 in R4 and 3.10 Tg yr –2 in the R2 model. The
growth  rate  shows  temporal  fluctuations,  with  the  largest
increase in 2013 (25.51 Tg yr –2 in R4 and 13.00 Tg yr –2 in
R2).  Generally,  most  increases  are  derived  from  enhance-
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Fig.  2. Taylor  diagrams  of  statistical  results  [correlation  coefficient,  standard  deviation,  and  root-mean-square
deviation  (RMSD)]  between surface-measured  methane  column concentrations  (XCH4)  from the  TCCON network
and  those  simulated  using  GEOS-Chem  with  a  priori  emissions  at  R4  (a)  and  R2  (b),  and  using a  posteriori
emissions after inversion at R4 (c) and R2 (d) (Deep blue: latitudes of TCCON sites are larger than 60°N; Green: the
latitudes of sites are within 45°–60°N; Yellow: the latitudes of sites are within 30°–45°N; Red: the latitudes of sites
are within –15°S–45°N; Blue: The sites located in the mid-latitudes of SH).
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ments over 2012–17, during which time the annual total emis-
sions for both the R2 and R4 inversions increased by more
than 35 Tg (49.25 Tg for R4 and 36.09 Tg for R2). Yin et al.
(2021) also found the lowest annual total emission in 2012
and the highest in 2017 in the PYVAR-LMDz (1.9° × 3.75°)
inversion  system.  Its  8-year  increasing  trend  is  about
4.1 Tg yr –2, accounting for nearly 1% of the annual total emis-
sions.  On  average,  the  first  8-year  increase  trends  in  our
study are 7.04 Tg yr –2 and 5.15 Tg yr –2 in the R4 and R2,

respectively,  corresponding  to  annual  increases  of  nearly
1.24%  and  0.99%.  Compared  to  R4  inversion,  both  the
increasing trend and the percentage of total emissions in the
R2 experiment are more consistent with the results of Yin et
al. (2021).

Large  discrepancies  in  annual  total  emissions  between
R4 and R2 can be observed in 2019. While a posteriori emis-
sions in R2 continued to decrease after a peak in 2017, the
emissions in  R4 rebounded after  decreasing in  2018.  From

 

 

Fig. 3. Annual mean variations of global total methane emissions (a) in R4 (blue) and R2 (orange) versions
of the GEOS-Chem model and their monthly variations (b) from 2010 to 2019.

Table 1.   Global annual total emissions during the 2010s (Tg yr–1).

Institution CTM Gridded (lon×lat) Period Observation used
Global total
emissions References

IAP GEOS-Chem 4° × 5° 2010–19 GOSAT 573.04 this study

2° × 2.5° 568.63

University of Harvard GEOS-Chem 4° × 5° 2010–15 GOSAT 546±2 (Maasakkers et al., 2019)

University of Harvard GEOS-Chem 4° × 5° 2010–17 GOSAT 515 (Lu et al., 2021)

In-situ 504

GOSAT & in-situ 551

University of Harvard GEOS-Chem 4° × 5° 2010–18 GOSAT 512 (Zhang et al., 2021)

JAMSTEC MIROC4-ACTM 2.8125° × 2.8125° 2007–16 In-situ 543±16 (Chandra et al., 2021)

LSCE/CEA LMDz-INCA 3.75°×1.875° 2010–17 GOSAT 510–570 (Yin et al., 2021)

NIES NIES-TM v08.1i 2.5° 2011–17 GOSAT & in-situ 573.4 (Janardanan et al., 2020)

LSCE/IPSL 22 inversions
ensemble mean

2008–17 In-situ or GOSAT
or GOSAT

&in-situ

576
(550–594)

(Saunois et al., 2020)

11 inversions
ensemble mean

GOSAT or
GOSAT&in-situ

579
(564–594)
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the monthly comparison shown in Fig. 3b, we found that the
difference in 2019 arose mainly from the maximum emissions
during  summer.  In  addition  to  the  large  emissions  gap  in
2019,  we found that  emissions  in  summer  (July  in  the  NH
and December in  the SH) caused most  of  the difference in
other years.

The latitudinal breakdown of emissions from 22 ensem-
ble  inversion  results  concluded  by  Saunois  et  al.  (2020)
reveals the dominance of tropical emissions at 368 Tg yr –1

[337–399],  representing  64%  of  the  global  total  over
2008–17. A total of 32% of the emissions are from the mid-
latitudes (186 Tg yr –1 [166–204]), and 4% are from high lati-
tudes  (above  60°N).  In  this  study,  the  dominant  emissions
over the tropics are 364.71 Tg yr –1 and 355.31 Tg yr –1 in
R4 and R2, representing 63.64% and 62.48% of their global
totals over 2010–19, respectively. Emissions from mid-lati-
tudes  account  for  34.22%  (196.12  Tg  yr –1)  and  35.17%
(200.02  Tg  yr –1).  Those  from  high-latitude  regions  are
12.22  Tg  yr –1 (2.13%)  and  13.31  Tg  yr –1 (2.34%)  in  R4
and R2, respectively. The emission distribution proportions
in  various  latitudinal  zonal  are  similar  between R2 and R4
and are basically consistent with those given by Saunois et
al. (2020). For the emission variation over various latitudinal
zones, our results reveal global emission enhancements over
2015–19,  compared  to  the  first  half  of  the  2010s,  are
derived  mostly  from  tropical  regions,  representing  77.76%
(21.57 Tg yr –1) and 71.57% (15.85 Tg yr –1) of their totals
in R4 (27.74 Tg yr –1) and R2 (22.11 Tg yr –1). Compared to
the  R4  results,  emission  increases  are  more  gradual  in  the
R2 grid, with larger contributions coming from the mid-lati-
tudes (9.28%) and high-latitudes (19.14%).

Considering the 1.16% larger proportion of tropical emis-
sions  to  global  totals,  as  well  as  the  corresponding  6.19%
greater contribution to the 5-year global increase in R4, we
suggest explanations that may include a high-latitude bias in
GEOS-Chem due to an imprecise description of convection
across the tropopause (Bisht et al., 2021) and the inaccurate
estimation  of  the  vertical  exchange  between  troposphere
and  stratosphere  (Strahan  and  Polansky,  2006).  Especially
in  R4,  there  is  less  methane  in  the  troposphere  and  more
methane  in  the  lower  stratosphere  at  high  latitudes  (shown
in Fig.  A3),  which  produces  a  latitudinal  XCH4 bias  with
large positive XCH4 anomalies at high latitudes and small neg-
ative anomalies in the tropics (shown in Fig. A2). Bisht et al.
(2021) attributed this bias to stronger quasi-horizontal mixing
across the tropopause from the tropics to the mid-high lati-
tudes  in  the  model  with  a  low  resolution  by  comparing
MIROC4-ACTM  simulated  CH4 vertical  profiles  in  the
upper  troposphere  and  lower  stratosphere  with  the  CON-
TRAIL  (Comprehensive  Observation  Network  for  TRace
gases  by  AIrLiner)  aircraft  observations.  Stanevich  et  al.
(2020)  compared  GEOS-Chem simulated  XCH4 in  R4 and
R2  with  GOSAT,  TCCON,  and  ACE-FTS  (Atmospheric
Chemistry  Experiment  Fourier  Transform  Spectrometer)
observations and found that the R2 model produced a better
simulation of CH4, with smaller biases and a higher correla-
tion to the independent data. They explained that the major

reason for latitude-dependent errors is the excessive mixing
in the upper troposphere and lower stratosphere at coarser res-
olutions. The larger model biases at R4 grid thus impact the
distribution  of a  posteriori emissions  and  their  long-term
trends.

Detailed zonal mean a posteriori emissions variation by
the  R4  (a)  and  R2  (b)  from 2010  to  2019  are  presented  in
Fig. 4. We found the latitudinal distributions of the maximum
values differ greatly in mid-latitude regions between R4 and
R2. Compared with the single maximum around 35°N in R4,
several additional high zonal mean values were obtained in
R2, with the maximum near 30°N being the most apparent.
Additionally, emissions around 25°N in R2 increased signifi-
cantly  in  the  2010s,  which  was  unclear  in  the  R4  results.
These  results  suggest  that  inversions  using  coarse  models
have  difficulty  reproducing  hotspot  emissions  that  are
widely distributed over the mid-latitudes. 

4.2.    Regional emissions comparison

Decadal annual mean CH4 emissions (shown in Fig. A5)
are  aggregated  into  the  widely  used  11  TransCom-3  land
regions (Gurney et al., 2002), which are shown in Figure 5a.
Among the eleven regions,  the largest  annual  emissions from
Eurasia Temperate are 123.28 Tg yr –1 and 135.70 Tg yr –1

in  R4 and R2,  accounting  for  21.51% and 23.85% of  their
global totals, respectively. Annual emissions in R4 are under-
estimated  by  about  12.42  Tg  yr –1 compared  with  those  in
R2, accounting for 9.15% of the regional totals. In the trop-
ics, where wetlands are widely distributed, underestimations
in annual emissions by R4 are about 5.85 Tg yr –1 in Tropical
South America (58.97 Tg yr –1 for R4 and 64.81 Tg yr –1 for
R2)  and  8.70  Tg yr –1 in  Tropical  Asia  (46.23  Tg yr –1 for
R4  and  54.93  Tg  yr –1 for  R2),  accounting  for  9.02%  and
15.84% of  their  annual  totals.  For  North  Africa,  emissions
in R4 are 3.46 Tg yr –1 higher than those in R2 (50.80 Tg yr –1

for R4 and 47.34 Tg yr –1). For the high-latitude regions of
Eurasia Boreal, North American Boreal, and Europe, the opti-
mized emissions from R4 are smaller than emissions simu-
lated by the R2 model. The differences between R4 and R2
are  2.19,  2.72,  and  6.32  Tg  yr –1,  accounting  for  13.75%,
25.68%,  and 15.67% of  the  totals  in  these  regions,  respec-
tively.

In terms of differences in regional annual total emissions
between  the  first  half  and  the  second  half  of  the  2010s
(shown in Fig. 5b), five-year annual total methane emissions
in Eurasia Boreal, North Africa, and Tropical South America
have  shown significant  growth  (>  4  Tg  yr –1)  compared  to
those over 2010–14. While the increase from Eurasia Boreal
in  the  R4  inversion  is  smaller  than  that  in  R2,  emission
increases over North Africa and Tropical South America are
overestimated  in  the  R4.  For  emission  growth  inside  the
half-decade  over  the  2010s,  we  found  increased  emissions
in North Africa (1.79 Tg yr –2 for R4 and 1.29 Tg yr –2 for
R2,  shown  in Fig.  6f)  and  South  American  Temperate
(1.08  Tg  yr –2 for  R4  and  1.21  Tg  yr –2 for  R2,  shown  in
Fig. 6k) contribute the most (71.69% for R4 and 59.67% for
R2)  to  global  emissions  growth  (4.01  Tg  yr –2 for  R4  and
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Fig. 4. Zonal mean monthly variations of methane emissions in the R4 (a) and R2 (b) versions of the GEOS-
Chem model from 2010 to 2019.

 

 

Fig.  5. Annual  total  methane  emissions  in  the  eleven  TransCom-3  land  regions  from  2010  to  2019.
Decadal annual mean optimized emissions obtained using the R4 (blue) and R2 (orange) versions of
the GEOS-Chem model (a), and the differences in methane emissions between the second and the first
half of the 2010s in R4 and R2 (b).
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4.19 Tg yr –2 for R2) before 2015. From six ensemble mean
results  over  2010–18,  using the inversion system PYVAR-
LMDz, Yin et al. (2021) also concluded that methane emis-
sions from Tropical Africa (a large part of North Africa and
a  small  part  of  South  Africa  in  this  study)  and  Eastern
Brazil  (basically  located  in  South  American  Temperate)
show an upward trend since 2012. However, several inversion
results summarized by Canadell et al. (2021) show increases
in the first half of the 2010s mainly from Eurasia Temperate
(including West Asia, East Asia, and South Asia) and North
America Temperate. In our study, the main contributions to
emissions  growth  from  2010  to  2014  occurred  in  North
Africa (including Northern Africa and part of Central Africa)
and South American Temperate (South part of Tropical Amer-
ica and Temperate South America), while only a slight emis-
sion increase could be found from Central Africa and Temper-
ate  America with no trend in  South Africa and large inter-
annual  variation  in  Tropical  America.  During  the  second
half of the 2010s, accelerated methane growth in the atmo-
sphere was mainly due to emissions from the Eurasia Boreal
(1.46  Tg  yr –2 for  R4  and  1.63  Tg  yr –2 for  R2,  shown  in
Fig.  6a) and Tropical  South America (1.72 Tg yr –2 for  R4
and 1.43 Tg yr –2 for R2, shown in Fig. 6g). The interannual
variation in Eurasia Boreal  (Russia) from Yin et  al.  (2021)
is  coincident  with  the  increased  emissions  which  occurred
in  2014  and  peaked  in  2016.  Chandra  et  al.  (2021)  also
reported  a  similar  increasing  trend  over  Eurasia  Boreal
(North Asia), with emissions reaching a maximum in 2016.
Our study additionally shows that  in  2019,  emissions from

the  Eurasia  Boreal  continued  growing  after  a  decline  in
2017  and  were  nearly  twice  the  emissions  in  2010.  In
Europe  (Fig.  6c),  there  are  decadal  declining  trends,  with  the
average rates of decrease of –0.58 Tg yr –2 and –0.59 Tg yr –2

in  R4 and R2,  respectively,  accounting for  about –1.7% of
their totals. This result is consistent with an ongoing consen-
sus (Saunois et al.,  2020; Canadell et al.,  2021; Chandra et
al.,  2021; Stavert  et  al.,  2022).  For  Australia  (Fig.  6i),
annual emissions in both R2 and R4 show decreasing trends.
However, these results incur large uncertainties as the relative
difference in the 5-year decreases reached more than half of
the total emissions.

Over  the  second half  of  the  2010s,  methane variations
in  the  South  America  Temperate  and  South  Africa  differ
greatly between R4 and R2. The result in R2 shows no obvious
decreasing trend in South America Temperate and no substan-
tial increase in South Africa, which is similar to the results
from Yin et al.  (2021) and Stavert et al.  (2022). Therefore,
emission  growth  in  South  Africa  in  R4  may  be  overesti-
mated, and emission trends in South America Temperate are
insufficiently estimated over 2015–19.

The  half-decadal  variation  in Fig.  5b shows  large  dis-
crepancies for the Eurasia Temperate. The mean annual emis-
sion  increase  compared  to  those  from  the  first  half  of  the
2010s  in  R4  (5.41  Tg  yr –1)  is  nearly  twice  that  in  R2
(2.80  Tg  yr –1),  with  large  discrepancies  over  2015–19
(Fig.  6d).  While  emissions  in  R4  show remarkable  growth
after  fluctuating  between  2012  and  2015,  those  in  the  R2
inversion show no consistent growth with a continuous fluctu-

 

 

Fig.  6. Regional  methane  emission  trends  in  the  eleven  TransCom-3  land  regions  (a–k)  in  R4  (blue)  and  R2  (orange)
inversions and their monthly variations (b) from 2010 to 2019.
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ation in the following years. There is also an ongoing debate
about  emissions  from  Eurasia  Temperate  among  studies,
which mainly focus on China, though all of them agree that
coal  emission  has  been  overestimated  by  the  widely  used
EDGAR (Maasakkers et al., 2019; Miller et al., 2019; Lu et
al., 2021; Yin et al., 2021; Zhang et al., 2021; Stavert et al.,
2022).  Miller  et  al.  (2019),  Maasakkers  et  al.  (2019),  and
Chandra  et  al.  (2021)  attributed  atmospheric  methane
growth  from  2010  to  2015  to  increased  emissions,  partly
from China,  related to fossil  fuel  exploration.  Stavert  et  al.
(2022) and Yin et al. (2021) suggested a substantial increase
in  Chinese  anthropogenic  methane  emissions  from  fossil
fuels,  agriculture,  and waste  from 2010 to  2017.  However,
Lu  et  al.  (2021)  compared  inversion  results  using  various
observations, and found that anthropogenic emission trends
in  China for  GOSAT-only (–0.6  Tg yr –2)  and for  GOSAT
and in  situ  joint  inversion (–0.4 Tg yr –2)  over  2010–2017.
Zhang et  al.  (2021) concluded that  anthropogenic emission
trends in China peaked midway within the 2010–18 record.
One  possible  reason  for  the  discrepancy  in  their  inversion
results may be the large uncertainties involved in the distribu-
tion  of  a  priori  estimates.  While  some  studies  suggest  a
decline  in  Chinese  coal  mining  emissions  since  2012
(Sheng et al., 2019, 2021; Gao et al., 2020, 2021), the trend
reported  by  Lin  et  al.  (2021)  using  national-level  activity

data  from  the  National  Bureau  of  Statistics  of  China  and
localized emission factors  showed a slight  increasing trend
of  0.5  Tg  yr –2 for  the  period  2015–19.  Additionally,  the
tropospheric  transport  bias  involved  in  the  coarser  model
may  be  another  important  reason  (Stanevich  et  al.,  2020).
Stanevich  et  al.  (2021)  found  that  resolution-dependent
model errors in the stratosphere can be traced back to biases
in the uplift of CH4 over the source regions in eastern China
and  North  America.  Regarding  observational  errors  in
GOSAT retrievals, Huang et al. (2020) found aerosols with
a high single-scattering albedo and low asymmetry parame-
ters (such as water-soluble aerosols, highly loaded in North-
ern  China)  induce  large  biases  in  the  retrieval.  Besides,
there are very few retrievals over Southern China during the
summer/monsoon  season  because  of  cloud  cover  (Chandra
et al.,  2017). Both the quality and the coverage of GOSAT
XCH4 retrievals may affect the convergence of posterior emis-
sions in inversion.

To  further  study  the  systematic  discrepancies  in
regional emissions, we used a box plot to show the difference
between  R4  and  R2  on  a  finer  monthly  scale  in Fig.  7.
Despite similar  long-term trends that  can be found in most
regions, there are large discrepancies between R4 and R2 on
monthly timescales. Interquartile Range (IR = Q3 – Q1) rela-
tive to their monthly emissions is larger than 30% in Eura-

 

 

Fig.  7. Box  diagram  (minimum,  maximum,  median,  first  quartile,  and  third  quartile)  of  regional
monthly methane emissions difference (R2 minus R4) in the eleven TransCom-3 land regions.
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sia, North American Boreal, and Australia, with the largest
values  in  Australia  at  105%.  In  other  regions,  IR  values
range  from 10% to  20% of  their  monthly  mean emissions,
indicating  that  the  horizontal  resolution  of  CTMs  can  pro-
foundly  impact  regional  emission  variation  on  monthly
timescales.  Therefore,  monthly  variations  of  regional
methane  emissions  have  large  uncertainties  and  should  be
interpreted with caution. 

5.    Conclusions

To  evaluate  long-term  methane  emission  trends  using
CTMs with coarse horizontal resolutions, we used the EnKF
framework  to  optimize  a  priori  methane  emission  inven-
tories  in  the  4°  ×  5°  (R4)  and  2°  ×  2.5°  (R2)  versions  of
GEOS-Chem by assimilating GOSAT proxy v9.0 retrievals
and  compared  the  inverted  emissions  and  their  long-term
trends from 2010 to 2019 on global, latitudinal, and regional
scales.

Global annual total methane emissions in R4 and R2 dur-
ing the 2010s are 573.04 Tg yr –1 and 568.63 Tg yr –1, respec-
tively,  within  the  range  of  22  top-down  ensemble  results
(576  Tg  yr –1 [550–594])  given  by  the  Global  Carbon
Project (Saunois et al.,  2020). Most increases were derived
from enhancements  over  2012–17,  with  the  largest  growth
in 2013 (25.51 Tg yr –2 in R4 and 13.00 Tg yr –2 in R2). Com-
pared to R4, the trend in R2 is closer to the ensemble mean
trend (nearly 1%) inverted by Yin et al. (2021). Discrepancies
between the two inversions mainly arise from different emis-
sions during the boreal summer.

The  latitudinal  breakdown  of  emissions  indicates  that
the dominant emissions over the tropics are 364.71 Tg yr –1

in R4 inversion and 355.31 Tg yr –1 in R2 inversion, represent-
ing 63.64% and 62.48% of their global totals over 2010–19,
respectively. Both are well within the range of tropical emis-
sions  (368  Tg  yr –1 [337–399])  reported  by  Saunois  et  al.
(2020). Compared to the R2 model, the inversion based on
R4 tends to overestimate tropical emissions (by 13.3 Tg yr –1)
and  their  contribution  to  the  global  half-decadal  increase
(by 6.19%), which is accompanied by a general underestima-
tion (by 8.9 Tg yr –1)  in the extratropics.  These differences
may be caused by errors in modeling the vertical exchange
between  the  troposphere  and  stratosphere  in  high  latitudes
(Strahan and Polansky, 2006; Stanevich et al.,  2020) in the
R4, and, to a lesser extent, in the R2 .

Among  the  eleven  TransCom-3  land  regions,  similar
trends  with  systematic  discrepancies  can  be  found  in  most
regions  for  long-term variations,  especially  during  the  first
half of the 2010s. Compared with mean emissions over the
first  five  years  of  the  2010s,  increases  in  mean  emissions
over  2015–19  mainly  came  from  Eurasia  Boreal,  North
Africa,  South  America  Temperate,  and  Tropical  South
America,  of  which  North  Africa  (1.79  Tg yr –2 for  R4 and
1.29  Tg  yr –2 for  R2)  and  South  America  Temperate
(1.08 Tg yr –2 for R4 and 1.21 Tg yr –2) contributed the most
(71.69% for R4 and 59.67% for R2) to the growth of global

emissions from 2010 to 2014. During the second half of the
2010s, accelerated atmospheric increases in methane levels
were  mainly  driven  by  Eurasia  Boreal  and  Tropical  South
America  emissions.  Europe’s  annual  methane  emissions
decreased by about –1.7% on both grids. Emission variations
in  Eurasia  Temperate  involve  large  uncertainties.  The
debate also exists among studies that mainly focus on China
(Lu et al., 2021; Yin et al., 2021; Zhang et al., 2021; Stavert
et al., 2022). The possible reasons may be large uncertainties
involved in the distribution of a priori estimates (Gao et al.,
2021; Lin et al.,  2021), transport bias in the troposphere in
CTMs (Stanevich et al., 2020, 2021), and sparse distribution
of  satellite  retrievals  (Chandra  et  al.,  2017; Huang  et  al.,
2020).

With  ongoing  and  rapid  increases  in  computing
resources, atmospheric chemistry and transport models with
higher  resolution  will  be  widely  adopted;  therefore,  more
atmospheric  measurement  data  with  consistent  high  spatial
resolution  will  be  needed.  As  several  remote  sensing
retrieval products from various satellites are available (such
as GOSAT, Tropomi, and MethaneSAT), methods to reason-
ably  combine  these  products  (such  as  taking  advantage  of
the high accuracy of GOSAT retrievals and high spatial reso-
lution  of  Tropomi  retrievals)  for  inversion  require  further
research.
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APPENDIX
 

 

Fig. A1. Geographic locations of observation sites in the TCCON network.
 

 

Fig. A2. The decadal mean difference between GOSAT-retrieved methane column concentrations (XCH4) and those
simulated using GEOS-Chem with a priori  emissions at  R4 (a) and R2 (b) scales and using a posteriori emissions
after inversion at grid scales of R4 (c) and R2 (d).

 

 

Fig. A3. The decadal zonal mean of the 3-D methane concentration field in R2 (a) and R4 (b) versions of the
GEOS-Chem model and their difference (R2 minus R4) (c).
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ABSTRACT

Methane (CH4) is an important greenhouse gas second only to CO2 in terms of its greenhouse effect. Vegetation plays
an important role in controlling soil CH4 fluxes, but the spatial variability of soil CH4 fluxes during vegetation restoration
in  Loess  Hilly  Region  (LHR)  is  not  fully  understood.  The  effects  of  different  plant  community  types  [Medicago  sativa
grassland  (MS); Xanthoceras  sorbifolium forestland  (XS); Caragana  korshinskii bushland  (CK); Hippophae  rhamnoides
shrubland  (HR);  and Stipa  bungeana grassland  (SB)]  on  soil  CH4 flux  in  LHR  were  studied  via  the  static  chamber
technique.  The results  showed that  the five plant  community types were sinks of  soil  CH4 in  LHR, the plant  community
type significantly affected the soil CH4 flux, and the average CH4 uptake from high to low was in SB, HR, CK, MS, and XS.
During the whole study period,  the soil  CH4 flux showed similar  interannual  variation.  The maximum absorption of  soil
CH4 appeared in  the  growing season,  while  the  minimum appeared in  winter.  Soil  CH4 uptake  was  positively  correlated
with soil  temperature and soil  moisture.  Soil  temperature and moisture are  important  controlling factors  for  the temporal
variability of soil CH4 flux. In LHR, the Stipa bungeana grassland is the more suitable plant community type for reducing
soil  CH4 emissions.  In  the  process  of  vegetation  restoration  in  LHR,  the  soil  CH4 absorption  potential  of  different  plant
community types should be considered, ecological benefits should be taken into account, and vegetation more suitable for
mitigating the greenhouse effect should be selected.
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Article Highlights:

•  The five plant community types studied are sinks of soil CH4 in LHR.
•  Plant  community  type  significantly  affects  soil  CH4 flux,  and  the  largest  average  soil  CH4 uptake  flux  is  in Stipa

bungeana grassland.
•  Max  (min)  soil  CH4 uptake  is  in  the  growing  season  (winter);  soil  temperature  and  moisture  control  the  temporal

variation of soil CH4 flux.
•  Stipa bungeana grassland is the ideal plant community type to reduce soil CH4 emissions in LHR.

 

 
 

 

1.    Introduction

Methane  (CH4)  is  one  of  the  main  greenhouse  gases
with a strong absorption band in the infrared region, and its

contribution  to  global  warming  accounts  for  about  20%
(IPCC, 2013; Dutta et al., 2015). The global warming poten-
tial  of  CH4 gas  in  100 years  is  25–32 times  that  of  carbon
dioxide (CO2) (IPCC, 2007; Solomon, 2007; Neubauer and
Megonigal, 2015). As of 2019, the global atmospheric concen-
tration of CH4 is 1.877 ± 0.002 μL L−1,  which is 2.6 times
that of the preindustrial period, with an average growth rate
of 0.43% in the last decade (WMO, 2020). The increase in
anthropogenic  CH4 sources  (Solomon,  2007; Barrie  et  al.,
2009)  and  the  decrease  in  natural  CH4 sinks  (FAO,  2010)
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are the main reasons for the rapid increase in the CH4 concen-
tration  in  the  atmosphere.  If  CH4 emissions  can  be  stabi-
lized,  the  global  temperature  rise  can  be  reduced  by  25%
(Thompson et al., 1992). Therefore, research on global CH4

sources/sinks has attracted the attention of environmental sci-
entists (Carmichael et al., 2014).

Vegetation  is  an  important  factor  in  global  climate
change  and  plays  a  key  role  in  the  complex  interactions
between the land surface and the atmosphere (Hong and Lak-
shmi,  2005).  Studies  have  shown  that  different  vegetation
has different effects on soil CH4 gas (Dalal and Allen, 2008;
Kim  et  al.,  2016; Oertel  et  al.,  2016; Plain  et  al.,  2019;
Zhang et al., 2019; Chai et al., 2020; Ma et al., 2020), with
production,  oxidation,  and  transport  being  the  three  most
important  processes that  control  soil  CH4 fluxes (Bubier  et
al., 1993; Cao et al., 1996; Harazono et al., 2006; Lai, 2009;
Von Fischer et al., 2010; Brummell et al., 2012). The compo-
sition and density of plant communities are extremely impor-
tant  in  controlling  soil  CH4 fluxes  (Sebacher  et  al.,  1985;
Schimel,  1995; Shannon  et  al.,  1996; Ding  et  al.,  2004;
Mills  et  al.,  2013; Lai  et  al.,  2014a, b).  Vegetation  affects
soil CH4 fluxes by changing the physicochemical properties
of  the  soil  (Bhandral  et  al.,  2007; De  La  Bárcena  et  al.,
2014), and a well-developed root system will loosen the com-
paction of the soil, thereby creating an aerobic environment
that  affects  the  flow of  water  and gases  and influences  the
uptake and diffusion of soil CH4 (Bhandral et al., 2007; Shi
et al., 2013). Vegetation can have a key impact on soil CH4

flux by providing organic substrate and increasing the trans-
port of CH4 (Jones et al., 1987; Schimel, 1995; Ström et al.,
2003; Harazono et al., 2006; Von Fischer and Hedin, 2007;
Bhullar et al., 2013a). After CH4 production, the aeration tis-
sues of herbaceous plants facilitate CH4 transport by provid-
ing  important  pathways  for  CH4 movement  between  soil
and  atmosphere  (Joabsson  et  al.,  1999; Ström et  al.,  2003;
Whalen, 2005; Brummell et al., 2012; Bhullar et al., 2013a,
b),  allowing  CH4 to  bypass  the  oxidation  layer  in  the  soil
where  it  would  otherwise  be  reoxidized  (Whalen  and
Reeburgh,  1990; Jespersen  et  al.,  1998; Frenzel  and  Karo-
feld,  2000; Heilman  and  Carlton,  2001; Inubushi  et  al.,
2001; Joabsson  and  Christensen,  2001; Ström et  al.,  2005;
Wilson and Humphreys, 2010). Also, the abundance of vege-
tation affects the growth and activity of aerobic microorgan-
isms, and thus the ability of CH4 to diffuse from soil to atmo-
sphere (Schimel, 1995; Rusch and Rennenberg, 1998). More-
over, plants can also help the competitive process of CH4 oxi-
dation by transporting oxygen to their roots, which can sup-
port CH4 reproduction when it is released into the surrounding
soil  (Sebacher  et  al.,  1985; Conrad,  1996; Harazono et  al.,
2006). Therefore, it is crucial to understand the mechanisms
by which vegetation affects soil CH4 fluxes.

The processes controlling soil CH4 fluxes are closely cou-
pled to surrounding environmental  conditions (Jones et  al.,
1987; Harriss  and  Frolking,  1992; Harazono  et  al.,  2006;
Von Fischer et al., 2010) and are community-wide (Billings,
1952). Therefore, the temporal variability of soil CH4 fluxes

under different vegetation is controlled by different factors.
For  example,  in  the  Prince  Albert  National  Park,
Saskatchewan, soil CH4 emissions are the highest in boreal
aspen forest from late July to mid-September, and there are
strong correlations between soil CH4 fluxes and soil tempera-
ture (Simpson et  al.,  1997).  The seasonal  peak of soil  CH4

uptake in artificial grassland soils in the semi-arid region of
Inner  Mongolia  occurs  in  the  season when rainfall  is  more
concentrated, and the factors affecting the seasonal variation
of soil CH4 uptake are mainly soil moisture and soil tempera-
ture (Wang, 2014). In a typical Mediterranean climate zone,
soil  CH4 uptake fluxes reach a maximum in summer and a
minimum  in  winter,  and  have  a  daily  variation  of  small
uptake  fluxes  during  the  day  and  large  uptake  fluxes  at
night (Fernández-Duque et al., 2020). Soil CH4 is absorbed
during the growing season and emitted during the non-grow-
ing  season  in  the  Huoditang  Forest  Region  of  the  Qinling
Mountains, with large seasonal fluctuations. Overly low tem-
peratures inhibiting CH4 oxidation is the main reason for the
appearance of soil CH4 emissions during the non-growing sea-
son  (Liu  et  al.,  2019).  In  the  Abbey  Lake  area  of  the  arid
zone, the soil CH4 emission from the abandoned land has a
more  obvious  diurnal  variation  with  a  single  or  double-
peaked  curve,  and  moisture  and  temperature  are  the  most
important  environmental  factors  affecting  the  variation  of
soil CH4 emission from the abandoned land during the grow-
ing  season  (Sun  et  al.,  2012).  Therefore,  it  has  become
increasingly important to explore the main factors that play
a decisive role in soil CH4 fluxes.

Loess  Hilly  Region  (LHR)  is  the  most  fragile  and
degraded area in China (Tang et al., 1993) and a key area of
ecological  restoration.  In  recent  years,  in  order  to  control
soil  erosion  effectively  and  realize  ecological  restoration
and its virtuous cycle,  a project known as “the Conversion
of Farmland to Forests and Grasses Program” has been imple-
mented in  this  area (Wu et  al.,  2018).  This  also allows the
local vegetation to enter a relatively undisturbed recovery pro-
cess. However, most studies on the vegetation in LHR have
focused  on  soil  physical  properties  (Wu  et  al.,  2018),  soil
nutrients (An et al., 2006; Wang et al., 2020), enzyme activi-
ties (Yang et al., 2015; Wang et al., 2020), the soil organic
carbon (SOC) pool,  etc.,  with relatively few reports  on the
soil  CH4 flux  under  the  different  vegetation  in  this  region.
Therefore, it is very important, for regional and national car-
bon sink assessment in China, to increase understanding on
the response of soil CH4 flux to vegetation differences.

In  this  study,  we  investigated  the  effects  of  different
plant community types (Medicago sativa grassland, Xantho-
ceras  sorbifolium forestland, Caragana  korshinskii bush-
land, Hippophae  rhamnoides shrubland,  and Stipa
bungeana grassland) on soil CH4 flux in LHR from November
2017 to October 2019 using a closed static chamber method.
The main aims of the study were to: (1) determine the differ-
ences  in  soil  CH4 fluxes  among different  plant  community
types in LHR; and (2) identify the main environmental factors
affecting soil CH4 fluxes. We hypothesized that, among the
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five plant community types in LHR, (1) there would be signif-
icant differences in soil CH4 fluxes among plant community
types; (2) the Stipa bungeana grassland, which is dominated
by herbaceous plants with a clear numerical predominance,
would  be  the  strongest  soil  CH4 sink  among the  five  plant
community types; and (3) soil temperature and soil moisture
would influence the temporal variability of soil CH4 fluxes. 

2.    Research area and methods
 

2.1.    Site description

The study area was Anjiagou Watershed (35°33′02″–35°
35′29″N, 104°38′13″–104°40′25″E), located in Anjiapo Vil-
lage, Fengxiang Town, Dingxi City, Gansu Province, which
belongs to the typical semi-arid loess hilly gully area of the
fifth  subregion  (Fig.  1).  The  watershed  covers  an  area  of
8.54 ha (1 ha = 0.01 km2),  with elevation between 1900 m
and 2250 m. The area has a temperate continental monsoon
climate with an average annual temperature of 6.3°C, average
annual  precipitation  of  427  mm,  and  evaporation  level  of
1500  mm,  with  concentrated  and  seasonal  precipitation
(more than 60%) occurring from May to September, mainly
in  the  form of  heavy  rainfall  (Fig.  2).  The  main  soil  types
are  loess  and  river  saline  soils  (Gong  et  al.,  2007).  Before

the 1990s, the area was deforested and cleared, and in 1999,
the Conversion of Farmland to Forests and Grasses Program
was officially launched to plant vegetation in the ratio of 1:
2:7 with trees, shrubs, and herbs (Wang and Bennett, 2008).
In the early stage of afforestation, the survival rate of the fal-
low  forest  and  grass  was  improved  by  artificial  irrigation
and replanting measures. The artificially restored vegetation
species in the watershed were X. sorbifolium, C. korshinskii,
and H. rhamnoides. The herbaceous species were mainly M.
sativa (Table  1). Xanthoceras  sorbifolium (family:  Sapin-
daceae) is a small- to medium-sized tree endemic to northern
China and is an emerging oil crop used for advanced biofu-
els, functional foods, and pharmaceutical and cosmetic appli-
cations (Zhou and Cai, 2021). Caragana korshinskii (family:
Leguminosae)  is  a  perennial  leguminous  shrub  widely  dis-
tributed in arid and semi-arid regions of Eurasia, with impor-
tant environmental benefits and economic value for sand fixa-
tion and water retention (Bai et al., 2017). Hippophae rham-
noides (family: Elaeagnaceae) is a tree species with drought,
sand, and salt tolerance, which is planted in large quantities
in  northwestern  China  for  desertification  control  and  has  a
high  ecological  value  (Wei  et  al.,  2019). Medicago  sativa
(family: Leguminosae) is a perennial herbaceous plant with
strong  drought  resistance  and  adaptation  to  poor  soils,
which is widely planted in the region (Ji et al., 2020). 

 

 

Fig.  1. Map  of  the  study  area:  XS, Xanthoceras  sorbifolium forestland;  SB, Stipa  bungeana grassland;  CK,
Caragana korshinskii bushland; HR, Hippophae rhamnoides shrubland; MS, Medicago sativa grassland.
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2.2.    Experimental design

In  September  2017,  the  ecosystems  in  the  study  area
were classified into several types according to the different
vegetation restoration types and the dominant species of the
plant  community,  and  five  representative  plant  community
types were selected as observations for the measurement of
differences in soil CH4 dynamics: X. sorbifolium forestland
(XS), Stipa bungeana grassland (SB), C. korshinskii bushland
(CK), H. rhamnoides shrubland (HR), and M. sativa grassland
(MS). XS, CK, and HR were restored to woodland, mallow
shrub community, and buckthorn shrub community, respec-
tively, in 1999 through the implementation of the Conversion
of Farmland to Forests and Grasses Program and manual man-
agement,  without  any  further  management  measures.  MS
was  abandoned  in  2015  on  the  basis  of  cultivated  land,
planted with M. sativa and enclosed, and no further manage-
ment measures were taken after survival. SB was abandoned
in 1999 and naturally restored to an herbaceous community
without  any  further  management  measures.  Regarding  the
slope  orientation,  XS  was  located  on  the  northeast  slope,
CK on the northwest slope, HR and MX on the north slope,
and SB in the no-slope orientation zone. All sampling plots
were  set  on  sloping  (but  not  significantly)  arable  land
(except  HR,  which  had  a  slope  of  about  5°).  According  to
data from the local Hydrological and Water Resources Sur-
vey, the depth of the water table in the area during the experi-
ment was about 100 m. Full details of the experimental sites
are presented in Table 1 and Fig. 3. A completely randomized
design  was  used,  and  three  randomly  selected  sampling
plots  (7  m ×  7  m)  were  taken  from each  plant  community
type, with a buffer zone of at least 5 m between each sampling
plot, for a total of 15 sampling plots. 

2.3.    Collection and analysis of CH4 samples

Stainless steel bases (50 cm × 50 cm × 15 cm, L × W ×
H) were laid out in September 2017 within the 15 selected
sampling  plots  following  the  method  in  Ma  et  al.  (2020)
(Fig.  4).  Soil  CH4 fluxes  were  sampled  twice  a  month
(biweekly)  during  the  growing  season  (April  to  October)
and once a month (mid-month) during the non-growing sea-

 

Fig.  2. Temporal  patterns  of  (a)  air  temperature  and
precipitation of the study area, and (b) soil temperature and (c)
soil water content in the top 10 cm of the five plant community
types:  XS, Xanthoceras  sorbifolium forestland;  SB, Stipa
bungeana grassland; CK, Caragana korshinskii bushland; HR,
Hippophae  rhamnoides shrubland;  MS, Medicago  sativa
grassland.

Table 1.   Basic information on the different plant community types at the experimental sites.

Plot Area (m2)
Longitude and

latitude
Elevation

(m) Main species
Coverage

(%) Height (cm)

MS 20 × 20 104°39′1.82′′E
35°34′48.07′′N

1990 Medicago sativa (90%), Stipa bungeana, Artemisia
lavandulifolia

90.06±1.58b 62.23±0.23d

XS 20 × 20 104°39′10.62′′E
35°34′45.08′′N

2018 Xanthoceras sorbifolium (86%), Bupleurum chinense,
Gentiana macrophylla, Leontopodium leontopodioides

95.32±2.35c 76.45±2.54e

CK 20 × 20 104°39′1.51′′E
35°34′45.00′′N

1999 Caragana korshinskii (42%), Potentilla chinensis,
Picris hieracioides

50.43±5.45a 16.00±0.79a

HR 20 × 20 104°39′0.18′′E
35°34′47.32′′N

1998 Hippophae rhamnoides (81%), Leontopodium
leontopodioides, Artemisia annua

89.26±0.78b 54.89±1.23c

SB 20 × 20 104°39′3.05′′E
35°34′45.48′′N

2008 Stipa bungeana (92%), Plantago asiatica, Setaria
viridis, Leymus secalinus

98.23±0.63c 35.93±0.44b

Notes: XS, Xanthoceras sorbifolium forestland; SB, Stipa bungeana grassland; CK, Caragana korshinskii bushland; HR, Hippophae rhamnoides
shrubland; MS, Medicago sativa grassland. The percentage of the main species is the coverage of the dominant species. Values are presented as mean ±
standard error. Superscript letters indicate significant differences between plant community types (P < 0.05).
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son (November to March) from November 2017 to October
2019 (i.e., 24 months) (Xia et al., 2015). All samples were col-
lected between 0900 local standard time (LST, LST=UTC+
8  hours)  and  1200  LST.  The  fluxes  measured  during  this
time are considered to be representative of the daily average
fluxes (Wang and Wang,  2003; Lin et  al.,  2009; Ma et  al.,
2018).  After  the  chamber  was  closed,  air  samples  (five  in
total) were taken from inside the chamber at 10-min intervals
(at minutes 0, 10, 20, 30, and 40) using a 100 mL polypropy-
lene  syringe  equipped  with  a  three-way  plug  valve  (Ma  et
al., 2020). The air samples were transferred to pre-evacuated

E-Switch aluminum foil  composite  film gas sampling bags
(Shanghai Shenyuan Scientific Instruments Co., Ltd., Shang-
hai,  China)  via  the  three-way  plug  valve.  Within  48  h,  the
samples were returned to the laboratory for analysis of CH4

concentrations  using  a  gas  chromatograph  (YiMeng  A90,
Changzhou Ban’nuo Instruments Co., Ltd., China). While col-
lecting air samples, the temperature in the chamber and the
soil  temperature  (T10)  and  soil  water  content  (SWC10)  at
10 cm above ground were measured using a portable digital
thermometer  (JM624,  Jinming  Instrument  Co.,  Tianjing,
China)  and  a  temperature  and  humidity  sensor  (GS3,

 

(a) (b)

(c) (d)

(e)

 

Fig.  3. Photographs  of  sampling  plots  with  different  plant  community  types:  (a) Medicago  sativa grassland;  (b)
Xanthoceras  sorbifolium forestland;  (c) Caragana  korshinskii bushland;  (d) Hippophae  rhamnoides shrubland;  (e)
Stipa bungeana grassland.
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METER Group, Pullman, WA, USA), respectively. Air tem-
perature  and  precipitation  data  were  obtained  from  a  local
weather station located in Anjiagou Watershed. The weather
station was set up near the SB sampling plot (Fig. 1), and all
sampling plots were within a 500 m radius. Thus, air tempera-
ture and precipitation were not subjected to any correction.

The CH4 gas flux was calculated as 

F =
dC
dt
× M

V0
× P

P0
× T0

T
×H , (1)

dC/dtwhere F is  the  gas  flow rate  (units:  mg m−2 h−1),  is
the gradient of the time series of CH4 concentration (units:
ppmv  h−1)  at  the  time  of  sampling, M is  the  molar  mass
(units: g mol−1) of the measured gas, P is the pressure (units:
hPa)  at  the  sampling  plot,  and T is  the  temperature  in  the
chamber  (units:  K)  at  the  time of  sampling. V0, P0,  and T0

are the molar volumes (L mol−1) of the gas at standard condi-

tions,  air  pressure  (units:  hPa),  and  absolute  temperature
(units: K), respectively, and H (units: m) is the height of the
sampling  box  above  the  ground  (Song  et  al.,  2009).  The
data can be subjected to later calculations only if the good-
ness-of-fit  (R2)  of  the  linear  regression  results  for  four  or
five  samples  is ≥ 0.80  (Ma  et  al.,  2020).  Mean  fluxes  are
expressed as the mean and standard deviation of three repli-
cates.

The  cumulative  flux  of  CH4 gas  was  estimated  as  fol-
lows:
 

Sum =
n∑

i=1

24
(Fi+Fi+1

2

)
(Di+1−Di) , (2)

where i and i + 1 are the ith and ith + 1 observations, respec-
tively; Fi is the CH4 flux (units: mg m−2 h−1) of the ith obser-
vation; and Di is the Julian date of the ith observation.
 

 

(a) (b)

(c) (d)

 

Fig. 4. Photographs of the chamber: (a) top view and (b) side view of the sampling chamber; (c) side view and (d)
top view of the stainless steel base.
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2.4.    Auxiliary measurements

In September 2017, the relative coverage, plant height,
and dominant  species were measured randomly in 15 sam-
pling plots (50 cm × 50 cm) (Ma et al., 2018). At the same
time, soil samples were taken from the 0–10 cm layer using
a  soil  auger  (diameter:  5  cm)  following  the  diagonal  five-
point  method  (four  points  selected  at  each  end  of  the  “X ”
and one point at the intersection) (Wang et al.,  2020). Five
soil  samples  from  the  same  soil  layer  in  each  plot  were
mixed to form one soil sample, for a total of 15 soil samples.
After removing debris such as stones and residual roots, the
samples  were  dried  and  put  into  self-sealing  bags  through
100-mesh soil sieves for determination of the soil pH value,
SOC, and total nitrogen (TN).

The soil total porosity (STP) of the 0–10 cm layer was
measured  using  the  ring  knife  method  (volume:  100  cm3)
(Wang et al., 2020). Soil pH was measured with a pH meter
(PHS-3S,  INESA  Scientific  Instrument  Co.,  Shanghai,
China), and the soil water ratio of suspension was 1:5 (Wu
and Mu, 2019). SOC and TN were determined by referring
to the method of Wu et al. (2020). 

2.5.    Data analysis

The  data  were  organized  using  Microsoft  Excel  2019,
and  all  data  were  statistically  analyzed  using  SPSS  22.0.
One-way  analysis  of  variance  (Duncan’s  Multiple  Range
Test, P < 0.05) was used to determine the differences in vege-
tation  properties  (coverage,  height),  soil  CH4 fluxes,  and
soil  characteristics  [pH,  STP,  SOC,  TN,  ratio  of  carbon  to
nitrogen (C/N), T10, SWC10] among plant community types.
General linear model (GLM) analysis and analysis of covari-
ance (ANCOVA) were used to compare the interaction and
effects of different plant community types (PCT) and soil tem-
perature/soil  water  content  on  soil  CH4.  The  relationships
between environmental variables (T10, SWC10) and soil CH4
fluxes  in  the  five  plant  community  types  were  analyzed
using Pearson correlation analysis (two-tailed). The interrela-
tionships  between T10,  SWC10,  and  soil  CH4 fluxes  in  the
five  plant  community  types  were  analyzed  using  a  linear
regression method. 

3.    Results and analysis
 

3.1.    Environmental variables

The vegetation properties (dominant species, vegetation

cover, plant height) varied clearly at the five sites (Table 1).
The plant community type significantly affected the physical
properties of the soil (STP, T10, SWC10) throughout the experi-
mental period (P < 0.05, Table 2). The STP of MS was signifi-
cantly  lower  than  that  of  the  other  four  plant  community
types; the mean T10 of the five plant community types from
0 cm to 10 cm showed a trend of  XS < SB < CK < HR <
MS; and the variation in 10 cm soil SWC ranged from 14.0%
to  24.3% (Table  2),  showing  a  trend  of  CK <  SB <  HR <
MS < XS (Table 2). The average T10 and SWC10 from 0 cm
to 10 cm for all five plant community types showed a trend
that the growing season was greater than the non-growing sea-
son  (Figs.  2b and c).  The  SOC  of  MS  was  significantly
higher than that of the other four plant community types (P
<  0.05).  The  soil  TN  of  XS  was  significantly  higher  than
that of the other plant community types, and the soil C/N of
XS,  CK,  and  HR  was  significantly  lower  than  that  of  the
other two plant community types. 

3.2.    Differences in soil CH4 fluxes under different plant
community types

Throughout  the  observation  period,  soil  CH4 fluxes  of
the  five  different  plant  community  types  showed  net
uptake,  with  fluxes  ranging  from  −0.061  mgC  m−2 h−1 to
−0.086 mgC m−2 h−1.  The soil  CH4 fluxes  differed signifi-
cantly  (P <  0.05)  among  the  different  plant  community
types (Fig. 5),  and the average soil  CH4 fluxes of SB were
1.29,  1.42,  1.20,  and  1.08  times  higher  than  those  of  MS,
XS,  CK,  and  HR,  respectively.  The  cumulative  soil  CH4

fluxes  of  the  five  different  plant  community  types  ranged
from  14.986  kgC  ha−1 to  19.796  kgC  ha−1 throughout  the
observation  period,  showing  a  trend  of  XS  <  MS  <  CK  <
HR < SB (Table 3).

Throughout  the  observation  period,  there  were  signifi-
cant seasonal variations in soil CH4 fluxes among the five dif-
ferent plant community types (Fig. 6), with soil CH4 uptake
occurring mainly during the growing season [SB (−0.101 ±
0.007  mgC  m−2 h−1)  >  HR  >  CK  >  MS  >  XS  (−0.073  ±
0.005 mgC m−2 h−1)]. In addition, soil CH4 uptake began to
decrease with fluctuation in November and reached its lowest
value  in  February,  after  which  the  soil  CH4 flux  gradually
increased in volatility and reached a peak in April–June. 

3.3.    Plant community control of soil CH4 flux

GLM  analysis  of  plant  community  type  and  soil  CH4

flux  showed  that  the  interaction  terms  for  PCT  × T10 and

Table 2.   Physicochemical properties of soil (0–10 cm depth) from sites with different plant community types.

Plot STP (%) T10 (°C) SWC10 (%) pH SOC (g kg−1) TN (g kg−1) C/N

MS 49.45 ± 0.42a 19.68 ± 2.08c 0.17 ± 0.01a 6.75 ± 0.16a 11.08 ± 0.32d 0.45 ± 0.05b 25.73 ± 3.84b

XS 73.39 ± 3.16c 6.75 ± 1.46a 0.24 ± 0.01b 6.92 ± 0.22a 10.58 ± 0.09cd 0.77 ± 0.00c 13.68 ± 0.11a

CK 71.06 ± 2.24c 15.80 ± 1.80bc 0.14 ± 0.01a 6.58 ± 0.34a 5.45 ± 0.55a 0.29 ± 0.01a 18.86 ± 1.88a

HR 62.85 ± 0.34b 17.81 ± 1.88bc 0.16 ± 0.01a 6.67 ± 0.15a 7.91 ± 0.21b 0.45 ± 0.00b 17.71 ± 0.54a

SB 68.36 ± 1.03bc 11.57 ± 1.62ab 0.15 ± 0.01a 7.00 ± 0.41a 9.57 ± 0.30c 0.32 ± 0.00a 29.92 ± 0.86b

Notes: STP, soil total porosity; SOC, soil organic carbon; TN, total nitrogen; C/N, carbon nitrogen ratio; T10, soil temperature of top 10 cm; SWC10, soil
moisture of top 10 cm. Superscript letters indicate significant differences between plant community types (P < 0.05).
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PCT × SWC10 were not significantly different for soil CH4

fluxes (P > 0.05, Table 4), indicating that there were no inter-
active  effects  of  plant  community  type  and T10/SWC10 on
soil CH4 flux. The ANCOVA of plant community type and
soil CH4 flux showed that excluding the effect of T10, there
was  a  significant  effect  of  plant  community  type  on  soil
CH4 flux  (P <  0.05);  and  excluding  the  effect  of  SWC10,
there  was  a  significant  effect  of  plant  community  type  on
soil CH4 flux (P < 0.05) (Table 4).

There was a highly significant positive correlation (R2 =
0.60–0.74, P < 0.01) between soil CH4 flux and T10 under dif-
ferent plant community types (Table 5). There was also a sig-
nificant  positive  correlation  (R2 =  0.44–0.57, P <  0.05)
between  soil  CH4 flux  and  SWC10 in  MS,  XS,  and  CK
(Table 5). The results of linear regression analysis for the dif-
ferent environmental variables under different vegetation com-
munity  types  showed that  the  variations  in T10 and SWC10

explained 36.0%–55.2% and 6.18%–33.3% of the temporal
variation in soil CH4, respectively (P < 0.01) (Fig. 7). 

4.    Discussion
 

4.1.    Effects of plant community type on soil CH4 flux

In this study, all five plant community types were sinks
of soil CH4 in LHR, with fluxes between −0.061 mgC m−2 h−1

and −0.086 mgC m−2 h−1 (Fig.  5),  which  is  consistent  with
the finding of Zhao et al. (2018). The study by Wu and Mu
(2019)  in  mountainous  regions  in  Northeast  China  showed
that  soil  CH4 fluxes  in  planted  forests  ranged  between
−0.048 mgC m−2 h−1 and −0.077 mgC m−2 h−1, which is sig-
nificantly  lower  than  the  results  of  the  present  study  and
related to its lower mean annual temperature. Pihlatie et al.
(2017),  in  boreal  alpine  forest,  reported  soil  CH4 fluxes  of
between  −0.054  mgC  m−2 h−1 and  −0.096  mgC  m−2 h−1,
which are higher than the results of this study owing to the
fact that the mosses play an important role in the forest floor
CH4 exchange.  There  were  significant  differences  in  soil
CH4 flux among the five different plant community types (P
<  0.05, Fig.  5),  with  the  maximum  value  occurring  in
SB—a  result  similar  to  that  of  Pihlatie  et  al.  (2017)  and
Zhao et al. (2018). Methane production tends to occur deep
in  the  soil  in  anaerobic  environments  (Yang  et  al.,  2014,
2019). In this study, the groundwater table was low, the soil
envelope was thick (Chen, 2009), and most of the soils with
different  plant  community  types  were  well  ventilated
(Table 2), providing favorable oxygen conditions for the oxi-
dation  process  of  soil  CH4 (Lombardi  et  al.,  1997).  There-
fore,  soil  CH4 uptake  dominated  in  this  study  area.  In  the
present  study,  the  vegetation  cover  of  the  grassland  was
much higher than that of the woodland, and the dense root sys-
tem of the soil surface was conducive to the creation of an aer-
obic  environment,  thus  increasing  the  uptake  of  soil  CH4

(Shi  et  al.,  2013).  Also,  larger  porosity  affects  the  rate  of
CH4 oxidation and methanotrophs abundance, which in turn
affects the transport of CH4 in the soil (De La Bárcena et al.,
2014). Added to this, the diffusion of herbaceous aeration tis-
sues is the main pathway for gas transport, and more oxygen
diffuses into the soil through the aeration tissues, which can
affect  the  growth  and  activity  of  aerobic  microorganisms
and  increase  the  oxidation  of  methane  (Schimel,  1995;
Rusch  and  Rennenberg,  1998).  This  is  consistent  with  the
results of the present study, where the soil  CH4 flux of SB
was significantly higher than that of other plant community
types (P < 0.05, Fig. 5). This result is similar to previous find-
ings (Schimel, 1995; Rusch and Rennenberg, 1998; Bhandral
et al., 2007; Zhao et al., 2018). In SB, the number of herba-
ceous plants was significantly higher than that in other plant
community types (Table 1), and their subsurface aeration tis-
sues  were  also  higher,  resulting  in  significantly  higher  soil
CH4 uptake in SB than in other plant community types (P <
0.05, Fig. 3a). In contrast, the soil CH4 uptake of XS was sig-
nificantly lower than that of HR and SB (P < 0.05, Fig.  5)
because  of  the  higher  leaf  area  and  related  shading  of  the

 

Fig.  5. Annual  average  soil  CH4 flux  under  different  plant
community  types:  MS, Medicago  sativa grassland;  XS,
Xanthoceras sorbifolium forestland; CK, Caragana korshinskii
bushland;  HR, Hippophae  rhamnoides shrubland;  SB, Stipa
bungeana grassland.  Lowercase  letters  indicate  statistically
significant  differences  within  observations  among  different
plant community types (P = 0.05).

Table 3.   Cumulative estimates of soil CH4 uptake under different plant community types.

MS (kgC ha−1) XS (kgC ha−1) CK (kgC ha−1) HR (kgC ha−1) SB (kgC ha−1)

Y1 −5.943 ± 0.743 −7.532 ± 0.500 −7.803 ± 0.499 −8.938 ± 0.956 −8.554 ± 1.450
Y2 −9.330 ± 0.475 −7.454 ± 0.524 −8.781 ± 0.728 −9.724 ± 0.426 −11.241 ± 0.449

Total −15.273 ± 0.295 −14.986 ± 0.500 −16.585 ± 1.127 −18.662 ± 0.737 −19.796 ± 1.566

Notes: Values are presented as mean ± standard error. Y1, November 2017 to October 2018; Y2, November 2018 to October 2019.
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soil  by  tall  vegetation  (Kim,  2013; Oertel  et  al.,  2016),
which  made  the T10 in  XS  significantly  lower  than  that  of
HR and SB (Table 2). The temperatures were significantly dif-
ferent  under  different  vegetation  coverages  (P <  0.05,
Table 2), which would have limited the growth and reproduc-
tion  and  activity  of  soil  microorganisms  and  soil  enzymes
(Luan  et  al.,  2016),  in  turn  affecting  soil  CH4 uptake.  The
decrease in temperature is accompanied by a decrease in evap-
oration  and  an  increase  in  soil  moisture,  since  the  opening
time  of  stomata  can  be  reduced.  Therefore,  the  conditions
for soil CH4 emissions are improved (Kim, 2013). However,
the study by Wang et al. (2019) showed that the degradation
of artificial clover meadow at a semi-arid loess hill site had
a significant effect on the distribution and diversity of other
herbaceous  plants.  This  is  the  reason  why  the  soil  CH4

uptake  of  CK  in  this  study  was  not  significantly  different
from that of other plant community types (P > 0.05, Fig. 5).
Differences in plant community type may lead to differences
in soil compaction (i.e.,  STP), which affects the movement
of water and gases, and thus the gas diffusion conditions for
CH4 (Christiansen  and  Gundersen,  2011),  with  similar
results presented in the current study (Table 2, Fig. 5).

In addition to proximal factors, there are a number of dis-
tal  drivers  that  also  influence  soil  CH4 fluxes  (Robertson,
1989).  The  distinct  differences  in  morphology  of  different
vegetation conditions affect the variation in soil temperature
by influencing light, wind speed, rainfall, etc. Among them,
arboreal vegetation (XS) has the greatest advantage in micro-
climate regulation. The main source of energy for soil temper-
ature is radiant energy from the sun, and tall arboreal vegeta-
tion (XS) shades the soil because of its higher leaf area and
associated  height  (Kim,  2013; Oertel  et  al.,  2016),  which
made the T10 significantly lower in XS than in HR and SB
(Table  2; Figs.  2b and c).  The  water  content  of  the  soil  in
the study area is very low, and there is almost no free water;
plus, the heat exchange between the soil and the environment
is  mediated  by  the  air,  and  the  soil  temperature  is  closely
linked to the movement of soil water. Therefore, the SWC10

of XS is significantly higher than that of other plant commu-
nity types (Table 2; Figs. 2b and c). Vegetation caused differ-
ences in soil temperature and moisture, which in turn influ-
enced the changes in soil CH4 flux. It  has been shown that
lower soil pH, which reduces the activity of soil microorgan-
isms,  leads  to  lower  soil  CH4 uptake  (Gatica  et  al.,  2020).
However,  in  this  study,  lower  variation  in  soil  pH  among
the plant community types did not significantly affect methan-
otrophic bacteria or archaea, which is consistent with the find-
ings  of  Werner  et  al.  (2007)  and  Ai  et  al.  (2021).  On  the
other hand, Nitrogen (nitrate, ammonia) may have a positive
or neutral effect on soil CH4 uptake in boreal temperate forest
communities  (Xia  et  al.,  2020),  which  is  similar  to  the
results previously reported by our team in this region (Yan
et al., 2019), albeit there is also no statistically significant rela-
tionship.  It  is  well  known  that  slope  and  slope  orientation
play a highly important role in regulating local temperature,
radiation, and soil moisture. Among the five plant community
types, XS, HR, and MX were located on shady slopes, CK

 

Fig. 6. Interannual variability of soil CH4 flux under different
plant  community  types  during  November  2017  to  October
2019:  (a) Medicago  sativa grassland;  (b) Xanthoceras sorbi-
folium forestland; (c) Caragana korshinskii bushland; (d) Hip-
pophae  rhamnoides shrubland;  (e) Stipa  bungeana grassland.
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on  positive  slopes,  and  SB  in  a  no-slope  orientation  zone.
The results showed that the soil CH4 fluxes were not signifi-
cantly correlated with slope orientation, which is consistent
with the findings of Fang et al. (2009). This may have been
caused  by  the  fact  that  all  sampling  plots  were  laid  out  on
almost flat cultivated land after land preparation and that the
meteorological conditions were essentially the same. 

4.2.    Effect  of  plant  community  type  on  the  temporal
variation in soil CH4 flux

Changes  in  vegetation  and  its  microenvironment  also
make soil CH4 fluxes show different temporal patterns of vari-
ation. In this study, the maximum values of soil CH4 uptake
under different  plant  community types in LHR occurred in
the growing season, and the minimum values all occurred in
winter.  This  is  due  to  the  freezing  of  the  soil  in  winter,
which  decreases  soil  pore  connectivity  (Bhandral  et  al.,
2007)  and  reduces  microbial  activity,  resulting  in  lower
uptake  rates  (Do Carmo et  al.,  2012).  On the  one  hand,  as
solar radiation increases, the soil thaws and the soil tempera-
ture increases, allowing an increase in the rate of gas diffusion
and  the  probability  of  microorganisms  obtaining  contact

with oxygen (Singh et al., 2010), which accelerates the rate
of  CH4 oxidation  and  increases  the  uptake  of  CH4 by  the
soil (Nesbit and Breitenbeck, 1992; Castro et al., 1995; Dou
et  al.,  2015).  Additionally,  increased  rainfall  increases  the
soil water content, the CH4 oxidizing bacteria are transformed
from a dormant to active state, and increasing soil water con-
tent  within  a  certain  range  is  beneficial  for  CH4 oxidative
uptake (Chen et al., 2002). Due to the soil properties (Wu et
al., 2018) and the climatic characteristics of low rainfall and

 

Fig.  7. Relationship  between  temporal  variation  of  soil  CH4

flux  and  (a) T10 or  (b)  SWC10:  XS, Xanthoceras  sorbifolium
forestland;  SB, Stipa  bungeana grassland;  CK, Caragana
korshinskii bushland;  HR, Hippophae  rhamnoides shrubland;
MS, Medicago sativa grassland.

Table 4.   Results of GLM analysis and ANCOVA.

GLM analysis ANCOVA analysis

Fixed factors F Sig. Fixed factors F Sig.

PCT 1.353 0.251 PCT 60.392 0.000
T10 55.539 0.000 T10 4.841 0.001
PCT × T10 0.803 0.524 − − −
PCT 1.579 0.181 PCT 4.121 0.044
SWC10 3.844 0.051 SWC10 3.153 0.015
PCT × SWC10 0.324 0.862 − − −

Notes: Soil CH4 fluxes were used as dependent variables, while the corresponding SWC10 or T10 were covariates. The fixed factor was plant community
type (PCT). The F-value is the ratio of the two mean squares (effect term/error term). Significant values (P < 0.05) are indicated in bold.

Table  5.   Pearson  correlation  coefficients  and  their  two-tailed
significance  between  environmental  factors  (T10 and  SWC10)  and
soil  CH4 flux  under  different  plant  community  types  during
November 2017 to October 2019.

Plot T10 SWC10

MS Pearson 0.607** 0.444*
Sig. (two-tailed) 0.002 0.030

XS Pearson 0.600** 0.577**
Sig. (two-tailed) 0.002 0.003

CK Pearson 0.743** 0.491*
Sig. (two-tailed) 0.000 0.015

HR Pearson 0.660** 0.249
Sig. (two-tailed) 0.000 0.241

SB Pearson 0.606** 0.295
Sig. (two-tailed) 0.002 0.162

Notes: A double asterisk (**) indicates significance at p < 0.01, while a
single asterisk (*) indicates significance at p < 0.05. T10, soil temperature
of top 10 cm; SWC10, soil water content of top 10 cm. Negative fluxes
values indicating absorption (sinks)  have been converted to positive
values to facilitate the analysis.
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high evaporation in the study area, higher transpiration after
rainfall  accelerates the oxidation and transportation of CH4

(Chen,  2003).  However,  it  has  also  been  shown  that  soil
CH4 fluxes  are  not  simply  linearly  related  to  soil  moisture
(Ju et al., 2016; Zhang et al., 2019), and when soil water con-
tent  continues  to  increase,  it  will  cause  an  increase  in  soil
water-filled pore  space,  which limits  the  rate  and diffusion
of  atmospheric  CH4 oxidation (Werner  et  al.,  2006; Curry,
2007; Wu  et  al.,  2010).  However,  due  to  low  rainfall  and
high evaporation in the study area, the SWC10 of the different
plant  community  types  could  not  be  consistently  increased
to  the  saturated  soil  water  content.  Therefore,  this  idea
could not be verified. Temperature and soil moisture are con-
sidered to be the main factors affecting the seasonal variation
in soil CH4 fluxes (Song et al., 2009; Zhu et al., 2015a, b),
and the effects of both interact with each other and show dif-
ferent  dominance  depending  on  the  characteristics  of  the
ecosystem  (Olefeldt  et  al.,  2013).  This  reason  is  also  evi-
denced  by  the  linear  regression  relationship  between T10,
SWC10,  and  soil  CH4 fluxes  in  different  plant  community
types in this study (Fig. 7), which is similar to the results of
previous  studies  (Moore  and  Dalva,  1993; Glatzel  et  al.,
2004; Cui  et  al.,  2017; Ma  et  al.,  2020).  Furthermore,  the
fact that precipitation, as the main source of soil moisture in
this  area,  is  distributed  in  a  pattern  that  is  consistent  with
that of the temporal variation in soil CH4 flux, also reiterates
this view (Figs. 2 and 6). The results are similar to the findings
of other studies (Ju et al., 2016; Ma et al., 2020). In contrast,
the maximum uptake value at the MS site occurred in early
spring; due to the enclosed setup of the MS site, the above-
ground plants that had died out in the previous year’s non-
growing  season  increased  the  soil  temperature  (Li  et  al.,
2018),  thus increasing the uptake of  CH4 by the soil.  With
the  growth  of  surface  vegetation,  the  ground  vegetation
cover gradually increased, due to which the soil temperature
gradually  decreased,  thus  causing  a  change  in  soil  CH4

uptake in the form of an increase first, and then a decrease.
Regarding  the  cumulative  flux  of  soil  CH4,  Wang  et  al.
(2014) showed that the average rate of soil CH4 uptake in Chi-
nese  forest  and  grassland  was  49.43  μg m−2 h−1 and  59.62
μg  m−2 h−1,  respectively,  with  annual  cumulative  fluxes  of
4.22 kg ha−1 and 5.09 kg ha−1. These data are comparable to
the  rate  of  soil  CH4 uptake  in  other  forest  and  grassland
sites  worldwide  (Wang  et  al.,  2014).  The  average  annual
cumulative soil CH4 uptake fluxes of the different plant com-
munity types in this study were 2.02 and 1.67 times higher
than the annual cumulative uptake fluxes of Chinese forest
and grassland, respectively, when only vegetation was consid-
ered. Therefore, it can be seen that the soil CH4 uptake of dif-
ferent plant community types in this region is much higher
than the average value in China, which is important for CH4

reduction and mitigation of the greenhouse effect. 

5.    Conclusion

The results of the study showed that all five plant commu-

nity types were sinks of soil CH4 in LHR. Different plant com-
munity types significantly affected soil CH4 fluxes in decreas-
ing order as follows: SB > HR > CK > MS > XS. Throughout
the  study  period,  the  maximum  values  of  soil  CH4 uptake
occurred in the growing season, while the minimum values
all  occurred  in  winter.  Soil  CH4 fluxes  were  significantly
and positively correlated with soil temperature and soil mois-
ture. The combined effect of soil temperature and moisture
is an important controlling factor for the temporal variability
of soil CH4 fluxes. In LHR, Stipa bungeana grassland is the
plant community type with the highest capacity for soil CH4

uptake among the five plant  community types studied,  and
is a more desirable plant community type for mitigating soil
CH4 emissions.  In  the  process  of  vegetation  restoration  in
LHR, the soil CH4 absorption potential of different plant com-
munity  types  should  be  considered,  ecological  benefits
should be taken into account,  and vegetation more suitable
for mitigating the greenhouse effect should be selected. There-
fore, when estimating the soil CH4 exchange in LHR, it is nec-
essary to consider the influence of the different plant commu-
nity types.

Acknowledgements.      We would like to  thank all  the people
who  were  involved  in  the  field  and  laboratory  work.  This  study
was  financially  supported  by  the  Gansu  Province  Key  Research
and Development  Program (Grant  No.  20YF8NA135),  the  Gansu
Province Financial Special Project (Grant No. GSCZZ 20160909),
and the Industrial Support Program Project (Grant No. 2021CYZC-
15,  No.2022CYZC-41).  The authors would like to thank Director
Jin  CHEN,  Xiaoping  WANG,  and  other  staff  from  the  Soil  and
Water  Conservation  Research  Institute  in  Dingxi  City,  Gansu
Province, for their support with the management of the experimental
field, and Bin WU of the Ecological Research Center of Northeast
Forestry University for his advice on the experimental data in this
paper.

REFERENCES
 

Ai, J., Y. Lyu, Y.-C. Li, X. Zhong, and J. Li, 2021: Methanotrophs
bacteria in special environment: A review. Chinese Journal
of  Applied  Ecology, 32,  1509−1517, https://doi.org/10.
13287/j.1001-9332.202104.031.  (in  Chinese  with  English
abstract)

 

An,  S.  S.,  Y.  M.  Huang,  and  B.  C.  Li,  2006:  Characteristics  of
soil water stable aggregates and relationship with soil proper-
ties during vegetation rehablitation in a loess hilly region. Chi-
nese  Journal  of  Soil  Science, 37,  45−50, https://doi.org/10.
19336/j.cnki.trtb.2006.01.010.  (in  Chinese  with  English
abstract)

 

Barrie,  L.,  G.  Braathen,  J.  Butler,  E.  Dlugokencky,  D.  J.  Hof-
mann,  P.  Tans,  and  Y.  Tsutsumi,  2009:  WMO Greenhouse
Gas Bulletin. Eurpoean Geosciences Union General Assem-
bly  2009,Vienna,  Austria.  [Available  online  from  https://
www.researchgate.net/publication/260797073_Annual_
Greenhouse_Gas_Bulletin]

 

Bai, J., and Coauthors, 2017: Relative contribution of photorespira-
tion and antioxidative mechanisms in Caragana korshinskii
under drought conditions across the Loess Plateau. Functional

1370 EFFECTS OF PLANT COMMUNITY TYPE ON SOIL CH4 FLUX VOLUME 39

 

  

https://doi.org/10.13287/j.1001-9332.202104.031
https://doi.org/10.13287/j.1001-9332.202104.031
https://doi.org/10.19336/j.cnki.trtb.2006.01.010
https://doi.org/10.19336/j.cnki.trtb.2006.01.010
https://doi.org/10.13287/j.1001-9332.202104.031
https://doi.org/10.13287/j.1001-9332.202104.031
https://doi.org/10.19336/j.cnki.trtb.2006.01.010
https://doi.org/10.19336/j.cnki.trtb.2006.01.010


Plant  Biology, 44,  1111−1123, https://doi.org/10.1071/
FP17060. 

Bhandral,  R.,  S.  Saggar,  N.  S.  Bolan,  and  M.  J.  Hedley,  2007:
Transformation of nitrogen and nitrous oxide emission from
grassland  soils  as  affected  by  compaction. Soil  and  Tillage
Research, 94,  482−492, https://doi.org/10.1016/j.still.2006.
10.006. 

Bhullar, G. S., P. J. Edwards, and H. O. Venterink, 2013a: Variation
in  the  plant-mediated  methane  transport  and  its  importance
for  methane emission from intact  wetland peat  mesocosms.
Journal of Plant Ecology, 6(4), 298−304, https://doi.org/10.
1093/jpe/rts045. 

Bhullar,  G.  S.,  M.  Iravani,  P.  J.  Edwards,  and  H.  O.  Venterink,
2013b:  Methane  transport  and  emissions  from  soil  as
affected  by  water  table  and  vascular  plants. BMC Ecology,
13, 32, https://doi.org/10.1186/1472-6785-13-32. 

Billings, W. D., 1952: The environmental complex in relation to
plant growth and distribution. The Quarterly Review of Biol-
ogy, 27, 251−265, https://doi.org/10.1086/399022. 

Brummell, M. E., R. E. Farrell, and S. D. Siciliano, 2012: Green-
house gas soil production and surface fluxes at a high arctic
polar oasis. Soil Biology and Biochemistry, 52, 1−12, https://
doi.org/10.1016/j.soilbio.2012.03.019. 

Bubier, J. L., T. R. Moore, and N. T. Roulet, 1993: Methane emis-
sions  from  wetlands  in  the  Midboreal  region  of  Northern
Ontario, Canada. Ecology, 74, 2240−2254, https://doi.org/10.
2307/1939577. 

Cao,  M.  K.,  S.  Marshall,  and  K.  Gregson,  1996:  Global  carbon
exchange  and  methane  emissions  from  natural  wetlands:
Application of a process-based model. J. Geophys. Res., 101,
14 399−14 414, https://doi.org/10.1029/96JD00219. 

Carmichael,  M.  J.,  E.  S.  Bernhardt,  S.  L.  Bräuer,  and  W.  K.
Smith,  2014:  The  role  of  vegetation  in  methane  flux  to  the
atmosphere: Should vegetation be included as a distinct cate-
gory  in  the  global  methane  budget. Biogeochemistry, 119,
1−24, https://doi.org/10.1007/s10533-014-9974-1. 

Castro, M. S., P. A. Steudler, J. M. Melillo, J. D. Aber, and R. D.
Bowden, 1995: Factors controlling atmospheric methane con-
sumption  by  temperate  forest  soils. Global  Biogeochemical
Cycles, 9, 1−10, https://doi.org/10.1029/94GB02651. 

Chai, L. L., G. Hernandez-Ramirez, D. S. Hik, I. C. Barrio, C. M.
Frost,  C.  C.  Soto,  and  G.  Esquivel-Hernández,  2020:  A
methane sink in the Central American high elevation páramo:
Topographic,  soil  moisture  and  vegetation  effects. Geo-
derma, 362,  114092, https://doi.org/10.1016/j.geoderma.
2019.114092. 

Chen, H. S., 2003: Study on soil water movement and its cycling
on a hillslope of the loess plateau. PhD dissertation, Northwest
A&F University. (in Chinese with English abstract) 

Chen,  M.  C.,  G.  Y.  Zhang,  Y.  B.  Zou,  and  H.  Min,  2002:
Methane oxidation of green-house soils. Journal of Zhejiang
University (Agriculture & Life Sciences), 28, 501−506, https:
//doi.org/10.3321/j.issn:1008-9209.2002.05.008. (in Chinese
with English abstract) 

Chen, S. P.,  2009: Full utilization of soil and water resources of
the Loess Plateau in the middle and Eastern parts of Gansu
Province. Technical  Supervision  in  Water  Resources, 17,
22−23, https://doi.org/10.3969/j.issn.1008-1305.2009.05.
010. (in Chinese with English abstract) 

Christiansen,  J.  R.,  and  P.  Gundersen,  2011:  Stand  age  and  tree
species affect N2O and CH4 exchange from afforested soils.
Biogeosciences, 8, 2535−2546, https://doi.org/10.5194/bg-8-

2535-2011. 

Conrad,  R.,  1996:  Soil  microorganisms  as  controllers  of  atmo-
spheric trace gases (H2, CO, CH4, OCS, N2O, and NO). Micro-
biological  Reviews, 60,  609−640, https://doi.org/10.1128/
MR.60.4.609-640.1996. 

Cui, L. J., and Coauthors, 2017: Rewetting decreases carbon emis-
sions from the Zoige Alpine Peatland on the Tibetan Plateau.
Sustainability, 9, 948, https://doi.org/10.3390/su9060948. 

Curry, C. L., 2007: Modeling the soil consumption of atmospheric
methane at the global scale. Global Biogeochemical Cycles,
21, GB4012, https://doi.org/10.1029/2006GB002818. 

Dalal, R. C., and D. E. Allen, 2008: Greenhouse gas fluxes from
natural  ecosystems. Australian  Journal  of  Botany, 56,
396−407, https://doi.org/10.1071/BT07128. 

De La Bárcena, T. G., L. D'Imperio, P. Gundersen, L. Vesterdal,
A. Priemé, and J. R. Christiansen, 2014: Effects of the conver-
sion of  cropland to  forest  on the CH4 oxidation capacity  in
soils. Applied  Soil  Ecology, 79,  49−58, https://doi.org/10.
1016/j.apsoil.2014.03.004. 

Ding, W. X., Z. C. Cai, and H. Tsuruta, 2004: Methane concentra-
tion and emission as affected by methane transport capacity
of plants in freshwater marsh. Water, Air, and Soil Pollution,
158, 99−111, https://doi.org/10.1023/B:WATE.0000044836.
71634.3d. 

Do Carmo, J. B., E. R. De Sousa Neto, P. J. Duarte-Neto, J. P. H.
B.  Ometto,  and  L.  A.  Martinelli,  2012:  Conversion  of  the
coastal Atlantic forest to pasture: Consequences for the nitro-
gen  cycle  and  soil  greenhouse  gas  emissions. Agriculture,
Ecosystems  & Environment, 148,  37−43, https://doi.org/10.
1016/j.agee.2011.11.010. 

Dou, X. L., W. Zhou, Q. F. Zhang, and X. L. Cheng, 2015: Green-
house gas (CO2,  CH4,  N2O) emissions from soils following
afforestation in central China. Atmos. Environ., 126, 98−106,
https://doi.org/10.1016/j.atmosenv.2015.11.054. 

Dutta,  M.  K.,  R.  Ray,  R.  Mukherjee,  T.  K.  Jana,  and  S.  K.
Mukhopadhyay, 2015: Atmospheric fluxes and photo-oxida-
tion of methane in the mangrove environment of the Sundar-
bans,  NE coast  of India;  A case study from Lothian Island.
Agricultural  and  Forest  Meteorology, 213,  33−41, https://
doi.org/10.1016/j.agrformet.2015.06.010. 

Fang,  Y.  T.,  P.  Gundersen,  W.  Zhang,  G.  Y.  Zhou,  J.  R.  Chris-
tiansen, J. M. Mo, S. F. Dong, and T. Zhang, 2009: Soil–atmo-
sphere exchange of N2O, CO2 and CH4 along a slope of an
evergreen broad-leaved forest  in  southern China. Plant  and
Soil, 319,  37−48, https://doi.org/10.1007/s11104-008-9847-
2. 

FAO, 2010: Global Forest Resources Assessment 2010. FAO, 54
pp. 

Fernández-Duque, B., I. A. Pérez, M. Á. García, N. Pardo, and M.
L.  Sánchez,  2020:  Local  regressions  for  decomposing  CO2

and CH4 time-series in a semi-arid ecosystem. Atmospheric
Pollution  Research, 11,  213−223, https://doi.org/10.1016/j.
apr.2019.10.012. 

Frenzel, P., and E. Karofeld, 2000: CH4 emission from a hollow-
ridge complex in  a  raised bog:  The role  of  CH4 production
and oxidation. Biogeochemistry, 51, 91−112, https://doi.org/
10.1023/A:1006351118347. 

Gatica,  G.,  M.  E.  Fernández,  M.  P.  Juliarena,  and  J.  Gyenge,
2020:  Environmental  and  anthropogenic  drivers  of  soil
methane  fluxes  in  forests:  Global  patterns  and  among‐
biomes differences. Global Change Biology, 26, 6604−6615,
https://doi.org/10.1111/gcb.15331. 

AUGUST 2022 YANG ET AL. 1371

 

  

https://doi.org/10.1071/FP17060
https://doi.org/10.1071/FP17060
https://doi.org/10.1016/j.still.2006.10.006
https://doi.org/10.1016/j.still.2006.10.006
https://doi.org/10.1093/jpe/rts045
https://doi.org/10.1093/jpe/rts045
https://doi.org/10.1186/1472-6785-13-32
https://doi.org/10.1086/399022
https://doi.org/10.1016/j.soilbio.2012.03.019
https://doi.org/10.1016/j.soilbio.2012.03.019
https://doi.org/10.2307/1939577
https://doi.org/10.2307/1939577
http://dx.doi.org/10.1029/96JD00219
https://doi.org/10.1007/s10533-014-9974-1
https://doi.org/10.1029/94GB02651
https://doi.org/10.1016/j.geoderma.2019.114092
https://doi.org/10.1016/j.geoderma.2019.114092
https://doi.org/10.3321/j.issn:1008-9209.2002.05.008
https://doi.org/10.3321/j.issn:1008-9209.2002.05.008
https://doi.org/10.3969/j.issn.1008-1305.2009.05.010
https://doi.org/10.3969/j.issn.1008-1305.2009.05.010
https://doi.org/10.5194/bg-8-2535-2011
https://doi.org/10.5194/bg-8-2535-2011
https://doi.org/10.1128/MR.60.4.609-640.1996
https://doi.org/10.1128/MR.60.4.609-640.1996
https://doi.org/10.3390/su9060948
https://doi.org/10.1029/2006GB002818
https://doi.org/10.1071/BT07128
https://doi.org/10.1016/j.apsoil.2014.03.004
https://doi.org/10.1016/j.apsoil.2014.03.004
https://doi.org/10.1023/B:WATE.0000044836.71634.3d
https://doi.org/10.1023/B:WATE.0000044836.71634.3d
https://doi.org/10.1016/j.agee.2011.11.010
https://doi.org/10.1016/j.agee.2011.11.010
https://doi.org/10.1016/j.atmosenv.2015.11.054
https://doi.org/10.1016/j.agrformet.2015.06.010
https://doi.org/10.1016/j.agrformet.2015.06.010
https://doi.org/10.1007/s11104-008-9847-2
https://doi.org/10.1007/s11104-008-9847-2
https://doi.org/10.1016/j.apr.2019.10.012
https://doi.org/10.1016/j.apr.2019.10.012
https://doi.org/10.1023/A:1006351118347
https://doi.org/10.1023/A:1006351118347
https://doi.org/10.1111/gcb.15331
https://doi.org/10.1071/FP17060
https://doi.org/10.1071/FP17060
https://doi.org/10.1016/j.still.2006.10.006
https://doi.org/10.1016/j.still.2006.10.006
https://doi.org/10.1093/jpe/rts045
https://doi.org/10.1093/jpe/rts045
https://doi.org/10.1186/1472-6785-13-32
https://doi.org/10.1086/399022
https://doi.org/10.1016/j.soilbio.2012.03.019
https://doi.org/10.1016/j.soilbio.2012.03.019
https://doi.org/10.2307/1939577
https://doi.org/10.2307/1939577
http://dx.doi.org/10.1029/96JD00219
https://doi.org/10.1007/s10533-014-9974-1
https://doi.org/10.1029/94GB02651
https://doi.org/10.1016/j.geoderma.2019.114092
https://doi.org/10.1016/j.geoderma.2019.114092
https://doi.org/10.3321/j.issn:1008-9209.2002.05.008
https://doi.org/10.3321/j.issn:1008-9209.2002.05.008
https://doi.org/10.3969/j.issn.1008-1305.2009.05.010
https://doi.org/10.3969/j.issn.1008-1305.2009.05.010
https://doi.org/10.5194/bg-8-2535-2011
https://doi.org/10.5194/bg-8-2535-2011
https://doi.org/10.1128/MR.60.4.609-640.1996
https://doi.org/10.1128/MR.60.4.609-640.1996
https://doi.org/10.3390/su9060948
https://doi.org/10.1029/2006GB002818
https://doi.org/10.1071/BT07128
https://doi.org/10.1016/j.apsoil.2014.03.004
https://doi.org/10.1016/j.apsoil.2014.03.004
https://doi.org/10.1023/B:WATE.0000044836.71634.3d
https://doi.org/10.1023/B:WATE.0000044836.71634.3d
https://doi.org/10.1016/j.agee.2011.11.010
https://doi.org/10.1016/j.agee.2011.11.010
https://doi.org/10.1016/j.atmosenv.2015.11.054
https://doi.org/10.1016/j.agrformet.2015.06.010
https://doi.org/10.1016/j.agrformet.2015.06.010
https://doi.org/10.1007/s11104-008-9847-2
https://doi.org/10.1007/s11104-008-9847-2
https://doi.org/10.1016/j.apr.2019.10.012
https://doi.org/10.1016/j.apr.2019.10.012
https://doi.org/10.1023/A:1006351118347
https://doi.org/10.1023/A:1006351118347
https://doi.org/10.1111/gcb.15331


Glatzel, S., N. Basiliko, and T. Moore, 2004: Carbon dioxide and
methane production potentials of peats from natural, harvested
and  restored  sites,  Eastern  Québec,  Canada. Wetlands, 24,
261−267, https://doi.org/10.1672/0277-5212(2004)024[0261:
CDAMPP]2.0.CO;2. 

Gong, Z. T., and Coauthors, 2007: Chinese soil taxonomy. Bulletin
of the Chinese Academy of Sciences, 21, 36−38. 

Harazono, Y., and Coauthors, 2006: Temporal and spatial differ-
ences of methane flux at arctic tundra in Alaska. Memoirs of
National Institute of Polar Research, 59, 79−95. 

Harriss,  R.  C.,  and  S.  E.  Frolking,  1992:  The  sensitivity  of
methane  emissions  from  Northern  Freshwater  wetlands  to
global  warming. Global  Climate  Change  and  Freshwater
Ecosystems, P. Firth and S. G. Fisher, Eds., Springer, 48−67,
https://doi.org/10.1007/978-1-4612-2814-1_3. 

Heilman, M. A., and R. G. Carlton, 2001: Methane oxidation asso-
ciated with submersed vascular  macrophytes and its  impact
on  plant  diffusive  methane  flux. Biogeochemistry, 52,
207−224, https://doi.org/10.1023/A:1006427712846. 

Hong,  S.,  and  V.  Lakshmi,  2005:  Relation  between  satellite-
derived vegetation indices, surface temperature, and vegeta-
tion water content. Proc. 2005 IEEE International Geoscience
and  Remote  Sensing  Symposium,  Seoul,  IEEE,  1118−1122,
https://doi.org/10.1109/IGARSS.2005.1525312. 

Inubushi,  K.,  H. Sugii,  S.  Nishino,  and E. Nishino,  2001: Effect
of  aquatic  weeds  on  methane  emission  from  submerged
paddy soil. American Journal of Botany, 88, 975−979, https:
//doi.org/10.2307/2657078. 

IPCC, 2007: Contribution of Working Group I to the Fourth Assess-
ment  Report  of  the  Intergovernmental  Panel  on  Climate
Change. Cambridge University Press. 

IPCC, 2013: Climate Change 2013: The Physical Science Basis.
Contribution  of  Working  Group  I  to  the  Fifth  Assessment
Report of  the Intergovernmental Panel on Climate Change.
Cambridge University Press. 

Jespersen,  D.  N.,  B.  K.  Sorrell,  and  H.  Brix,  1998:  Growth  and
root oxygen release by Typha latifolia and its effects on sedi-
ment methanogenesis. Aquatic Botany, 61, 165−180, https://
doi.org/10.1016/S0304-3770(98)00071-0. 

Ji,  B.,  Z.  J.  Wang,  Z.  B.  Pan,  H.  Xu,  X.-S.  Han,  and Y. Z.  Xie,
2020: Soil carbon storage characteristics of Alfalfa (Medicago
sativa)  Artificial  grasslands  in  the  semi-arid  hilly  gully
region of the Loess Plateau, China. Russian Journal of Ecol-
ogy, 51,  466−476, https://doi.org/10.1134/
S1067413620050045. 

Joabsson,  A.,  and  T.  R.  Christensen,  2001:  Methane  emissions
from  wetlands  and  their  relationship  with  vascular  plants:
An  Arctic  example. Global  Change  Biology, 7,  919−932,
https://doi.org/10.1046/j.1354-1013.2001.00044.x. 

Joabsson,  A.,  T.  R.  Christensen,  and  B.  Wallén,  1999:  Vascular
plant controls on methane emissions from northern peatform-
ing wetlands. Trends in Ecology & Evolution, 14, 385−388,
https://doi.org/10.1016/S0169-5347(99)01649-3. 

Jones,  W.  J.,  D.  P.  Nagle  Jr.,  and  W.  B.  Whitman,  1987:
Methanogens and the diversity of archaebacteria. Microbiolog-
ical  Reviews, 51,  135−177, https://doi.org/10.1128/mr.51.1.
135-177.1987. 

Ju,  H.,  G.  Z.  Shen,  M. Z.  Ma,  J.  L.  Ge,  W. T.  Xu,  C.  M. Zhao,
and  Q.  L.  Zhang,  2016:  Greenhouse  gas  fluxes  of  typical
northern subtropical forest soils: Impacts of land use change
and reduced precipitation. Chinese Journal of Plant Ecology,
40,  1049−1063, https://doi.org/10.17521/cjpe.2016.0069.

(in Chinese with English abstract) 

Kim, S., S. Lee, M. McCormick, J. G. Kim, and H. Kang, 2016:
Microbial community and greenhouse gas fluxes from aban-
doned rice paddies with different vegetation. Microbial Ecol-
ogy, 72, 692−703, https://doi.org/10.1007/s00248-016-0801-
1. 

Kim,  Y.  S.,  2013:  Soil-atmosphere  exchange  of  CO2,  CH4 and
N2O in Northern temperate forests: Effects of elevated CO2

concentration, N deposition and forest fire. European Journal
of Forest Research, 16, 1−43. 

Lai, D. Y. F., 2009: Methane dynamics in northern Peatlands: A
review. Pedosphere, 19,  409−421, https://doi.org/10.1016/
S1002-0160(09)00003-4. 

Lai, D. Y. F., N. T. Roulet, and T. R. Moore, 2014a: The spatial
and temporal relationships between CO2 and CH4 exchange
in  a  temperate  ombrotrophic  bog. Atmos.  Environ., 89,
249−259, https://doi.org/10.1016/j.atmosenv.2014.02.034. 

Lai, D. Y. F., T. R. Moore, and N. T. Roulet, 2014b: Spatial and
temporal variations of methane flux measured by autocham-
bers in a temperate ombrotrophic peatland. J. Geophys. Res.,
119, 864−880, https://doi.org/10.1002/2013JG002410. 

Li, W., J. L. Wang, X. J. Zhang, S. L. Shi, and W. X. Cao, 2018:
Effect  of  degradation and rebuilding of  artificial  grasslands
on  soil  respiration  and  carbon  and  nitrogen  pools  on  an
alpine  meadow  of  the  Qinghai-Tibetan  Plateau. Ecological
Engineering, 111,  134−142, https://doi.org/10.1016/j.
ecoleng.2017.10.013. 

Lin, X. W., and Coauthors, 2009: Fluxes of CO2, CH4, and N2O
in an alpine meadow affected by yak excreta on the Qinghai-
Tibetan plateau during summer grazing periods. Soil Biology
and Biochemistry, 41, 718−725, https://doi.org/10.1016/j.soil-
bio.2009.01.007. 

Liu, Y. K., J.-Z. Pang, F. Yi, C.-H. Peng, S. X. Zhang, L. Hou, X.
K.  Wang,  and  H.-X.  Zhang,  2019:  Soil-atmosphere
exchange of nitrous oxide, methane and carbon dioxide of dif-
ferent forest types at different elevations in Huoditang forest
region of Qinling Mountains. Journal of Northwest Forestry
University, 34,  1−10, https://doi.org/10.3969/j.issn.1001-
7461.2019.01.01. 

Lombardi, J. E., M. A. Epp, and J. P. Chanton, 1997: Investigation
of the methyl fluoride technique for determining rhizospheric
methane  oxidation. Biogeochemistry, 36,  153−172, https://
doi.org/10.1023/A:1005750201264. 

Luan,  J.  W.,  H.  T.  Song,  C.  H.  Xiang,  D.  Zhu,  and D. Suolang,
2016: Soil moisture, species composition interact to regulate
CO2 and CH4 fluxes in dry meadows on the Tibetan Plateau.
Ecological  Engineering, 91,  101−112, https://doi.org/10.
1016/j.ecoleng.2016.02.012. 

Ma, W. W., A.-R. M. Alhassan, Y. S. Wang, G. Li, H. Wang, and
J.  M.  Zhao,  2018:  Greenhouse  gas  emissions  as  influenced
by wetland vegetation degradation along a moisture gradient
on  the  eastern  Qinghai-Tibet  Plateau  of  North-West  China.
Nutrient  Cycling  in  Agroecosystems, 112,  335−354, https://
doi.org/10.1007/s10705-018-9950-6. 

Ma, W. W., G. Li, J. H. Wu, G. R. Xu, and J. Q. Wu, 2020: Respi-
ration and CH4 fluxes in Tibetan peatlands are influenced by
vegetation  degradation. CATENA, 195,  104789, https://doi.
org/10.1016/j.catena.2020.104789. 

Mills, R. T. E., N. Dewhirst, A. Sowerby, B. A. Emmett, and D.
L. Jones, 2013: Interactive effects of depth and temperature
on CH4 and N2O flux in a shallow podzol. Soil Biology and
Biochemistry, 62, 1−4, https://doi.org/10.1016/j.soilbio.2013.

1372 EFFECTS OF PLANT COMMUNITY TYPE ON SOIL CH4 FLUX VOLUME 39

 

  

https://doi.org/10.1672/0277-5212(2004)024[0261:CDAMPP]2.0.CO;2
https://doi.org/10.1672/0277-5212(2004)024[0261:CDAMPP]2.0.CO;2
http://dx.doi.org/10.1007/978-1-4612-2814-1_3
https://doi.org/10.1023/A:1006427712846
http://dx.doi.org/10.1109/IGARSS.2005.1525312
https://doi.org/10.2307/2657078
https://doi.org/10.2307/2657078
https://doi.org/10.1016/S0304-3770(98)00071-0
https://doi.org/10.1016/S0304-3770(98)00071-0
https://doi.org/10.1134/S1067413620050045
https://doi.org/10.1134/S1067413620050045
https://doi.org/10.1046/j.1354-1013.2001.00044.x
https://doi.org/10.1016/S0169-5347(99)01649-3
https://doi.org/10.1128/mr.51.1.135-177.1987
https://doi.org/10.1128/mr.51.1.135-177.1987
https://doi.org/10.17521/cjpe.2016.0069
https://doi.org/10.1007/s00248-016-0801-1
https://doi.org/10.1007/s00248-016-0801-1
https://doi.org/10.1016/S1002-0160(09)00003-4
https://doi.org/10.1016/S1002-0160(09)00003-4
https://doi.org/10.1016/j.atmosenv.2014.02.034
https://doi.org/10.1002/2013JG002410
https://doi.org/10.1016/j.ecoleng.2017.10.013
https://doi.org/10.1016/j.ecoleng.2017.10.013
https://doi.org/10.1016/j.soilbio.2009.01.007
https://doi.org/10.1016/j.soilbio.2009.01.007
https://doi.org/10.1016/j.soilbio.2009.01.007
https://doi.org/10.3969/j.issn.1001-7461.2019.01.01
https://doi.org/10.3969/j.issn.1001-7461.2019.01.01
https://doi.org/10.1023/A:1005750201264
https://doi.org/10.1023/A:1005750201264
https://doi.org/10.1016/j.ecoleng.2016.02.012
https://doi.org/10.1016/j.ecoleng.2016.02.012
https://doi.org/10.1007/s10705-018-9950-6
https://doi.org/10.1007/s10705-018-9950-6
https://doi.org/10.1016/j.catena.2020.104789
https://doi.org/10.1016/j.catena.2020.104789
https://doi.org/10.1016/j.soilbio.2013.03.003
https://doi.org/10.1672/0277-5212(2004)024[0261:CDAMPP]2.0.CO;2
https://doi.org/10.1672/0277-5212(2004)024[0261:CDAMPP]2.0.CO;2
http://dx.doi.org/10.1007/978-1-4612-2814-1_3
https://doi.org/10.1023/A:1006427712846
http://dx.doi.org/10.1109/IGARSS.2005.1525312
https://doi.org/10.2307/2657078
https://doi.org/10.2307/2657078
https://doi.org/10.1016/S0304-3770(98)00071-0
https://doi.org/10.1016/S0304-3770(98)00071-0
https://doi.org/10.1134/S1067413620050045
https://doi.org/10.1134/S1067413620050045
https://doi.org/10.1046/j.1354-1013.2001.00044.x
https://doi.org/10.1016/S0169-5347(99)01649-3
https://doi.org/10.1128/mr.51.1.135-177.1987
https://doi.org/10.1128/mr.51.1.135-177.1987
https://doi.org/10.17521/cjpe.2016.0069
https://doi.org/10.1007/s00248-016-0801-1
https://doi.org/10.1007/s00248-016-0801-1
https://doi.org/10.1016/S1002-0160(09)00003-4
https://doi.org/10.1016/S1002-0160(09)00003-4
https://doi.org/10.1016/j.atmosenv.2014.02.034
https://doi.org/10.1002/2013JG002410
https://doi.org/10.1016/j.ecoleng.2017.10.013
https://doi.org/10.1016/j.ecoleng.2017.10.013
https://doi.org/10.1016/j.soilbio.2009.01.007
https://doi.org/10.1016/j.soilbio.2009.01.007
https://doi.org/10.1016/j.soilbio.2009.01.007
https://doi.org/10.3969/j.issn.1001-7461.2019.01.01
https://doi.org/10.3969/j.issn.1001-7461.2019.01.01
https://doi.org/10.1023/A:1005750201264
https://doi.org/10.1023/A:1005750201264
https://doi.org/10.1016/j.ecoleng.2016.02.012
https://doi.org/10.1016/j.ecoleng.2016.02.012
https://doi.org/10.1007/s10705-018-9950-6
https://doi.org/10.1007/s10705-018-9950-6
https://doi.org/10.1016/j.catena.2020.104789
https://doi.org/10.1016/j.catena.2020.104789
https://doi.org/10.1016/j.soilbio.2013.03.003


03.003. 

Moore, T. R., and M. Dalva, 1993: The influence of temperature
and water table position on carbon dioxide and methane emis-
sions from laboratory columns of peatland soils. Journal of
Soil  Science, 44,  651−664, https://doi.org/10.1111/j.1365-
2389.1993.tb02330.x. 

Nesbit, S. P., and G. A. Breitenbeck, 1992: A laboratory study of
factors  influencing  methane  uptake  by  soils. Agriculture,
Ecosystems  &  Environment, 41,  39−54, https://doi.org/10.
1016/0167-8809(92)90178-E. 

Neubauer,  S.  C.,  and  J.  P.  Megonigal,  2015:  Moving  beyond
global  warming  potentials  to  quantify  the  climatic  role  of
ecosystems. Ecosystems, 18,  1000−1013, https://doi.org/10.
1007/s10021-015-9879-4. 

Oertel,  C.,  J.  Matschullat,  K.  Zurba,  F.  Zimmermann,  and  S.
Erasmi,  2016:  Greenhouse  gas  emissions  from  soils—A
review. Geochemistry, 76, 327−352, https://doi.org/10.1016/
j.chemer.2016.04.002. 

Olefeldt,  D.,  M.  R.  Turetsky,  P.  M.  Crill,  and  A.  D.  McGuire,
2013: Environmental and physical controls on northern terres-
trial  methane  emissions  across  permafrost  zones. Global
Change  Biology, 19,  589−603, https://doi.org/10.1111/gcb.
12071. 

Pihlatie,  M.,  A.  J.  Kieloaho,  E.  Halmeenmäki,  K.  Ryhti,  and  J.
Heinonsalo,  2017:  Ground  vegetation  reduces  forest  floor
net CH4 uptake in a boreal upland forest. Preprints, Egu Gen-
eral Assembly Conf, 4945, https://ui.adsabs.harvard.edu/abs/
2017EGUGA..19.4945P. 

Plain,  C.,  F.-K.  Ndiaye,  P.  Bonnaud,  J.  Ranger,  and  D.  Epron,
2019: Impact of vegetation on the methane budget of a temper-
ate forest. The New Phytologist, 221, 1447−1546, https://doi.
org/10.1111/nph.15452. 

Robertson, G. P., 1989: Nitrification and denitrification in humid
tropical ecosystems: potential controls on nitrogen retention.
Mineral nutrients in tropical forest and savanna ecosystems,
9, 55−69. 

Rusch, H., and H. Rennenberg, 1998: Black alder (Alnus glutinosa
(L.) Gaertn.) trees mediate methane and nitrous oxide emis-
sion  from  the  soil  to  the  atmosphere. Plant  and  Soil, 201,
1−7, https://doi.org/10.1023/A:1004331521059. 

Schimel, J. P., 1995: Plant transport and methane production as con-
trols on methane flux from arctic wet meadow tundra. Biogeo-
chemistry, 28,  183−200, https://doi.org/10.1007/
BF02186458. 

Sebacher, D. I., R. C. Harriss, and K. B. Bartlett, 1985: Methane
emissions to the atmosphere through aquatic plants. Journal
of  Environmental  Quality, 14,  40−46, https://doi.org/10.
2134/jeq1985.00472425001400010008x. 

Shannon,  R.  D.,  J.  R.  White,  J.  E.  Lawson,  and  B.  S.  Gilmour,
1996: Methane efflux from emergent vegetation in peatlands.
Journal  of  Ecology, 84,  239−246, https://doi.org/10.2307/
2261359. 

Shi, R. A., L. J. Li, M. Y. You, J. Ding, S. Wang, and X. Z. Han,
2013: Impact of soil temperature and moisture on Soil N2O
emission from mollisols under different land-use types. Jour-
nal  of  Agro-Environment  Science, 32,  2286−2292, https://
doi.org/10.11654/jaes.2013.11.026. (in Chinese with English
abstract) 

Simpson, I. J., G. C. Edwards, G. W. Thurtell, G. Den Hartog, H.
H. Neumann, and R. M. Staebler, 1997: Micrometeorological
measurements of methane and nitrous oxide exchange above
a boreal aspen forest. J. Geophys. Res., 102, 29 331−29 341,

https://doi.org/10.1029/97JD03181. 

Singh,  B.  K.,  R.  D.  Bardgett,  P.  Smith,  and  D.  S.  Reay,  2010:
Microorganisms  and  climate  change:  Terrestrial  feedbacks
and  mitigation  options. Nature  Reviews  Microbiology, 8,
779−790, https://doi.org/10.1038/nrmicro2439. 

Solomon, S., D. Qin, M. Manning, M. Marquis, K. Averyt, M. M.
B. Tignor, and J. H. L. Miller, 2007: Climate change 2007:
The physical science basis. Contribution of Working Group
I  to  the  fourth  assessment  report  of  the  Intergovernmental
Panel on Climate Change. ed. Cambridge University Press,
Cambridge (United Kingdom). 

Song, C. C., X. F. Xu, H. Q. Tian, and Y. Y. Wang, 2009: Ecosys-
tem-atmosphere exchange of CH4 and N2O and ecosystem res-
piration  in  wetlands  in  the  Sanjiang  Plain,  Northeastern
China. Global Change Biology, 15, 692−705, https://doi.org/
10.1111/j.1365-2486.2008.01821.x. 

Ström,  L.,  A.  Ekberg,  M.  Mastepanov,  and  T.  R.  Christensen,
2003:  The effect  of  vascular  plants  on carbon turnover  and
methane  emissions  from  a  tundra  wetland. Global  Change
Biology, 9, 1185−1192, https://doi.org/10.1046/j.1365-2486.
2003.00655.x. 

Ström, L., M. Mastepanov, and T. R. Christensen, 2005: Species-
specific  effects  of  vascular  plants  on  carbon  turnover  and
methane  emissions  from  wetlands. Biogeochemistry, 75,
65−82, https://doi.org/10.1007/s10533-004-6124-1. 

Sun, J. X., D. Liu, L. Qin, X. N. Zhang, X. M. He, and G. H. Lv,
2012: Research on Soil CH4 flux of cotton fields and aban-
doned lands in Ebinur Lake Area. Xinjiang Agricultural Sci-
ences, 49,  1489−1496, https://doi.org/10.6048/j.issn.1001-
4330.2012.08.019. (in Chinese with English abstract) 

Tang, K. L., Q. C. Hou, B. K. Wang, and P. C. Zhang, 1993: The
environment  background  and  administration  way  of  wind-
water  erosion  crisscross  region  and  Shenmu  Experimental
Area  on  the  loess  Plateau. Memoir  of  NISWC,  Academia
Sinica and Ministry of Water Resources, 18, 2−15, http://stb-
cyj.paperonce.org/oa/darticle.aspx?id=19930202.  (in  Chi-
nese with English abstract) 

Thompson,  A.  M.,  K.  B.  Hogan,  and  J.  S.  Hoffman,  1992:
Methane  reductions:  Implications  for  global  warming  and
atmospheric  chemical  change. Atmospheric  Environment.
Part  A.  General  Topics, 26,  2665−2668, https://doi.org/10.
1016/0960-1686(92)90118-5. 

Von  Fischer,  J.  C.,  and  L.  O.  Hedin,  2007:  Controls  on  soil
methane fluxes: Tests of biophysical mechanisms using stable
isotope tracers. Global Biogeochemical Cycles, 21, GB2007,
https://doi.org/10.1029/2006GB002687. 

Von Fischer, J. C., R. C. Rhew, G. M. Ames, B. K. Fosdick, and
P. E. Von Fischer, 2010: Vegetation height and other controls
of  spatial  variability  in  methane  emissions  from  the  Arctic
coastal  tundra  at  Barrow,  Alaska. J.  Geophys.  Res., 115,
G00I03, https://doi.org/10.1029/2009JG001283. 

Wang, H. X., 2014: Artificial grass grazing CH4 fluxes characteris-
tics of different semi-arid region of region of inner Mongo-
lia.  M.S.  thesis,  School  of  Resources  and  Environment.
Inner  Mongolia  University.  (in  Chinese  with  English
abstract) 

Wang, H. Y.,  J.  Q. Wu, G. Li,  and L. J.  Yan, 2020: Changes in
soil carbon fractions and enzyme activities under different veg-
etation types of the northern Loess Plateau. Ecology and Evo-
lution, 10,  12  211−12  223, https://doi.org/10.1002/ece3.
6852. 

Wang, X. H., and J. Bennett, 2008: Policy analysis of the conver-

AUGUST 2022 YANG ET AL. 1373

 

  

https://doi.org/10.1016/j.soilbio.2013.03.003
https://doi.org/10.1111/j.1365-2389.1993.tb02330.x
https://doi.org/10.1111/j.1365-2389.1993.tb02330.x
https://doi.org/10.1016/0167-8809(92)90178-E
https://doi.org/10.1016/0167-8809(92)90178-E
https://doi.org/10.1007/s10021-015-9879-4
https://doi.org/10.1007/s10021-015-9879-4
https://doi.org/10.1016/j.chemer.2016.04.002
https://doi.org/10.1016/j.chemer.2016.04.002
https://doi.org/10.1111/gcb.12071
https://doi.org/10.1111/gcb.12071
https://doi.org/10.1111/nph.15452
https://doi.org/10.1111/nph.15452
https://doi.org/10.1023/A:1004331521059
https://doi.org/10.1007/BF02186458
https://doi.org/10.1007/BF02186458
https://doi.org/10.2134/jeq1985.00472425001400010008x
https://doi.org/10.2134/jeq1985.00472425001400010008x
https://doi.org/10.2307/2261359
https://doi.org/10.2307/2261359
https://doi.org/10.11654/jaes.2013.11.026
https://doi.org/10.11654/jaes.2013.11.026
http://dx.doi.org/10.1029/97JD03181
https://doi.org/10.1038/nrmicro2439
https://doi.org/10.1111/j.1365-2486.2008.01821.x
https://doi.org/10.1111/j.1365-2486.2008.01821.x
https://doi.org/10.1046/j.1365-2486.2003.00655.x
https://doi.org/10.1046/j.1365-2486.2003.00655.x
https://doi.org/10.1007/s10533-004-6124-1
https://doi.org/10.6048/j.issn.1001-4330.2012.08.019
https://doi.org/10.6048/j.issn.1001-4330.2012.08.019
https://doi.org/10.1016/0960-1686(92)90118-5
https://doi.org/10.1016/0960-1686(92)90118-5
https://doi.org/10.1029/2006GB002687
https://doi.org/10.1029/2009JG001283
http://dx.doi.org/10.1002/ece3.6852
http://dx.doi.org/10.1002/ece3.6852
https://doi.org/10.1016/j.soilbio.2013.03.003
https://doi.org/10.1111/j.1365-2389.1993.tb02330.x
https://doi.org/10.1111/j.1365-2389.1993.tb02330.x
https://doi.org/10.1016/0167-8809(92)90178-E
https://doi.org/10.1016/0167-8809(92)90178-E
https://doi.org/10.1007/s10021-015-9879-4
https://doi.org/10.1007/s10021-015-9879-4
https://doi.org/10.1016/j.chemer.2016.04.002
https://doi.org/10.1016/j.chemer.2016.04.002
https://doi.org/10.1111/gcb.12071
https://doi.org/10.1111/gcb.12071
https://doi.org/10.1111/nph.15452
https://doi.org/10.1111/nph.15452
https://doi.org/10.1023/A:1004331521059
https://doi.org/10.1007/BF02186458
https://doi.org/10.1007/BF02186458
https://doi.org/10.2134/jeq1985.00472425001400010008x
https://doi.org/10.2134/jeq1985.00472425001400010008x
https://doi.org/10.2307/2261359
https://doi.org/10.2307/2261359
https://doi.org/10.11654/jaes.2013.11.026
https://doi.org/10.11654/jaes.2013.11.026
http://dx.doi.org/10.1029/97JD03181
https://doi.org/10.1038/nrmicro2439
https://doi.org/10.1111/j.1365-2486.2008.01821.x
https://doi.org/10.1111/j.1365-2486.2008.01821.x
https://doi.org/10.1046/j.1365-2486.2003.00655.x
https://doi.org/10.1046/j.1365-2486.2003.00655.x
https://doi.org/10.1007/s10533-004-6124-1
https://doi.org/10.6048/j.issn.1001-4330.2012.08.019
https://doi.org/10.6048/j.issn.1001-4330.2012.08.019
https://doi.org/10.1016/0960-1686(92)90118-5
https://doi.org/10.1016/0960-1686(92)90118-5
https://doi.org/10.1029/2006GB002687
https://doi.org/10.1029/2009JG001283
http://dx.doi.org/10.1002/ece3.6852
http://dx.doi.org/10.1002/ece3.6852


sion  of  cropland  to  forest  and  grassland  program in  China.
Environmental  Economics  and  Policy  Studies, 9,  119−143,
https://doi.org/10.1007/BF03353986. 

Wang, Y. F., and Coauthors, 2014: Soil methane uptake by grass-
lands  and  forests  in  China. Soil  Biology  and  Biochemistry,
74, 70−81, https://doi.org/10.1016/j.soilbio.2014.02.023. 

Wang, Y. S., and Y. H. Wang, 2003: Quick measurement of CH4,
CO2 and N2O emissions from a short-plant ecosystem. Adv.
Atmos.  Sci., 20,  842−844, https://doi.org/10.1007/
BF02915410. 

Wang, Z. T., L. Yang, G. Li, C. S. Chai, Y. D. Zhang, R. Chen,
and  J.  Q.  Zhang,  2019:  Effects  of  alfalfa  (Medicago  sativa
L.)  degradation on herbage distribution and diversity in the
semi-arid  Loess  Plateau. Acta  Ecologica  Sinica, 39,
3720−3729, https://doi.org/10.5846/stxb201805181099.
(in Chinese with English abstract) 

Wei, E. W., R. Yang, H. P. Zhao, P. H. Wang, S. Q. Zhao, W. C.
Zhai, Y. Zhang, and H. L. Zhou, 2019: Microwave-assisted
extraction  releases  the  antioxidant  polysaccharides  from
seabuckthorn  (Hippophae  rhamnoides L.)  berries. Interna-
tional Journal of Biological Macromolecules, 123, 280−290,
https://doi.org/10.1016/j.ijbiomac.2018.11.074. 

Werner,  C.,  R. Kiese,  and K. Butterbach-Bahl,  2007: Soil-atmo-
sphere exchange of N2O, CH4, and CO2 and controlling envi-
ronmental  factors  for  tropical  rain  forest  sites  in  western
Kenya. J.  Geophys.  Res., 112,  D03308, https://doi.org/10.
1029/2006JD007388. 

Werner,  C.,  X.  H.  Zheng,  J.  W.  Tang,  B.  H.  Xie,  C.  Y.  Liu,  R.
Kiese,  and  K.  Butterbach-Bahl,  2006:  N2O,  CH4 and  CO2

emissions from seasonal tropical rainforests and a rubber plan-
tation  in  Southwest  China. Plant  and  Soil, 289,  335−353,
https://doi.org/10.1007/s11104-006-9143-y. 

Whalen,  S.  C.,  2005:  Biogeochemistry  of  methane  exchange
between natural wetlands and the atmosphere. Environmental
Engineering Science, 22, 73−94, https://doi.org/10.1089/ees.
2005.22.73. 

Whalen, S. C., and W. S. Reeburgh, 1990: Consumption of atmo-
spheric  methane  by  tundra  soils. Nature, 346,  160−162,
https://doi.org/10.1038/346160a0. 

Wilson, K. S.,  and E. R. Humphreys,  2010: Carbon dioxide and
methane fluxes from Arctic mudboils. Canadian Journal of
Soil  Science, 90,  441−449, https://doi.org/10.4141/
CJSS09073. 

WMO, 2020: WMO greenhouse gas bulletin: The state of green-
house gases in the atmosphere based on global observations
through 2019. 

Wu,  B.,  and  C.  C.  Mu,  2019:  Effects  on  greenhouse  gas  (CH4,
CO2, N2O) emissions of conversion from over-mature forest
to secondary forest  and Korean pine plantation in northeast
China. Forests, 10, 788, https://doi.org/10.3390/f10090788. 

Wu,  J.  Q.,  H.  Y.  Wang,  G.  Li,  W.  W.  Ma,  J.  H.  Wu,  Y.  Gong,
and G. R. Xu, 2020: Vegetation degradation impacts soil nutri-
ents  and  enzyme activities  in  wet  meadow on  the  Qinghai-
Tibet  Plateau. Scientific  Reports, 10,  21271, https://doi.org/
10.1038/s41598-020-78182-9. 

Wu,  J.  Q.,  W.  W.  Ma,  G.  Li,  and  G.  P.  Chen,  2018:  Effects  of
four vegetation types on soil physical characteristics and per-
meability in Loess Plateau. Journal of Soil and Water Conser-
vation, 32,  133−138, https://doi.org/10.13870/j.cnki.stbcxb.
2018.04.021. (in Chinese with English abstract) 

Wu, X., Z. Yao, N. Brüggemann, Z. Y. Shen, B. Wolf, M. Dannen-

mann,  X.  Zheng,  and  K.  Butterbach-Bahl,  2010:  Effects  of
soil  moisture  and  temperature  on  CO2 and  CH4 soil–atmo-
sphere exchange of  various land use/cover  types in a  semi-
arid grassland in Inner Mongolia, China. Soil Biology and Bio-
chemistry, 42,  773−787, https://doi.org/10.1016/j.soilbio.
2010.01.013.

 

Xia, J. J., Z. W. Yan, G. S. Jia, H. Q. Zeng, P. D. Jones, W. Zhou,
and  A.  Z.  Zhang,  2015:  Projections  of  the  advance  in  the
start of the growing season during the 21st century based on
CMIP5 simulations. Adv.  Atmos.  Sci., 32,  831−838, https://
doi.org/10.1007/s00376-014-4125-0.

 

Xia, N., E. Z. Du, X. H. Wu, Y. Tang, Y. Wang, and W. De Vries,
2020: Effects of nitrogen addition on soil methane uptake in
global forest biomes. Environmental Pollution, 264, 114751,
https://doi.org/10.1016/j.envpol.2020.114751.

 

Yan, L. J.,  G. Li,  J.  Q. Wu, W. W. Ma, and H. Y. Wang, 2019:
Effects of four typical vegetations on soil active organic car-
bon and soil carbon in Loess Plateau. Acta Ecologica Sinica,
39,  5546−5554, https://doi.org/10.5846/stxb201805091031.
(in Chinese with English abstract)

 

Yang, G., and Coauthors, 2014: Effects of soil warming, rainfall
reduction  and water  table  level  on  CH4 emissions  from the
Zoige peatland in China. Soil Biology and Biochemistry, 78,
83−89, https://doi.org/10.1016/j.soilbio.2014.07.013.

 

Yang,  G.,  and  Coauthors,  2019:  Peatland  degradation  reduces
methanogens  and  methane  emissions  from  surface  to  deep
soils. Ecological Indicators, 106, 105488, https://doi.org/10.
1016/j.ecolind.2019.105488.

 

Yang, J. J., S. S. An, H. Zhang, Y. N. Chen, T. H. Dang, and J. Y.
Jiao, 2015: Effect of erosion on soil  microbial biomass and
enzyme activity in the loess hills. Acta Ecologica Sinica, 35,
5666−5674, https://doi.org/10.5846/stxb201310302611.
(in Chinese with English abstract)

 

Zhang, J.,  M. Y. Liu,  M. M. Zhang,  J.  H. Yang, and R. S.  Cao,
2019:  Characteristics  of  soil  greenhouse  gas  fluxes  under
different  forest  types in the Loess Plateau tableland,  China.
Journal of Agro-Environment Science, 38, 944−956, https://
doi.org/10.11654/jaes.2018-0826.  (in  Chinese  with  English
abstract)

 

Zhao,  G.  Q.,  M.  Y.  Liu,  J.  H.  Yang,  H.  Liu,  J.  Zhang,  M.  M.
Zhang, and X. R. Li, 2018: Spatial variations and environmen-
tal  interpretations  of  soil  greenhouse  gases  fluxes  under
different  land-use  types  in  the  tableland  of  the  Loess
Plateau. Chinese  Journal  of  Soil  Science, 49,  461−468,
https://doi.org/10.19336/j.cnki.trtb.2018.02.29.  (in  Chinese
with English abstract)

 

Zhou, Q. Y., and Q. Cai, 2021: Role of ethylene in the regulatory
mechanism underlying the abortion of ovules after fertiliza-
tion  in Xanthoceras  sorbifolium. Plant  Molecular  Biology,
106, 67−84, https://doi.org/10.1007/s11103-021-01130-2.

 

Zhu, X. X., and Coauthors, 2015b: Effects of warming, grazing/cut-
ting and nitrogen fertilization on greenhouse gas fluxes during
growing  seasons  in  an  alpine  meadow  on  the  Tibetan
Plateau. Agricultural  and  Forest  Meteorology, 214−215,
506−514, https://doi.org/10.1016/j.agrformet.2015.09.008.

 

Zhu,  X.  Y.,  C.  C.  Song,  C.  M.  Swarzenski,  Y.  D.  Guo,  X.  H.
Zhang,  and  J.  Y.  Wang,  2015a:  Ecosystem-atmosphere
exchange of CO2 in a temperate herbaceous Peatland in the
Sanjiang  Plain  of  northeast  China. Ecological  Engineering,
75, 16−23, https://doi.org/10.1016/j.ecoleng.2014.11.035.

1374 EFFECTS OF PLANT COMMUNITY TYPE ON SOIL CH4 FLUX VOLUME 39

 

  

https://doi.org/10.1007/BF03353986
https://doi.org/10.1016/j.soilbio.2014.02.023
https://doi.org/10.1007/BF02915410
https://doi.org/10.1007/BF02915410
https://doi.org/10.5846/stxb201805181099
https://doi.org/10.1016/j.ijbiomac.2018.11.074
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1007/s11104-006-9143-y
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1038/346160a0
https://doi.org/10.4141/CJSS09073
https://doi.org/10.4141/CJSS09073
https://doi.org/10.3390/f10090788
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1016/j.envpol.2020.114751
https://doi.org/10.5846/stxb201805091031
https://doi.org/10.1016/j.soilbio.2014.07.013
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.5846/stxb201310302611
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.19336/j.cnki.trtb.2018.02.29
http://dx.doi.org/10.1007/s11103-021-01130-2
http://dx.doi.org/10.1016/j.agrformet.2015.09.008
https://doi.org/10.1016/j.ecoleng.2014.11.035
https://doi.org/10.1007/BF03353986
https://doi.org/10.1016/j.soilbio.2014.02.023
https://doi.org/10.1007/BF02915410
https://doi.org/10.1007/BF02915410
https://doi.org/10.5846/stxb201805181099
https://doi.org/10.1016/j.ijbiomac.2018.11.074
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1007/s11104-006-9143-y
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1038/346160a0
https://doi.org/10.4141/CJSS09073
https://doi.org/10.4141/CJSS09073
https://doi.org/10.3390/f10090788
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1016/j.envpol.2020.114751
https://doi.org/10.5846/stxb201805091031
https://doi.org/10.1016/j.soilbio.2014.07.013
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.5846/stxb201310302611
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.19336/j.cnki.trtb.2018.02.29
http://dx.doi.org/10.1007/s11103-021-01130-2
http://dx.doi.org/10.1016/j.agrformet.2015.09.008
https://doi.org/10.1016/j.ecoleng.2014.11.035
https://doi.org/10.1007/BF03353986
https://doi.org/10.1016/j.soilbio.2014.02.023
https://doi.org/10.1007/BF02915410
https://doi.org/10.1007/BF02915410
https://doi.org/10.5846/stxb201805181099
https://doi.org/10.1016/j.ijbiomac.2018.11.074
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1007/s11104-006-9143-y
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1038/346160a0
https://doi.org/10.4141/CJSS09073
https://doi.org/10.4141/CJSS09073
https://doi.org/10.3390/f10090788
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.1007/BF03353986
https://doi.org/10.1016/j.soilbio.2014.02.023
https://doi.org/10.1007/BF02915410
https://doi.org/10.1007/BF02915410
https://doi.org/10.5846/stxb201805181099
https://doi.org/10.1016/j.ijbiomac.2018.11.074
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1029/2006JD007388
https://doi.org/10.1007/s11104-006-9143-y
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1089/ees.2005.22.73
https://doi.org/10.1038/346160a0
https://doi.org/10.4141/CJSS09073
https://doi.org/10.4141/CJSS09073
https://doi.org/10.3390/f10090788
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.1038/s41598-020-78182-9
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.13870/j.cnki.stbcxb.2018.04.021
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1016/j.envpol.2020.114751
https://doi.org/10.5846/stxb201805091031
https://doi.org/10.1016/j.soilbio.2014.07.013
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.5846/stxb201310302611
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.19336/j.cnki.trtb.2018.02.29
http://dx.doi.org/10.1007/s11103-021-01130-2
http://dx.doi.org/10.1016/j.agrformet.2015.09.008
https://doi.org/10.1016/j.ecoleng.2014.11.035
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1016/j.soilbio.2010.01.013
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1007/s00376-014-4125-0
https://doi.org/10.1016/j.envpol.2020.114751
https://doi.org/10.5846/stxb201805091031
https://doi.org/10.1016/j.soilbio.2014.07.013
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.1016/j.ecolind.2019.105488
https://doi.org/10.5846/stxb201310302611
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.11654/jaes.2018-0826
https://doi.org/10.19336/j.cnki.trtb.2018.02.29
http://dx.doi.org/10.1007/s11103-021-01130-2
http://dx.doi.org/10.1016/j.agrformet.2015.09.008
https://doi.org/10.1016/j.ecoleng.2014.11.035


 
 

The Synergism between Methanogens and Methanotrophs and
the Nature of their Contributions to the Seasonal Variation

of Methane Fluxes in a Wetland: The Case of
Dajiuhu Subalpine Peatland※

Luwen WANG1,2,3, Jiwen GE*1,2,3, Liang FENG2,3, Yaoyao LIU1,2,3, Yu LI1,2,3, Jiumei WANG1,2,3,
Xiang XIAO1,2,3, and Zhiqi ZHANG4

1Laboratory of Basin Hydrology and Wetland Eco-Restoration, China University of Geosciences, Wuhan 430074, China
2Hubei Key Laboratory of Wetland Evolution and Ecological Restoration,

China University of Geosciences, Wuhan 430074, China
3Institution of Ecology and Environmental Sciences, China University of Geosciences, Wuhan 430074, China

4Shennongjia National Park Administration Bureau, Shennongjia Forestry District 442417, China

(Received 3 July 2021; revised 24 September 2021; accepted 19 October 2021)

ABSTRACT

Wetland  ecosystems  are  the  most  important  natural  methane  (CH4)  sources,  whose  fluxes  periodically  fluctuate.
Methanogens  (methane  producers)  and  methanotrophs  (methane  consumers)  are  considered  key  factors  affecting  CH4
fluxes in wetlands. However, the symbiotic relationship between methanogens and methanotrophs remains unclear. To help
close  this  research  gap,  we  collected  and  analyzed  samples  from  four  soil  depths  in  the  Dajiuhu  subalpine  peatland  in
January, April, July, and October 2019 and acquired seasonal methane flux data from an eddy covariance (EC) system, and
investigated relationships. A phylogenetic molecular ecological networks (pMENs) analysis was used to identify keystone
species and the seasonal variations of the co-occurrence patterns of methanogenic and methanotrophic communities.  The
results  indicate  that  the  seasonal  variations  of  the  interactions  between  methanogenic  and  methanotrophic  communities
contributed  to  CH4 emissions  in  wetlands.  The  keystone  species  discerned  by  the  network  analysis  also  showed  their
importance in mediating CH4 fluxes. Methane (CH4) emissions in wetlands were lowest in spring; during this period, the
most  complex  interactions  between  microbes  were  observed,  with  intense  competition  among  methanogens  while
methanotrophs demonstrated better cooperation. Reverse patterns manifested themselves in summer when the highest CH4
flux was observed. Methanoregula formicica was negatively correlated with CH4 fluxes and occupied the largest ecological
niches  in  the  spring  network.  In  contrast,  both Methanocella  arvoryzae and  Methylocystaceae  demonstrated  positive
correlations  with  CH4 fluxes  and  were  better  adapted  to  the  microbial  community  in  the  summer.  In  addition,  soil
temperature and nitrogen were regarded as significant  environmental  factors  to CH4 fluxes.  This  study was successful  in
explaining the seasonal patterns and microbial driving mechanisms of CH4 emissions in wetlands.
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Article Highlights:

•  The EC method was used to observe the dynamics of CH4 fluxes, which were highest in summer and lowest in spring.
•  The  seasonal  variations  of  interactions  between  methanogens  and  methanotrophs  contributed  to  CH4 emissions  in

wetlands.
•  The keystone species discerned by network analysis showed their importance in mediating CH4 fluxes.
•  Soil temperature and nitrogen were regarded as important environmental factors to CH4 fluxes.
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1.    Introduction

Methane (CH4) is a potent greenhouse gas in the atmo-
sphere with a warming potential 26 times higher than that of
carbon dioxide (CO2) (IPCC, 2013). Since the pre-industrial
period, global atmospheric CH4 levels have increased three-
fold,  reaching  1877  ±2  ppb  in  2019  (WMO/GAW,  2020).
Wetlands  are  considered  the  largest  natural  source  of  CH4,

which contribute about 20% to the global CH4 emissions to
the  atmosphere  (Saunois  et  al.,  2020).  Thus,  exploring  the
CH4 emission dynamics in wetlands could increase the under-
standing of global CH4 emissions.

The dramatic seasonal changes of CH4 fluxes in wetlands
were observed in early studies. Overall, they were highest in
summer and lowest in winter (Long et al., 2010; Hao et al.,
2020). The production of CH4 in wetlands is mainly due to
the  synergistic  effect  of  methanogens  and  the  other
microbes within the anaerobic food chain,  which gradually
decompose soil organic carbon and generate CH4 under anaer-
obic conditions (Wagner, 2017). At the same time, CH4 is uti-
lized  by  methanotrophs  as  an  energy  source  (He  et  al.,
2015).  The  influences  of  the  methane  metabolic  microbial
community  succession  on  CH4 fluxes  have  been  discussed
in previous research. The diversity (Yavitt et al., 2012), com-
munity structures  (Liebner  et  al.,  2015),  and relative abun-
dances (Peltoniemi et al., 2016) of methanogenic and methan-
otrophic  communities  have  been  proven  to  be  closely
related  to  the  production  and  emissions  of  CH4;  neverthe-
less, some research suggests a more complicated relationship
between  CH4 production  and  methanogenic  and  methan-
otrophic communities. Ramakrishnan et al. (2001) discovered
that the compositions of methanogens were relatively similar
despite a greater than 10-fold difference in CH4 production
rates  across  11  rice  field  soils.  Juottonen  et  al.  (2008)
observed large variations in CH4 production but relatively lit-
tle  change  in  methanogenic  composition  and  abundance
across  seasons  in  a  boreal  mire.  Thus,  the  synergism
between methanogens and methanotrophs should be consid-
ered, which could shed light upon the comprehensive interpre-
tations of seasonal variations of CH4 fluxes in wetlands.

The interactions among the methane metabolic microbial
communities may have a greater impact on ecosystem func-
tions  than  simply  the  community  structure  and  abundance.
The analysis of phylogenetic molecular ecological networks
(pMENs)  has  been  widely  used  in  recent  years  because  it
can  reveal  the  complex  ecological  interactions  among
microbes  (Barberán  et  al.,  2012)  as  well  as  the  visual
responses  of  microbes  to  environmental  variations  (Huang
et  al.,  2019).  Keystone  species  and  other  important
microbes  can  be  identified  based  on  network  topological
parameters (Steele et al., 2011; Zhou et al., 2011). By employ-
ing  a  molecular  ecological  network  analysis,  Zhang  et  al.
(2018)  found  a  tight  co-occurrence  of  methanogens  in  one
module with some other species, indicating the potential for
a tight co-occurrence with these kinds of microbes. Further-
more,  Li  et  al.  (2021)  proposed  that  the  methanogenic
groups involved in commonly co-occurring links among net-

works  contributed  most  to  CH4 emissions.  However,  both
methanogens and methanotrophs are the dominant microbes
that affect the CH4 emissions in wetlands; therefore, the func-
tions of methanotrophs should be considered. Hence, studies
on the interactions between methanogens and methanotrophs
can help us further comprehend the periodical variations of
CH4 fluxes in wetlands.

In  this  study,  the  eddy  covariance  (EC)  system  was
used to observe the dynamics of CH4 fluxes in the Dajiuhu
subalpine peatland, the high-throughput sequencing technol-
ogy  and  pMENs  analysis  methods  were  employed  to
explain the interactions of methanogenic and methanotrophic
communities. The objectives of this study were to detect tem-
poral patterns in CH4 emissions and analyze the interactions
between methanogenic and methanotrophic communities at
seasonal scales.

The remainder of this paper is organized as follows. Sec-
tion 2 discusses the data and methods, section 3 presents the
results,  section  4  discusses  the  results,  and  section  5  con-
cludes. 

2.    Materials and methods
 

2.1.    Site description

The study area (Fig. 1a), established in July 2015, was
located  in  the  Dajiuhu  subalpine  peatland  of  Shennongjia
National  Park,  Shennongjia  Forestry  Administrative
District,  Hubei  Province,  China  (31°28′ 44.45″N,  110°00′
14.61″E,  1758  m).  The  Dajiuhu  subalpine  peatland  is  the
best-preserved  subalpine  peatland  in  southern  China,
located  in  the  north  subtropical  monsoon  climate  zone  of
the  mid-latitudes.  The  annual  average  temperature  in  the
study area is 7.4°C, and the annual average precipitation is
1560 mm. The total area of the wetland is 13.846 km2, with
soil types mainly consisting of bog soil, meadow marsh soil,
and meadow soil. The dominant plant species is Sphagnum
palustre, and the companion species include Polytrichum com-
mune, Juncus effusus, Carex argyi, Festuca rubra, Euphorbia
esula, Sanguisorba  officinalis, and Drosera  rotundifolia,
etc. 

2.2.    CH4  fluxes measurement and data quality control

Methane  (CH4)  fluxes  were  measured  from December
2018 to November 2019 using the open-path eddy covariance
method  at  the  height  of  3  m.  The  EC system consists  of  a
three-axis  sonic  anemometer  (CSAT-3,  Li-Cor,  USA),  an
open-path CO2/H2O infrared gas analyzer (LI-7500, Li-Cor,
USA), an open-path CH4 analyzer (LI-7700, Li-Cor, USA),
and  a  micrometeorological  measurement  system
(Biomet100, LI-Cor, USA) (Fig. 1b). It can continuously mea-
sure CH4 fluxes. The CR1000 data collector of the EC system
automatically records data once every 30 minutes. The raw
data  was  processed  using  the  EddyPro  7.0.6  software  (LI-
COR).  Low-quality  data  were  removed,  including  those
obtained  under  rainy  and  nonstationary  conditions.  CH4

fluxes  were  also  eliminated  when the  friction  velocity  was
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lower  than 0.15 m s−1 during nighttime.  After  quality  con-
trol, the data availability was 42.70%. Data gaps in the half-
hourly CH4 fluxes were filled using the Mean Diurnal Varia-
tions and Gliding-window Method. 

2.3.    Soil sample collection

The  footprint  of  the  EC  tower  was  shown  in Fig.  1c,
and  the  sample  point  was  located  in  the  main  contribution
area of  the  eddy covariance system.  The samples  collected
in January, April, July, and October 2019, represented the sea-
sons  of  winter,  spring,  summer,  and  autumn,  respectively.
To eliminate errors caused by soil depth, soil samples were
collected at depths of 0, 10, 30, and 50 cm using a soil sam-
pling  rig.  After  removing  roots,  rocks,  and  other  debris,  a
total of 48 soil samples were stored in a mobile refrigerator
at 4°C in 50 ml centrifuge tubes and sterile bags. After trans-
port back to the laboratory, the centrifuge tubes were stored
at –80°C  for  high-throughput  sequencing.  The  sterile  bags
were stored at –20°C for the determination of physical and
chemical properties. 

2.4.    Soil physicochemical analysis

The  soil's  pH  and  Oxidation-Reduction  Potential  (Eh)
were measured in situ using a portable pH meter (IQ Scientific
Instruments,  USA).  Total  organic  carbon  (TOC)  and  total

NH+4 NO−3 NO−2

nitrogen  (TN)  were  calculated  with  an  elemental  analyzer
(varioELcube,  Germany).  The  presence  of  ammonium
( -N), nitrate ( -N), and nitrite ( -N) were deter-
mined with an automated discrete analyzer (SmartChem200,
AMS-Alliance). 

2.5.    DNA  extraction,  PCR  amplification,  and  high-
throughput sequencing

Deoxyribonucleic  acid  (DNA) was  extracted  from soil
using the  OMEGA Soil  DNA Kit  (OMEGA Bio-Tek,  GA,
United  States).  The  quality  of  the  DNA  extracts  was
assessed  via  gel  electrophoresis.  The  primer  pairs  used  for
PCR amplification of mcrA and pomA genes were MLr (5'-
TTCATTGCRTAGTTWGGRTAGTT-3'),  MLf  (5'-GGTG-
GTGTMGGATTCACACART  AYGCWACAGC-3'),  and
A189 (GGNGACTGGGACTTCTGG), A650 (ACGTCCTT
ACCGAAGGT), respectively. The PCR products were puri-
fied  with  a  PCR  purification  kit  (AXYGEN,  AZ,  United
States)  and  quantified  via  a  Microplate  reader  (BioTek,
FLx800). The Illumina TruSeq Nano DNA LT Library Prep
Kit was used to prepare libraries and sequenced on the Illu-
mina  MiSeq  platform  (Illumina,  CA,  United  States).  All
steps  were  finished  at  Parsenor  Biotechnology  Co.,  Ltd,
Shanghai. 

 

 

Fig.  1. Location  map  of  the  Dajiuhu  subalpine  peatland  with  the  study  site  indicated  (a),  the  image  of  the  Eddy
Covariance system (b), and the footprint of the Eddy Covariance tower with the sample point indicated (c).
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2.6.    Molecular  ecology  networks  construction  and
analysis

Phylogenetic  molecular  ecological  networks  (pMENs)
were  constructed  by  sequencing  of mcrA and pomA genes
amplicons. The pMENs analysis was performed via a Ran-
dom Matrix  Theory  (RMT)-based approach in  a  molecular
ecological  network  analysis  pipeline  (MENA, http://ieg4.
rccc.ou.edu/MENA/). Network visualization was completed
using Gephi 0.9.2 (Zhao et al., 2021). Various network topo-
logical properties were characterized by similarity matrices.
These  included  the  average  clustering  coefficient,  average
degree, average path length, and modularity. Individual opera-
tional taxonomic units (OTUs) in the networks can be sepa-
rated  into  four  types  of  topological  nodes  in  accordance

with the values of the among-module connectivity (Pi) and
within-module  connectivity  (Zi)  (Wang  et  al.,  2018).  The
peripherals (Zi ≤ 2.5, Pi ≤ 0.62), network hubs (Zi > 2.5, Pi

> 0.62),  module  hubs  (Zi >  2.5, Pi ≤0.62),  and  connectors
(Zi ≤ 2.5, Pi > 0.62) were considered as keystone OTUs. 

3.    Results
 

3.1.    Dynamics of CH4 fluxes

The  remarkable  seasonal  variations  of  CH4 fluxes  are
shown  in Fig.  2.  The  Dajiuhu  subalpine  peatland  was  the
source of  CH4 (Table  1),  with an average CH4 release rate
of 18.50 nmol m–2 s–1.  The maximum monthly release rate

Table 1.   CH4 emissions in different time scales of Dajiuhu subalpine peatland.

Quarter Month

Monthly average
CH4 fluxes

(nmol m–2 s–1)

Quarterly average
CH4 fluxes

(nmol m–2 s–1)

CH4 quarterly
cumulative emissions

(mg m–2)

Proportion of
annual cumulative

emissions (%)

Winter 2018.12   9.45   6.46   803.92   4.34   8.61
2019.01   5.85   2.69
2019.02   3.83   1.59

Spring 2019.03   3.09   4.62 587.02   1.42   6.29

2019.04   4.71   2.09
2019.05   6.05   2.78

Summer 2019.06 28.09 36.81 4681.16 12.48 50.16

2019.07 39.41 18.10
2019.08 42.64 19.58

Autumn 2019.09 40.40 25.92 3261.16 17.95 34.94

2019.10 24.76 11.37
2019.11 12.65   5.62

Mean value 18.50 18.50 2333.32 − −
Total − − 9333.26 100       100      

 

 

Fig.  2. Daily  and  monthly  variations  of  CH4 fluxes  (nmol  m−2 s−1)  from
December 2018 to November 2019.
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was  42.64  nmol  m–2 s–1 in  August,  which  was  13.8  times
than that of in March (3.09 nmol m–2 s–1). The monthly aver-
age  release  rate  remained  steady  from  December  2018  to
May 2019 and then rose from May to August. The cumulative
emissions of CH4 were highest in summer (4681.16 mg m–2)
and lowest in spring (587.02 mg m–2). 

3.2.    Molecular  ecological  networks  of  methanogenic
community

The topological structure of the methanogenic networks
in  four  seasons  was  different  (Fig.  3a and  Table  S1  in  the
Electronic  Supplementary  Materials,  ESM).  The maximum
number of nodes and edges appeared in spring (nodes: 621,
edges:  32159).  An  obvious  reduction  occurred  in  summer
(nodes:  512,  edges:  8030)  when  the  smallest  average  path
length, average clustering coefficient, and the largest average
degree of the spring network were observed. In the summer
network, the average path length and the average clustering
coefficient were both the largest. The tightest connections in
spring could be inferred, while the lowest degree of connectiv-
ity  occurred in  summer.  The modularity  value of  networks
was  larger  in  summer,  and  the  smallest  values  occurred  in
spring.  The proportion of  negative edges to the total  edges
in  the  winter,  spring,  summer,  and  autumn  networks  were
29.90%, 73.26%, 47.19%, and 50.63%, respectively.

The topological roles of the OTUs in the four seasonal
networks also showed seasonal changes (Fig. 3b and Table
S2 in  the  ESM).  Although network hubs  are  considered as
super  generalists  (acting  as  both  module  hubs  and  connec-
tors) (Olesen et al., 2007), no network hub was observed in
the networks. There were 12, 3, 8, and 2 module hubs in the
winter, spring, summer, and autumn networks, respectively.

The nodes of connectors in the spring and summer networks
were 17 and 1, respectively. Most of the module hubs and con-
nectors  of  the  winter,  spring,  and  autumn  networks
belonged to Methanoregula formicica,  whereas most in the
summer networks were Methanocella arvoryzae. 

3.3.    Molecular  ecological  networks  of  methanotrophic
community

The differences in the topological structure were shown
in  the  four  seasonal  methanogenic  networks  (Fig.  4 and
Table S1 in the ESM). The maximum number of nodes and
edges  appeared  in  spring  (nodes:  811,  edges:  377775),
while  minimum  values  emerged  in  summer  (nodes:  589,
edges:  2715).  The  average  degree  and  network  density  of
the  summer  network  were  the  smallest,  while  there  were
larger values in the spring. There was also a decrease in the
average path length and the average clustering coefficient in
the spring network than in the summer. The highest degree
of connectivity occurred in spring, and the lowest occurred
in  summer,  which  could  be  inferred  by  these  topological
parameters.  The  modularity  value  of  networks  was  largest
in summer and smaller in spring. The proportion of negative
edges  in  the  four  networks  was  47.79%,  7.70%,  28.18%,
and 69.62%, respectively. We conclude that the competition
among methanotrophs was weakest in spring.

The  topological  nodes  varied  in  the  four  seasonal  net-
works (Fig. 4b and Table S3 in the ESM). Only one network
hub  was  found  in  the  spring  network,  which  belonged  to
Methylocystaceae. The nodes of module hubs in the winter,
spring, summer, and autumn networks were 19, 9, 12, and 8,
respectively, and there were 2, 2, and 8 connectors in the win-
ter, spring, and summer networks, respectively. Most of the

 

 

Fig. 3. Ecological molecular networks of the methanogenic community (a). Each node represents an OTU, sorted in color by
modularity  class,  the  size  of  each  node  is  proportional  to  the  number  of  connections,  the  red  lines  represent  the  positive
(cooperative) interactions and the green lines represent the negative (competitive) interactions. The methanogenic Zi-Pi plot
of the topological role of each OTU (b).
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module  hubs  and  connectors  belong  to  Methylocystaceae,
Methylocapsa  aurea,  and Candidatus Methyloumidiphilus
alinensis. The module hubs and connectors in the spring and
summer network were mainly attached to Methylocystaceae,
while  module  hubs  in  the  autumn  network  were  affiliated
with the Methylocapsa aurea. 

3.4.    Co-occurrence  patterns  of  methanogens  and
methanotrophs

The interactions between the methanogenic and methan-
otrophic  communities  caused  the  seasonal  variations  (Fig.
5). The number of edges in the four networks was 252, 456,
185, 233 in sequence; the number of negative edges among
them was  128,  225,  102,  and  122  in  sequence.  These  data
imply  that  strong  competition  and  cooperation  existed
between methanogens and methanotrophs in spring and sum-
mer, respectively. The majority of the methanogen connec-
tions were associated with Methanoregula formicica (winter:
178,  spring:  228,  summer:  128,  autumn: 135),  followed by
Methanocella  arvoryzae (winter:  48,  spring:  103,  summer:
50,  autumn:  90). Methanocella  arvoryzae played  a  pivotal
role,  evidenced  by  its  numerous  positive  connections  with
other species; however, Methanoregula formicica was more
competitive in summer. For the methanotrophs, Methylocys-
taceae accounted the majority of the connections (winter: 64,
spring: 35, summer: 114, autumn: 64) in the networks. Methy-
locapsa aurea (winter: 27, spring: 22, summer: 35, autumn:
65)  and Candidatus Methyloumidiphilus  alinensis  (winter:
66,  spring:  64,  summer:  7,  autumn:  12)  accounted  for  a
large  part  otherwise.  Numerous  negative  connections  with
the  other  species, Methylocapsa  aurea and Candidatus
Methyloumidiphilus alinensis, deemed them as competitors
in spring, while Methylocystaceae contributed to maintaining
community stability. 

3.5.    Correlations among environmental factors, methane
metabolic microbial, and CH4 fluxes

The correlation analysis was carried out to demonstrate
the  correlations  among  environmental  factors,  methane

 

 

Fig. 4. Ecological molecular networks of the methanotrophic community (a) and the methanotrophic Zi-Pi plot of the
topological roles of OTU (b).

 

Fig.  5. The  interactions  between  methanogens  and
methanotrophs. The red and blue nodes represent OTUs of the
methanogens  and  methanotrophs,  respectively;  the  red  lines
represent the positive (cooperative) interactions, the blue lines
represent the negative (competitive) interactions.
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metabolic microbials, and CH4 fluxes (Fig. 6, Table S4, and
Table S5 in the ESM). Among the environmental factors mea-
sured, total nitrogen (TN) had the most significant influence
on  methanogens  and  methanotrophs,  whereas  the -N
and -N  also  exerted  obvious  effects.  The  CH4 fluxes
were positively correlated with soil temperature (r = 0.757)
(r: Pearson correlation coefficient) but negatively correlated
with the water table (r = –0.539), TN (r = –0.231), -N
(r = –0.425), -N (r = –0.336), and -N (r = –0.202).
The  cumulative  CH4 emissions  were  positively  correlated
with the average clustering coefficient of the methanogenic
community (r = 0.759), the diameter (r = 0.871) and average
path  length  (r =  0.641)  of  the  methanotrophic  community,
and  the  proportions  of  negative  edges  between
methanogenic and methanotrophic communities (r = 0.961).
 

4.    Discussion

Methane emissions from the Dajiuhu subalpine peatland
had obvious seasonal variations, CH4 emissions were highest
in summer and lowest in spring. The remarkable changes of
CH4 fluxes  in  wetlands  were  observed  in  previous  studies,
with the lowest emissions occurring in winter (Pypker et al.,
2013; Zhang et al., 2016; Drollinger et al., 2019). However,
in our study, there was a remarkable decrease in CH4 fluxes
during  spring.  It  is  clear  that  methanogens  are  important
sources of CH4 in wetlands (Thauer et al., 2008), and the bio-
logical  activity  of  methanogens  decreases  in  winter.
Notably,  CH4 fluxes  may  fall  to  their  minimum  in  spring.
Some  studies  proposed  that  the  abundances  of
methanogenic  and  methanotrophic  communities  underwent

periodic variations (Chapman et al., 2017; Ren et al., 2018),
but  it  was  not  a  sufficient  explanation  for  the  changes  of
CH4 fluxes.

In  complex  wetland  ecosystems,  interactions  among
methane  metabolic  microbial  communities  may  have  a
greater influence on ecosystem functions. Using network anal-
ysis to explore the cooperative and/or competitive relation-
ships  between  microbial  taxa  in  complex  communities
could help us to understand the ecological laws and ascertain
the functional roles of microbes comprehensively (Ma et al.,
2016, 2020). In the present study, pMENs analysis was used
to  explore  the  variations  of  interactions  between
methanogenic and methanotrophic communities. The results
demonstrated that the seasonal variations of the interactions
between methanogens and methanotrophs were a crucial fac-
tor in CH4 emissions. Moreover, some keystone species that
were discerned by network analysis had correlational relation-
ships with CH4 fluxes, reflecting their importance in mediat-
ing CH4 fluxes.

Network modeling provides a great advantage in incorpo-
rating the complex relationships among microbes into an inte-
grated  pattern  (Bascompte,  2007).  The  marked  variations
observed between the four  seasonal  networks indicated the
variable  interactions  among  methane  metabolic  microbial
communities  based  on  the  season,  which  may  affect  the
CH4 fluxes.  The  largest  number  of  nodes  and  edges  was
observed in the spring networks. Similarly, the high average
degree and short average path length indicate that the spring
networks had tight connectivity, conducive to the rapid and
effective transmission of information (Zou et al., 2007). The
edges  in  the  network could  be  used to  infer  the  interactive
relationship  between  microbes.  Positive  correlations  might
reflect  the  same  ecological  niche  or  symbiotic  relationship
of the microbes allowing bacterial communities to potentially
mitigate environmental stresses and expand their ecological
niches through positive interactions (Zhang et al., 2019). In
contrast, negative correlations suggest the presence of poten-
tial  competition or  a  predation relationship (Layeghifard et
al.,  2017),  which  seemed  more  important  when  resources
were  relatively  scarce  (De  Menezes  et  al.,  2017).  The
largest and the smallest proportions of methanogenic negative
edges and methanotrophic positive edges were presented in
the  spring  networks,  respectively.  The  intense  competition
among methanogens limited the production of CH4, while bet-
ter cooperation among methanotrophs was conducive to the
consumption of CH4. In summer, with the easing of competi-
tion between methanogens and the aggravation of competition
between  methanotrophs,  a  better  realization  of
methanogenic  community  functions  led  to  a  general
increase  in  the  CH4 emissions.  In  networks,  nodes  in  the
same  module  have  similar  ecological  functions  and  niches
(Newman, 2006), less modules could ensure a more efficient
regulation and communication between modules when facing
environmental  stimuli.  It  follows  that  in  summer,  modules
of the methanogenic and methanotrophic networks were the
smallest  and  the  largest,  respectively,  which  helps  to

 

NH+4 NO−2 NO−3

Fig.  6. Correlations  among  environmental  factors,  methane
metabolic microbials, and methane fluxes. In order from A to
K  are:  CH4 fluxes,  water  table,  pH,  Oxidation-Reduction
Potential  (Eh),  total  nitrogen  (TN), -N, -N, -N,
total  organic  carbon  (TOC),  soil  temperature  (Ts),  and  soil
water content (SWC).
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explain  that  the  centralized  functions  and  niches  in
methanogenic communities were advantageous to CH4 pro-
duction, whereas methanotrophic communities could not effi-
cienly  respond  to  external  disturbances  and  maintain  func-
tional stability.

In  addition,  the  variations  of  topological  roles  in  net-
works  could  also  support  our  conclusions.  Network  hubs
strongly  support  the  structure  of  ecological  networks,  and
are  expected  to  create  niches  for  other  taxa  (Toju  et  al.,
2018). Only one network hub was found belonging to Methy-
locystaceae  in  the  methanotrophic  spring  network.  Module
hubs  and  connectors  are  keystone  species  of  the  pMEN,
which critically impact microbial community structures and
their potential functions (Berry and Widder, 2014; Xie et al.,
2020).  For  methanogens,  growth  in  the  number  of  module
hubs in the winter and summer networks was observed, and
connectors  increased  in  the  spring  network.  In  terms  of
methanotrophs, there were more module hubs in the autumn
and winter networks and more connectors in the summer net-
work.  Ninety-three percent  of  module hubs and connectors
of the methanogenic networks, belonging to Methanomicro-
biales and Methanocellales, were assigned to Methanoregula
formicica  and Methanocella  arvoryzae,  respectively,  and
both were able to utilize H2/CO2 only to produce CH4 (Horn
et  al.,  2003). Methanoregula  formicica had  more
negative  than  positive  interactions  with  other  OTUs,  most
of the time, which were liable to survive in the fierce competi-
tion; whereas, Methanocella arvoryzae only showed strong
negative interactions with other OTUs in spring. Moreover,
in agreement with previous studies, the results show that the
presumptive keystone species differed as environmental con-
ditions  changed  (Lu et  al.,  2013; Berry  and  Widder,  2014;
Lupatini et al., 2014). Methanocella arvoryzae occupied the
majority  of  module  hubs  in  the  summer  network;  on  the
other  hand,  most  of  the  module  hubs  and  connectors  in
other seasons were Methanoregula formicica.

Pearson's correlation analysis showed that Methanoreg-
ula was negatively correlated with CH4 fluxes; nevertheless,
Methanocella positively  correlated  with  CH4 fluxes  (Table
S6 in the ESM). Therefore, Methanoregula formicica inhib-
ited  CH4 production  when  it  occupied  a  large  ecological
niche  in  the  spring.  In  contrast, Methanocella  arvoryzae
enhanced CH4 production and emissions with a more favor-
able microbial community in the summer. Seventy-six per-
cent of module hubs and connectors of the methanotrophic
networks were assigned to Methylocapsa aurea, Methylocy-
staceae, and Candidatus Methyloumidiphilus. Methylocapsa
aurea  and Methylocystaceae  belong to  Rhizobiales  and are
type  II  methanotrophs. Candidatus Methyloumidiphilus
belongs  to Methylococcales and  is  a  type  I  methanotroph.
Type I methanotrophs adapt to the aerobic environment; how-
ever, the anaerobic environment is more suitable for type II
methanotrophs (Amaral et al., 1995). Consistent with previ-
ous research, type II methanotrophs were the dominant flora
in  Dajiuhu  subalpine  peatland,  characterized  as  an  acidic,
anaerobic wetland (Chen et al., 2008). Methylocapsa aurea

had  more  negative  than  positive  interactions  with  other
OTUs  most  of  the  time.  Methylocystaceae  and  Candidatus
Methyloumidiphilus alinensis exhibited a similar change pat-
tern,  with  more  negative  connections  occurring  in  winter
and  summer  with  fewer  in  spring  and  autumn.  Connectors
and  module  hubs  observed  in  the  summer  network  were
almost entirely Methylocystaceae, but the Methylocystaceae
population  plunged  and  even  disappeared  in  the  other  sea-
sons.  Methylocystaceae  showed  positive  correlations  with
CH4 fluxes (Table S6), indicating that its roles in microbial
communities have a critical impact on CH4 emissions. There-
fore,  CH4 oxidation  was  reduced  and  CH4 emissions  were
increased  when  Methylocystaceae  occupied  a  larger  niche
in summer.

NH+4 NO−2 NO−3

NH+4 NO−2

NH+4 NO−2 NO−3

Furthermore,  CH4 emissions  in  wetlands  were  also
affected by many environmental factors. From the perspective
of  microbes,  both  methanogens  and  methanotrophs  that
were influenced by environmental factors could impact CH4

fluxes.  Pearson's  correlation  analysis  showed  that  the  CH4

fluxes were significantly and positively correlated with soil
temperature. The bioactivity of methanogens was relatively
higher  at  0°C–35°C.  In  a  certain  range,  the  diversity  and
quantity of methanogens increased with the rise of tempera-
ture,  and  the  rate  of  CH4 production  grew  accordingly
(Kolton  et  al.,  2019).  In  addition,  summer  was  the  growth
period for Sphagnum palustre. During that time, the degrada-
tion rate of root exudates was accelerated, and the supply of
methanogenic substrates  was increased,  which proved con-
ducive to CH4 production and emissions. The optimal temper-
ature  for  methanotrophs  was  25°C,  but  methanogens  were
much  more  sensitive  to  temperature  than  methanotrophs.
Methane  (CH4)  can  be  oxidized  by  methanotrophs  at  both
low (–2°C) and high (30°C) temperatures (Chowdhury and
Dick, 2013). In the study area, the soil temperature in spring
was  only  9°C–11°C,  and  the  activity  of  methanogens
decreased. At the same time, the methanotrophs maintained
high  activity  under  this  condition  which  reduced  the  emis-
sions  because  of  steady  CH4 oxidation.  The  CH4 fluxes
were negatively correlated with soil -N, -N, -
N, and TN, as well. Significant effects on methanogens and
methanotrophs of TN, -N, and -N were also shown
by  the  correlation  analysis.  The  results  demonstrated  that
the  contents  of -N, -N, -N,  and  TN  demon-
strated  a  downward  trend  from winter  to  the  next  autumn.
Microbes could use nitrates as electron acceptors in an anaero-
bic environment when oxidizing organic substrates (Bodelier
et al., 2000), the gradual climb in nitrogen uptake by the grow-
ing plants could diminish the nitrogen available for CH4 oxi-
dation, which contributed to the high emission rates of CH4

summer  when  plants  matured  (Bodelier  and  Laanbroek,
2004).  Therefore,  regulating  the  interactions  between
methanogens and methanotrophs through environmental fac-
tors may be an effective method to deal with excessive CH4

emissions in wetlands.
The  study  provided  a  perspective  to  further  reveal  the

impacts  of  microbes  on  CH4 emissions  in  wetlands;  how-
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ever, it was not enough to consider the interactions between
methanogenic  and  methanotrophic  communities.  In  future
research, the role of other relevant microbes in CH4 emissions
should be involved. 

5.    Conclusion

In  conclusion,  the  seasonal  co-occurrence  patterns  of
methanogenic and methanotrophic communities and micro-
bial driving mechanisms of CH4 fluxes in Dajiuhu subalpine
peatland  were  evaluated.  The  results  implied  that  the
methanogenic  and  methanotrophic  co-occurrence  patterns
contributed to the seasonal variations of CH4 fluxes. Specifi-
cally, the interactions, connectivity, and modularity of micro-
bial networks were tied to CH4 fluxes. The most complicated
interactions  among  microbes  and  lowest  CH4 fluxes  were
observed  in  spring  with  the  intense  competition  among
methanogens. At the same time, methanotrophs demonstrated
better cooperation, which was not conducive to the production
of CH4 and, instead, supported the consumption of CH4. In
contrast,  the  simplest  networks  and  the  highest  CH4 flux
occurred  in  summer.  Correspondingly,  seasonal  variations
of  topological  roles  and  keystone  species  were  closely
related to CH4 emissions, which suggested their importance
in mediating CH4 fluxes. Methanoregula formicica was nega-
tively correlated with CH4 fluxes and occupied larger ecologi-
cal niches in the spring network. In contrast, Methanocella
arvoryzae and  Methylocystaceae  positively  correlated  with
CH4 fluxes  and adapted better  to  the  microbial  community
in the summer. The results also indicated that soil temperature
and  nitrogen  were  crucial  environmental  factors  that  influ-
enced CH4 fluxes by indirectly affecting the biological activ-
ity of methanogens and methanotrophs.
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