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Objective: To discuss the performance of deep learning in differential diagnosis of breast benign and malignant
lesions on X-ray mammography and ultrasound imaging data.Methods: 100 cases of mammary gland disease in
patients with X-ray mammography and ultrasound data using back propagation neural network were analyzed,
and the random samples of 50 cases as the training sample, composition training set, the rest of sample test
set.The model of artificial neural network was established and the diagnostic results of the model was
analysed.Results: 100 cases of patients, breast malignant lesions were proved by surgery and pathology in 62
cases, other 38 cases were breast benign tumors or tumor-like lesions.The specific degrees, the sensitivity
and accuracy are 89.5%, 87.1% and 88.0% respectively in X-ray mammography, and 86.8%, 83.9% and 85.0% in
ultrasonography.By comparison, the specific degrees, the sensitivity and accuracy are 95.5%, 96.4% and 96.0%
respectively in neural networks, which was significantly higher than X-ray mammography and

ultrasonography, which was highly significant difference.No obvious difference was found between X-ray
mammography and ultrasonography.Conclusion: Deep learning based on the artificial neural network combined
with X-ray mammography and ultrasonography has certain application value in differential diagnosis of breast

benign and malignant lesions.
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