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ABSTRACT: 

 
Due to the forward scattering and block of radar signal, the water, bare soil, shadow, named low backscattering objects (LBOs), often 

present low backscattering intensity in polarimetric synthetic aperture radar (PolSAR) image. Because the LBOs rise similar 

backscattering intensity and polarimetric responses, the spectral-based classifiers are inefficient to deal with LBO classification, such 

as Wishart method. Although some polarimetric features had been exploited to relieve the confusion phenomenon, the backscattering 

features are still found unstable when the system noise floor varies in the range direction. This paper will introduce a simple but 

effective scene classification method based on Bag of Words (BoW) model using Support Vector Machine (SVM) to discriminate the 

LBOs, without relying on any polarimetric features. In the proposed approach, square windows are firstly opened around the LBOs 

adaptively to determine the scene images, and then the Scale-Invariant Feature Transform (SIFT) points are detected in training and 

test scenes. The several SIFT features detected are clustered using K-means to obtain certain cluster centers as the visual word lists and 

scene images are represented using word frequency. At last, the SVM is selected for training and predicting new scenes as some kind 

of LBOs. The proposed method is executed over two AIRSAR data sets at C band and L band, including water, bare soil and shadow 

scenes. The experimental results illustrate the effectiveness of the scene method in distinguishing LBOs. 

 

 
1. INTRODUCTION 

Polarimetric Synthetic Aperture Radar (PolSAR), with its all-

weather, all-time advantage, has been widely used in land-use 

mapping, change monitoring, postearthquake collapse 

assessment and so on (Zhao, 2014; Shi, 2015; Liu, 2017; Zhao, 

2017). Image classification, as the basis of image interpretation, 

is one of the important applications of PolSAR(Lee, 2009). The 

prevalent classification methods are usually based on the 

polarization scattering information extracted from PolSAR 

images (Lang, 2012). Using the scattering entropy H and the 

average scattering angle α obtained from the H/α decomposition, 

the ground objects can be divided into eight scattering 

mechanisms to realize the unsupervised classification of PolSAR 

image(Lee, 1999). The Wishart classifier is introduced to the H/α 

classification method soon afterwards, that is, combining both 

polarimetric and statistical characteristics, to overcome the 

problem of excessively arbitrary boundary and improve the 

classification accuracy by performing Wishart iteration on the 

results of the H/α method(Cloude, 1997).   

 

The LBOs, with similar polarimetric scattering characteristics 

and low backscattering intensity, are always confused in 

common classification methods that are based on polarimetric 

features or depend on the image intensity (Lang, 2012; Shi, 2012; 

Zhao, 2013; Pulvirenti, 2014). Some efforts have been made in 

the LBOs discrimination. Shi. et al. proposed the phase-diff 

standard deviation (PSD) between HH and VV channel and 

distinguished water, soil and shadow in the entropy-PSD space 

plane(Shi, 2012). Lang. et al. introduced the new defined entropy 

and anisotropy based on Freeman three-component 

decomposition and chose proper threshold to extract water and 

shadow from the whole image (Lang, 2012). Zhao. et al. used 

the statistical method, combining H-α target decomposition and 

modified likelihood ratio test, to classify road, soil and shadow 

(Zhao, 2013).  

 

However, the polarimetric characteristics of LBOs is usually 

unstable, leading to failure of the methods mentioned above in 

other experiment data sets. To settle the problem, we don't think 

about polarimetric features any more. Ant it can be noticed that 

the surrounding scene details of the LBOs are very overt and 

abundant. For instance, the radar shadow is always near the 

mountain; and the water channel is usually narrow and appears 

in town. Hence, this paper will make full use of the scene 

information around the LBOs, without introducing any 

polarimetric characteristic, to complete the discrimination. The 

experiment results of AIRSAR full polarimetric data sets based 

on the SVM classifier prove the effectiveness of the proposed 

method. 

 

2. METHODLOGY 

Scene image classification, defined as observing what the given 

image contains and then determining its category, has a 

hierarchical structure, including low, middle and high level 

(Xuelong, 2015). The low-level classification methods mainly 

focus on describing subtle texture information and extract the 

original attributes of the scene pixel-by-pixel, such as SIFT, LBP, 

GIST, etc. The high-level methods are based on the low-level 

characteristics extracted to model attributes, containing a wealth 

of image semantic information, such as GoogleNet, AlexNet, 

CaffeNet, etc. But semantic gap always exists between low-level 

features and high-level semantic (Gu, 2016). In order to 

overcome the semantic gap and to solve the problem of 

overlapping definitions in hierarchical classification, the 

methods of scene modeling based on mid-level semantic features 

have drawn more and more attention. This paper selects a mid-
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level scene method, Bag of Words (BoW) model. The BoW is 

originally used in text categorization, and the document is 

represented as a feature vector. For a text, the word order and 

grammar are ignored, and just regarded as a collection of some 

words, and each word in the text is independent. In short, we 

consider each document as a bag, and see what vocabulary is 

stored in this bag and then identify its category. 

 

In this paper, SIFT features are detected and clustered as word 

lists of BoW. That is, BoW model is described with local 

descriptor(Zhou, 2013). At first, the SIFT feature extraction 

algorithm is used to extract feature points from each scene image 

as the visual words and each SIFT feature point contains 128 

dimensions. Assuming the scene size is 96*96 pixels and divided 

into patches with size of 16*16 pixels with 50% overlapping 

between patches to make use of spatial information nearby, there 

would be 121 patches. If just one key point is extracted from 

each patch, there will be 121 key points in each scene. That is, 

each scene image is turned into a 121*128-dimension vector 

eventually. 

 

Next, K-means algorithm is used to cluster SIFT points to build 

the vocabulary after setting the maximum number of iterations. 

And the number of clustering centers is selected from several 

hundred to thousand. Generally, the larger the amount of data is, 

the more clustering centers are. 100 centers are set for scene with 

size of 96*96 pixels here. After the clustering process is 

completed, 100 clustering centers are obtained as the vocabulary, 

each of which is a 1*128-dimensions vector. 

 

And then, histogram of each scene, also known as word 

frequency, is computed based on the vocabulary obtained above. 

The initial value of histogram can be set to 0 and increment by 

1. There are 121 SIFT points in each scene image. When the 

smallest-instance cluster center away from these points is 

determined, the value of the number between 1-100 represented 

by the nearest clustering center can be added 1 to form histogram. 

And finally the matrices of extracted BoW data can be obtained. 

Note that since the number of key points in each image is the 

same as 121, the normalization processing is not particularly 

critical. If not the same, the histogram must be normalized to 

prevent misclassification problems caused by the different 

numbers of extracted features. That is, we should divide the 

number of words by the total number of points to generate the 

word frequency. 

 

In the next moment, how to match LBOs scene with BoW 

features is solved by the chosen classifier. There is study 

showing that the BoW method works better while combining 

with SVM classifier(Li, 2018). The selected Bow data by certain 

proportion obtained in the previous step is trained by the SVM 

classifier. For the new scene sample, the SIFT features are 

extracted first, and mapped into the dictionary to compute the 

histogram. Then the unknown scene can be predicted by the 

trained model using SVM classifier.  

 

3. EXPERIMENTS 

The experimental data sets used in this paper are the C-band and 

L-band full polarimetric SAR data acquired by AIRSAR in 

Tottori ken, Japan on Oct. 4, 2000 with 4.63–m azimuth 

resolution and 3.33–m range resolution, as shown in Figure 1. 

According to the corresponding high-resolution optical image, 

three LBO pixels (water, bare soil and shadow) can be labeled as 

ground truth. 

 

  
(a) PauliRGB of C band (b) PauliRGB of L band 

  

water    bare soil    shadow 

(c) Ground truth of C band (d) Ground truth of L band 

Figure 1. The AIRSAR PauliRGB images and the 

corresponding ground truth. 
The PauliRGB images are firstly segmented into different 

connected areas, of which the minimum enclosing squares can 

be determined, and areas with too small size are removed. We 

expand the length and width of each square at 50% and resize 

the expanded square to 96*96 pixels, and then label the resized 

squares as LBO scenes with reference to the ground truth. From 

the labeled scenes, 50% scenes of each LBO are selected 

randomly for training in SVM, as shown in Figure 2 and all 

scenes for test. 

 

 
(a) water 

 
(b) bare soil 

 
(c) shadow 

Figure 2. The training scenes selected for supervised 

classification. 

 

Scenes with size of 96*96 pixels for training or test are divided 

into 16*16-pixels patches with 50% overlapping, from each of 

which a 128-dimension SIFT feature point is extracted. There 

are 121 patches in a scene image so each scene is turned into a 

121*128-dimension vector actually. Then the SIFT points are 

clustered using K-means algorithm by setting 100 iterations and 

100 cluster centers to build vocabulary. Histogram of each scene, 

also called word frequency, is computed in succession to obtain 

BoW data.  
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However, as a local description operator, SIFT feature can 

effectively resist affine transformation with rotation invariance 

and yet lacks some spatial relationship information among 

feature points. So that the three-layer spatial pyramid method is 

added to SIFT-based BoW, called Pyramid-BoW. The BOW and 

Pyramid-BOW is the same in the whole scene’s statistics of word 

frequency, nevertheless, the main difference is the processing of 

word frequency. The former is in a global manner and the latter 

is hierarchical. At first layer, the Pyramid-BoW method divides 

one scene into 4*4 blocks to calculate the word frequency of 100 

cluster centers and weight the statistics with 2-1. And at second 

layer, the scene is divided into 2*2 blocks to carry on the word 

frequency statistics with 2-2 weight. And at the third layer, the 

histogram of the whole scene is computed with 2-2 weight. 

Finally, the three histograms are summarized to obtain the 

Pyramid-BoW data. 

 

The 50% selected scenes are trained by SVM classifier using the 

Pyramid-BoW data and then all scenes are predicted by the 

trained model. To guarantee stabilization of the introduced 

algorithm, the selection of training scenes and classification 

steps are repeated 10 times to reach the average performance. 

The final classification results at pixel level are obtained after 

defining each connected area as some kind of LBO according to 

the predicted labels, as shown in Figure 3. After 10 times 

repetition, the overall accuracy (OA) is calculated as 94.1814% 

and Kappa coefficient is 0.8369. As for the LBOs, the water’s 

classification accuracy is 0.92, the bare soil is 0.68, and the 

shadow is 0.99. The results in Figure 3 show that the three LBOs, 

water, bare soil and shadow, can be distinguished effectively, 

except that few bare soil scenes are misclassified as shadow in 

Figure 3(b), which is consistent with the quantitative analysis of 

classification accuracy. As a whole, the classification results are 

satisfactory. 

 

  

water    bare soil    shadow 

(a) classification result of C 

band 

(b) classification result of L 

band 

Figure 3. The LBOs classification results of scene method. 

 

4. CONCLUSION 

Because of the similar scattering mechanism of the typical LBOs, 

such as water, bare soil and shadow, it is difficult for the 

conventional classification algorithms based on scattering 

characteristics to distinguish them effectively. This paper 

introduced the Pyramid-BoW model, a scene classification 

method, and used SVM classifier for LBOs discrimination of 

PolSAR image, without relying on any polarimetric information. 

The experiments using AIRSAR data showed that the scene 

method could distinguish water, bare soil and shadow effectively 

with high overall accuracy and kappa of classification results. 

 

The future work will focus on more tests on other data sets to 

evaluate LBOs-discrimination capacity of the scene model and 

make improvements to reduce misclassification between bare 

soil and shadow as far as possible. 
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