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ABSTRACT: 

Segmentation of point clouds is recently used in many Geomatics Engineering applications such as the building extraction in urban 

areas, Digital Terrain Model (DTM) generation and the road or urban furniture extraction. Segmentation is a process of dividing point 

clouds according to their special characteristic layers. The present paper discusses K-means and self-organizing map (SOM) which is 

a type of ANN (Artificial Neural Network) segmentation algorithm which treats the segmentation of point cloud. The point clouds 

which generate with photogrammetric method and Terrestrial Lidar System (TLS) were segmented according to surface normal, 

intensity and curvature. Thus, the results were evaluated. 

LIDAR (Light Detection and Ranging) and Photogrammetry are commonly used to obtain point clouds in many remote sensing and 

geodesy applications. By photogrammetric method or LIDAR method, it is possible to obtain point cloud from terrestrial or airborne 

systems. In this study, the measurements were made with a Leica C10 laser scanner in LIDAR method. In photogrammetric method, 

the point cloud was obtained from photographs taken from the ground with a 13 MP non-metric camera.  

1. INTRODUCTION

Photogrammetric methods are used in geomatics applications for 

years. Structure from Motion (SfM) (Ullman, S., 1979) became 

very popular to produce point cloud, which is a photogrammetric 

approach. 

LIDAR, whether from air or ground, is a technical development 

which enables a large quantity of three dimensional 

measurements to be collected in a short period of time (English 

Heritage, 2007). 

Segmentation is a process of dividing of the data according to 

special characteristic features. The most popular algorithm for 

point cloud segmentation can be considered as k-means (Jain, 

2010). 

In 2007, Figueiredo and Schnitman used K-means and ANN for 

image segmentation. They captured photos which are some 

images of outdoor scenes of sunflower production in different 

days as well as in different hours of the days. They designed K-

means cluster with two clusters that represent the background 

and foreground regions. On the other hand, they used three 

clusters for ANN.  Their results show that there are a lot of 

erroneous or undesirable classifications and they obtained lots of 

discrepancy results. As a result, they said that K-means algorithm 

has many problems in image segmentation and when K-means 

and ANN used together for segmentation, good results can be 

obtained (Figueiredo and Schnitman, 2007). 

In this study, we used K-means and ANN segmentation 

algorithms for the point clouds. Two different point clouds were 

realized with both techniques and obtained results were 

compared by using six class for segmentation. These two 

methods are TLS and Photogrammetry techniques which are 

widely used for segmentation algorithms. The terrestrial laser 

scanner system used for this project is Leica C10 and we 

preferred 13 MP IPhone 6S Camera, which is a non-metric 

camera for terrestrial photogrammetry. Also, we used Cyclone 

Software developed by Leica Geosystem for TLS data and 

AgiSoft software developed by AgiSoft LLC for 

Photogrammetry. 

2. DATA AND METHODOLOGY

2.1 The Study Area 

In this study, ITU (Istanbul Technical University) Yılmaz 

Akdoruk Student Dormitory’s stairs were selected as study area. 

It is located in Ayazağa Campus of ITU in Turkey. (Figure 1).  

Figure 1: Yılmaz Akdoruk Student Dormitory 

The study area scanned with Leica C10, which can get 50,000 

points per second with 6 mm accuracy until 50 m and measure 

with impulse method. 3D point cloud of the building processed 

with Cyclone software by Leica Geosystems. For 

photogrammetric method, 20 photographs are taken from 
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approximately 2 meters of distance. AgiSoft by AgiSoft LLC 

software (trial version) was preferred for photogrammetric point 

cloud generation through SfM. 

 

2.2 Structure from Motion (SfM) 

The fundamentals of Structure from Motion (SfM) (Ullman, S., 

1979) are consist of two main fields, Photogrammetry and 

computer vision. Although SfM is usually used contemporary 

computer sciences, it is based on Photogrammetry. We can use a 

number of methods for producing 3D view from two stereo 

image in photogrammetry. In computer vision, early 

achievements based on the studies of 3D Scene structure from 

stereo via an iterative cooperative algorithm (Marr and Poggio, 

1976), which searches key points from two images. The methods 

derived in photogrammetry and earlier computer vision research 

has an important role for the SfM (Jebara, T. et all, 1999). 

 

Photogrammetric methods have used for years in geomatics 

applications. Sfm became very popular to produce point cloud, 

which is a photogrammetric approach. When SfM evaluate as a 

kind of photogrammetric algorithm, the fundamentals of SfM 

based on epipolar geometry (Figure 2). 

 

 
Figure 2: Epipolar Geometry 

  

Figure 2 shows the three points COP1, COP2 and P points in 

Epipolar plane and the intersection of epipolar line. Assume that, 

the projections of a point in two image are P1 (u1 , v1 , 1) and P2 

(u2 , v2 , 1) , Point P1 in one image, its projection P2 in a second 

image is restricted to the corresponding epipolar line. The main 

rule of epipolar geometry means: 

 

𝑃1
𝑇𝐹𝑃2 = 0                                             (1) 

  

Equation(1) is typically a least squares minimization and F is 

fundamental matrix which, constraining to have rank 2 (‖𝐹‖ =
0),  has 9 parameters. Also, this matrix identifies one epipolar 

line from other image for one point in an image.  These 

perspective projections consist of the fundamentals of SfM 

algorithms. (Jebara, T. et all, 1999) 

 

 

2.3 K-means 

There are lots of methods for segmentation in literature kd-tree, 

octree, k-nearest neighbours (KNN) and fixed distance 

neighbours (FDN) etc. The most popular algorithms for point 

cloud segmentation are k-means which is known as Lloyd’s 

algorithm  (Jain, 2010). K-means minimizes the average of 

squared distances between the data in the same group. This study 

was held using MATLAB, which provides k-means++ algorithm. 

(Vassilvitskii and Arthur, 2007).   

 

The algorithm works as follows; 

1) The algorithm chooses preliminary centers using D2 (D: 

Distance) weighting.  

2) Each point assigned to closest center. 

3) Cluster centers calculated again with assigned points via 

center of mass approach. 

4) Steps 2 and 3 are repeated until the centers are stationary. 

   

The data segmented into six with k-means for both TLS and 

photogrammetry by MATLAB (Figure 2). 

 

 
Figure 2: Surface normal, TLS (below) and Photogrammetry 

(above) K-means Segmentation 

 

The data segmented into six with k-means according to intensity 

and curvature by MATLAB (Figure 3). 

 

 

  
Figure 3: TLS Curvature (Left) and Intensity (Right) k-means 

Segmentation 

 

 

2.4 Artificial Neural Networks (ANN) 

An ANN is a mathematical method that imitates the 

functionalities of biological neural networks. The figure 3, shows 

simple feed forward topology with the input, hidden and output 

layers (Krenker et al., 2011). In Artifical Neural networks, 

Patterns are presented to the network via the input layer, which 

communicates to one or more hidden layers, where the actual 

processing is done via weighted connections. There are lots of 

different kinds of learning rules, used by ANN. Feed-forward 

Artificial Neural Networks, Recurrent Artificial Neural 

Networks, Hopfield Artificial Neural Network, Elman and 

Jordan Artificial Neural Networks, Kohonen’s Self-Organizing 

Map etc. (Krenker, Kos, & Bešter, 2011) are some of them. These 

methods differ according to learning methods. For example; in 

feed forward back propagation method, information moves only 

one direction, forward, from the input nodes through the hidden 

nodes and to the output nodes. There are no cycles or loops in the 
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network (Auer, Burgsteiner, & Maass, 2008). The ANN used in 

this study is Kohonen’s Self-Organizing Map (SOM), which is 

widely used for clustering purposes. 

 

 

 
 

Figure 3: Feed-forward (FNN) artificial neural network (Krenker 

et al., 2011) 

 

In Figure 3, black lines represent weight layers (wi). The output 

of the model (q) with hidden and output layers can be represented 

by: 

, ,( ( ))j k i j iq f w f w x  
                        (2) 

 

where x is the input and f is the transfer function (S. Erol, 2011). 

 

Kohonen’s Self-Organizing Map (SOM), is widely used for 

clustering purposes. The unsupervised training of SOM produces 

a representation of the input data, called as map. Using this map, 

the network clusters the input data. The SOM is considered as a 

software tool that represents high dimensional data in an 

effective way. This is because it has the ability of transforming 

complex, high dimensional data into clean geometric 

associations using low dimensional output. As it compresses the 

data, it preserves essential topologic and metric connections. The 

SOM is mostly constructed in a 2D grid of nodes. Each node is 

related with a model of observations. The models are processed 

due to analyse the domain of observations. (Kohonen T., 1998) 

 

The SOM’s training workflow is represented in the figure below. 

A neuron’s weight is calculated using the equation below. 

 

Wv (s + 1) = Wv(s) + 𝜃(u,v,s).α(s).(D(t)-Wv(s))            (3) 

 

Where, Wv is the weights of neuron v, s is the index of the step, 

α(s) is learning rate, t training sample index, u is the index of the 

Best Matching Unit (BMU) for D(t), D(t) is the input vector, 

𝜃(u,v,s) is the function of neighbourhood, which calculates 

distance between neuron u and v for step s. (Kohonen T., 1998). 

 

 
Figure 4: Kohonen’s network operation (Kohonen T., 1998) 

 

In this study, a SOM is generated using built-in functions in 

MATLAB. The network generated six-by-one to produce six 

clusters (Figure 5). The ANN is trained with the data itself. 

 

 
Figure 5: Surface Normal, TLS (below) and Photogrammetry 

(above) ANN Segmentation 

 

The data segmented into six with k-means according to 

intensity and curvature by MATLAB (Figure 6). 

 

 
 

Figure 6: TLS Curvature (Left) and Intensity (Right) ANN 

Segmentation 

 

3. CONCLUSIONS 

 

In this study, TLS and photogrammetry point clouds are 

segmented with k-means and ANN.  The experiments performed 

in this study show that each method has advantages as well as 

disadvantages. According to intensity and curvature, both 
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methods have good results. We can separate the points according 

to ground, wall or material types. 

Figure 7: a) ANN curvature b) k-means curvature c) ANN 

intensity d) k-means intensity segmentation  

In Figure 7, curvature segmentation and intensity segmentation 

have good results because, we can extract corner line with 

curvature segmentation or extract the surface points belong to 

wall. Also, ANN results are better than k-means for curvature and 

intensity segmentation. As seen in Figure 7-d that intensity k-

means segmentation has especially minor problem according to 

ANN intensity segmentation. On the other hand, according to 

surface normal, we can separate to only corner surfaces and x,y,z 

direction surfaces. It is not good results for segmentation because 

we extract wrong information from point clouds (Figure 8).  As 

a result, the main disadvantages observed for k-means can be said 

that it is not as fast and accurate as ANN. ANN segmentation 

yields better results than K-means.  (Figure 8).  

Figure 8: Surface Normal, ANN Segmentation (Left) and K-

means Segmentation (Right) 

As photogrammetry and TLS methods provide metric data with 

accuracy information they can be integrated for the 

segmentation. In this study, photogrammetric data and TLS data 

provided similar results for same segmentation methods. But, 

TLS data and photogrammetric data have lots of lack surfaces. 

So, we didn’t extract curvature information from point cloud.   If 

the point clouds are transformed from one to the other and filtered 

or combine TLS and Photogrammetric data, the segmentation 

results can be better.  
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