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Resonance Stark effects are nonclassical Stark effects associated with excited-state charge-transfer processes.
The theory of resonance Stark effects developed in Part 2 of this series is generalized in a number of respects.
The equations are modified to allow for violations of the Condon approximation and to allow for inhomogeneous
contributions to absorption and Stark line shapes. A distinction is drawn between higher-order Stark spectra
and Stark spectra that depend on integral powers of the applied electric field, and it is shown how this can
affect analyses of resonance Stark effects. Covariances among the parameters that are used to fit absorption
spectra and resonance Stark effects are described, and their impact is described in the context of the data for
photosynthetic reaction centers that is presented and analyzed further in Part 4 (Treynor, T. P.; Yoshina-Ishii,
C.; Boxer, S. GJ. Phys. Chem. B004 108 13523. Equations are derived that provide a mapping between

the parameters used in Marcus theory and those used in radiationless transition theory.

Resonance Stark spectroscopy is a new spectroscopic techCondon factoP.® This product reflects a separation of the
nigue that can provide information on many factors that affect electronic and nuclear coordinates of the initial and final state
excited-state charge-transfer reactions. In Part 1, we describedvave functions, which is achieved by imposing both the Born
the discovery of the resonance Stark effect (RSE) in the courseOppenheimer and Condon approximations.
of studies of the higher-order Stark (HOS) spectra of photo- Eq 1 may look simple, but even the simplest theories of
synthetic reaction centers (RCsSRSEs can be readily distin-  electron transfer require two additional parameters to determine
guished from classical Stark effettiue to their different line FCJ5 Generally these two parameters are the driving fofde,
shapes and relative intensities. In Part 2, a theoretical modeland the reorganization energy, as illustrated in Figure 1A.
was developed showing that the resonance Stark effect is aAlthough the notation that we have chosen suggests that these
natural consequence of the physics of photoinduced charge-are spectroscopically observable internal energies, for reasons
transfer reactions in applied electric fields and should therefore that will become more evident below, these symbols could just
be useful for studying excited-state charge-transfer dynaimics. as well represent standard free energies. Complicating things
Additionally it was shown that for reasonable values of charge- further, this simplest description hinges upon the assumptions
transfer parameters, the wide range of intensities and unusuakhat both the initial and final state surfaces are parabolic and
HOS line shapes observed for reaction center variants could behave the same curvature. The result of this treatment of electron
captured. In this paper, we develop the theory further with transfer, credited to Marcusis that Av and A determine the
particular attention to underlying assumptions and the analysisfree energy of the transition staté®, such thatke can be
of data. We also consider how experimental factors can affect calculated using an Arrhenius expression that resembles eq 1:

the analysis and conclude with a prescription for a more 5 ~ 5
guantitative analysis of resonance Stark spectra, which is applied k= 2V, T F{_(AV + )
T h A AkgT

)

in Part 4 to a series of reaction center variants. h 40k T
To develop the theory of the resonance Stark effect such that .

it connects directly to the more familiar treatments of electron ~ IN SOme experimentav can be measured under the same
transfer® we must establish a conceptual framework and notation conditions aske;, but even in these optimal circumstances,
that emphasizes these connections and eliminates some subt/@XPerimentalists are unable to separate the contributioh of
sources of confusion among these treatments. These treatment@Nd 4 10 ke They are forced to vary the conditions of the
invariably calculate electron-transfer kinetics as a function of €lectron-transfer reactions in one way or another to tease apart
two factors: the geometry of the initial and final state potential these contributions from the coupling and the reaction surface
energy surfaces and the coupling between those surfaces. Fopeometry by increasing the dimensionality of the data sets. For

example, the rate of a thermally activated electron-transfer €xample, it is common to measure rates at many different
reaction,ke; is typically expressed as temperatures, althoughAv, 4, and Vo may themselves be

functions of temperature. Likewisé\v can be perturbed by
_2n,2 ligand substitution, functional derivatization, or changes to an
kee=7 Vo FC 1) , . ) i
h organized host matrix such as a protein, yet it is usually assumed
that Vo and 1 are not perturbed when the kinetic data are

where V, is the electronic coupling and FC is the Franck

analyzed.
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A Q:Uf w N v elect_ronic statep;, and g0|f denotes théth yibrational state of
\’/’ (pf \ / J o the final electronic statgs. The superscript vert refers to the
Ll / Vop I fact that the charge-transfer transition is made vertically, along
' the energy axis in Figure 1A. Like FC in eq 1, §Cis also a
/ Franck-Condon factor. The two FranelCondon factors are
A not identical, although they embody identical assumptions.

Whereas FC is a single value calculated using the transition-
state energyp*, FC5" is multivalued with its largest values
VI corresponding to states with energies necessarily largefthan
m (pf A / AV The values of these Ff, once culled from a spectrum, can be
o used to determin&v and . Like RSEs, the Stark effects of
'/“Pi 0 these charge-transfer bands may be nonclassical in rfafure.
o Spectral analysis can also yiel$ and a description of the
1 T > q reaction surface geometry for excited-state charge-transfer
qf q’ reactions, where the charge-transfer state is coupled not to the
eq eq o ground state but rather to an excited state prepared by the
v absorption of a photon. This situation is illustrated in Figure
B w 4 1B. Drawn from radiationless transition thedithe appropriate
e \ / /wCT Franck-Condon factor is one that describes harizontal
Ver transition between the surfaces corresponding to the excited and
charge-transfer states:

V oriz _ e CT
(RS> 7 p— 0 FCom” = |@5lom 4
° CcT IAV

Yer®o where ¢ denotes the ground vibrational state of the excited

2 electronic statape, and ¢S denotes themth vibrational state
of the charge transfer stafe-t. This is athird definition for a

Franck-Condon factor used to describe a third kind of charge-
transfer process. Nevertheless, this third definition embodies
%0 = 0 identical assumptions as the two before. This third kind of

| | charge-transfer process is most sensitive to a region of the

| T > q reaction surface geometry that is typically distinct from either

e CcT of the regions that most strongly influence thermally activated
qeq Cqu electron-transfer rates or charge-transfer absorption bands: the
Figure 1. Three different kinds of charge-transfer processes. Panel A FCior” that have the largest effect on the absorption spectrum
depicts the two potential energy surf_aces inv_olved ir_l b(_)th thermally are generally those that are quasidegenerate wm
activated electron transfer and the direct optical excitation of charge  The distinction between vertical and horizontal transitions
transfer; Panel B depicts the three surfaces involved in excned-statem‘,jlkeS a tremendous difference on the appearance and inter-

charge transfer. If Panel A is used to describe thermally activated - f th ical E h U ol
electron transfer, the vertical axis should be considered a standard freeoremltlon of the optical spectra. For one, the valu&/ptioes

energy axis as opposed to a spectroscopic energy axis. The parameter80t influence the integrated absorption intensity when the

q'eq’ ng, ng' andqu are the equilibrium nuclear configurations of the Charge-tl’lanSfer process |S. an .e)(.CIted-s'tate horizontal transition.

initial, final, excited, and charge-transfer electronic states, denoted Second, in the weak coupling limit the width of a charge-transfer

Vi, Y1, Ye, andyer, respectively. The ground electronic state for the absorption band is sensitive only to therizontaldisplacement

case of excited-state charge transfer, dengtgds drawn as having  petween the initial and final state surfaces; in contrast, the width

the same equilibrium nuclear configuration @s to emphasize the ¢ o, apsorption band coupled to an excited-state horizontal

horizontal displacement between and ycr. Other parameters are L " . . .

defined in the text. transition is sensitive both to horizontal and to vertical displace-
ments of theycr surface. Moreover, in the limit where the

geometry upon an electron-transfer event in a single experimentvibrational wave functions on thecr surface are densely

if the observable were a spectrum instead of a rate corfstant. packed and the discrete g;c are replaced with the continu-

Such charge-transfer spectra arise when the coupling betweerous Franck-Condon weighted density of stateszC{), the

the ground state and an otherwise dark charge-transfer statecontribution to the homogeneous absorption line width from

permits the direct optical excitation of the electron transfer. In electron transferl’g;, is related tdke; according to

these situations, again illustrated in Figure 1¥, can be

determined from the integrated intensity of the charge-transfer T =ke/2n ()

band and an estimate of the distance of charge transfer. When

the Born-Oppenheimer and Condon approximations are im- in accord with the limiting equality of Heisenberg’s time

posed in a weak coupling limit, this oscillator strength is energy uncertainty relationship. The contribution to the

distributed into a vibronic progression, f& with intensities absorption line width from a vertical charge-transfer transition

proportional to the square of the overlap integral between the cannot be interpreted this way.

Yg
Y

vibrational wave functions of the initial and final states: Thus, ifI'et dominates the contributions to the absorption line
) width, thenke can be estimated directly from that line width.
FCP™ = ||| 3) Moreover, when this line width is taken together with the higher

» moments of the line shape, one has enough information to
where (p:) denotes the ground vibrational state of the initial determineVy, as well as the meafct, and higher moments of
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the normalized distributioprc(?), the very parameters that are (p|H|p= v,
convolved using Fermi’s golden rule to yield the valukgin ~ ~
an expression reminiscent of eq 1: [p[H[vI= V(v)
s @HP' =700 — V) 9)
ket = 271"V pec(Vo) (6)

and has been diagonalized exactly by F&hdhe probability
density |a(7)|? of the state¢ in the eigenstates, themselves
denoted by, is given by a simple pseudo-Lorentzian expression
for any arbitrary form of the off-diagonal matrix elemen¥y):

where 7g is the vertical displacement between the potential
energy surfaces correspondingyte and the ground electronic
state, denotedpyg. However, there are few examples in the

condensed phase where an excited-state charge-transfer process |V(17)|2
is the dominant source of line broadenitig. la(@)|? = CR 2 (10)
Resonance Stark spectroscopy makes it possible to determine [V = Vo = U@)]" + 7 V)]

Vo, 7o — ¥cr, and the full width at half-maximum obec(?),

denotedAcr, even when the contribution of charge transfer to Where

the total line width is slight. The change in an absorption 2

spectrum due to an applied electric fiefd, is called a Stark u@) = Pf o V)l (11)
spectrum. Resonance Stark spectroscopy utilizes the interaction

of F with the difference between the electric dipole moments o _

of the e andycr surfacesAlicr, to characterize the coupling ~ @ndP denotes the Cauchy principal value of the integtHz),
and the reaction surface geometry in the absence of the fieldthe Hilbert transform ofV(¥)|?, is the interaction-induced shift
by changing the vertical displacement of these surfaces with 10 the absorption spectrum for excitation from the ground state

V=V

respect to one another: to ¢, whereast|V(v)|2 is the interaction-induced broadening to-
this spectrum. In cases where the Condon approximation is
o~ — . o . o
Ver(F) = Vg — F-fATigr @) applicable)V(»)|? can be written a¥y?orc(¥), a product of terms

with electronic and vibrational origins, respectively.

In contrast, the analogy with radiative processes is not at all
straightforward when considering decay into a bound state, such
asycr, the vibrational levels of which are inherently discrete.
Our desire to demonstrate the applicability of this analogy stems
from the ease with which we can use eq 10 to develop an
analytical description for resonance Stark spectra, in which case
the statespeq andycres, are analogous to the statg@sndv
in eq 9, respectively. Thus we step back and consider the
conditions under which these equations for decay into a
continuum can be relevant to decay into a bound state.

Single-Mode Model.We begin by assuming that there is no

AA(F) = A(F=0) — A(F=0) 8 difference in the equilibrium nuclear configurations of thg

and . surfaces (as illustrated in Figure 1) such that the only

with equations first derived by Liptal:'® These equations  Franck-Condon allowed transition from the ground vibrational
include the interactions of the field with the dipole moments state ofyy is to the ground vibrational state gf., provided
and polarizabilities of the ground and excited electronic states there is no coupling betweep, andycr. We assume also that
and other electrooptic factors. In the following, we will refer to - the difference in the equilibrium nuclear configurations of the
these Stark effects as classical Stark effects. For most isolated,/,e andycr surfaces is along a single normal vibrational mode,
molecules studied to date, this formulation provides an adequateq_ With respect to the stategs, the vibrational states on the
'f. not perfect, description of the observed eIect_ronlc and wcr surface will appear to be effectively continuous in the limit
vibrational Stark spectra.In the case where excited-state where the couplings betweepesS and the statepcrgC’
electron transfer occurs, however, the electric field will perturb ot in energy are considerabl)(/) larger thathe vibratioﬁal
not just the peak shift induced by the coupling/afto ycr but spacing for the mode. In this limit, the statespcrgl' are
the lifetime broadening as well. This Stark effect is fundamen- mixed significantly with each other by their mutual intnéractions

tally different from a classical Stark effect, Liptay’s equations with e such that the envelope of the vibronic transition
cannot describe it at all, and we call it a resonance Stark effect. Vefo : I0pe. -
from the ground state is relatively insensitive to the value of

V4. We will refer to this as the single-mode continuum condition:

The parametefrin eq 7 is the scalar approximation to the local
field correction tensor. This tensor is intended to account for a
possible difference betweéh the externally applied field, and
Fint, the internal field at the position of a chromophoig; =
f-F. It is generally believed that for most frozen organic or
aqueous glasses the valud should be between 1.0 and £3!

If it were assumed that the electric field changes only the
absorptionenergy and intensity and not the absorptiotine
shape one would analyze the Stark spectrum

Theoretical Foundations

The phenomenological foundation of resonance Stark theory @@ HIY s 0> 7y (12)
is the same as that of radiationless transition theory, which
attempts to explain the irreversible decay of a state under thelf the horizontal displacement between the two surfaces (see
influence of any nonradiative relaxation mechanism, including Figure 1),
charge transfel! This foundation is constructed by analogy to or
radiative decay by postulating a continuous bath of accepting A=0gq — ng (13)
states to which the initial state is coupled. This analogy is )
straightforward, for example, when considering autoionization is zero and the Condon approximation is assumed, th§f{'FC
in the gas phase, where an atom excited to a discrete metastablis 6(m), and eq 12 can only be satisfied for the single stase
state ¢, decays into a continuum of free electron states, denotedgogT. Nonzero displacement, also referred to as linear elec-
by their energiesy. The Hamiltonian for this problem is tron—phonon coupling, will broaden thi® function. The
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Franck-Condon spectrum is then Poisson-distributed:

choriz — s exp(—S)

, & (14)
whereS is the Huang-Rhys parameter, given by
S=A%2 (15)

WhenS = 3, eq 14 resembles a slightly skewed Gaussian with
mean equal t& maximum atS — (%,), and standard deviation
of +/S Multiplication of these dimensionless values by
places them onto an energy scale; in particular,
A=7S (16)

However, whenever the single-mode continuum condition is

Treynor and Boxer

Vmean this spacing decreases because various numbers of
vibrational quanta in the different modes can be combined in
an increasing number of ways such that the total vibrational
energy falls within a given interval. The multiple-modes
continuum condition is then equivalent to the statement that
the mean number of vibrational quanta gained by crossing from
the ye surface to thapcr surface is large:

Av>v_ (18)
In this limit, the vibrational states on the-t surface are densely
packed for all values of nearv,. Because displacements are
on the order of WN, the squared vibrational overlap between
Yeo and anysingle statewith energyvg on theycr surface is
on the order of (IM)2""meay where the exponent is the mean
number of vibrational quanta gained by the horizontal transition
from yepo t0 yer1. Since the density of vibrational states on

satisfied, one cannot ignore the presence of higher vibrational the ycr surface at energyo is on the order oNA"7meay the

states on theye surface, as is done implicitly in eq 9, because
their overlap integrals with the vibrational states on ther

vibrational contribution to the mixing ofyepo with this
particularenergy leel, prc(vo), is on the order of one.

surface are significant as well. As a result, there is a considerable The vibrational contribution to theyct-mediated mixing

superexchange coupling between vibrational states onythe
surface mediated by their couplings to np@T(pgT states. Thus

betweemppo and otherstateson they, surface is a function
of the product of two squared vibrational overlap integrals. For

one suspects that eq 10 cannot successfully approximate théhe case of one quantum of vibrational excitation (i.e., states

results from diagonalizing this complete Hamiltonian, and we

with energy 7o + Vmean, its value is on the order of (1/

must consider a different model for the charge-transfer process.N)*4""meal x (1/N)“""mead. Although the density of vibrational

Multiple-Modes Model. We therefore assume that the linear
electror-phonon coupling involves displacement along multiple
normal vibrational modesy;. As suggested by the analysis of
the single-mode model, our goal with the multiple-modes model
is to show that the mixing among vibrational states onithe
surface is insignificant. If this is true, then we can effectively
ignore all but the ground vibrational state on thgsurface by
using eq 10 to describe the effect of the coupling betwggn
andyct on the transition from the ground vibronic state of the
system.

When multiple modes are dealt with explicitly, the expression
for the Franck-Condon factor becomes
oriz __ |—| ||:¢JS,J|¢%T,]

i

F a7)

m} T

wheregogj is the ground vibrational wave function along fie
normal mode on the. surface, an(zlzJCTd is themth vibrational
wave function along th@h normal mode on thect surface.

states on theycr surface is roughl\N* A"7nead at this energy,
the density of states on the, surface is onlyN. In this way, it
can be shown that when eq 18 is satisfied, the vibrational
contribution to theycr-mediated mixing betweewepo and
nearbyenergy leels on they. surface is essentially zero.

As we had hoped, we can ignore all but the ground vibrational
state on thepe surface and apply Fano’s formula to excited-
state charge transfer, a problem of decay into a bound state,
provided we have a form foeec(v). Sturge et al. demonstrate
that their spectra are fit well using a continuous analogue to eq
14, as justified by Markham for a low-temperature limkgT
< Vmean.1®19 The form of this equation is determined by
replacingm with ¥'/Vmean Wherev' = v — (vg — A¥), and by
replacingm! with T[(V'/Vmeay + 1]

g"/vmean exp(_ S

TI7 o) + 1] (19)

pec(V) =

whereS = 3} §, the sum of the HuangRhys parameters for

The simplest treatment of displacement along multiple modes displacements along thgg modes. This continuous version of

is that introduced by Huang and Rhys to describe vertical
transitionst” With regard to a sample & atoms with a number
of vibronically coupled modes on the order Nf they made
two assumptions: (i) a single mean frequengysan is used to

a Poisson distribution has been referred to as a Peki¥ién.
Markham argues that, as temperature is raised, the form of
prec(¥) evolves from the Pekarian into a Gaussian due to an
increasingly significant population of the higher vibrational

describe each mode, and (ii) the displacement of each mode isstates on thep, surface® As seen below, the choice of the

on the order of WN. Sturge et al8 argued that a similar
model was valid for horizontal transitions influencing the
absorption spectra of transition-metal impurities in solids, and

functional form forppc(v) affects the analyses of RSEs.
A More General Resonance Stark TheoryThe derivation
of resonance Stark theory in Part 2 assumed phg’) was a

we use a similar argument here, one which recognizes thenormalized Gaussian. We will refrain from making this as-

intrinsic dispersion of the vibrational frequencies ab®utan
for the case of an excited-state charge-transfer reaction.
Like the single-mode continuum condition, the multiple-

sumption in what follows since Markham has demonstrated that
the form of prc(¥) may in general lie somewhere on the
spectrum from Pekarian to Gaussian. Moreover, violations of

modes continuum condition is that the couplings between the the Condon approximation may prevent the decomposition of

ground vibrational state ap. and the vibrational states gfcr

[V()|? into Vo? andprc(?) in the first place. By deriving a more

nearest in energy are larger than the spacing between thoseeneral resonance Stark theory than that presented in Part 2,

states. Whereas this spacing was equa} o the single-mode
model, in the multiple-modes model this spacing rapidly
approaches zero as the total vibrational energy@fincreases

one might use resonance Stark effects to investigate these details
of V(7).
As in Part 2, we begin with the full complex dielectric

due to the deviations of the frequencies of many modes from function:
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N\ 1 In the weak coupling limit, wher&\, is large compared to
€(v) = v — 7, — U() — ian(17)|2 —ir (20) V() for all », the absorptive line shape from eq 20 is Lorentzian.

0 0 For real systems in the condensed phase, this line shape is often
significantly inhomogeneously broadenedv) must then be

the ab ti t of which is gi b 10 = 0.
© abSOrpuve part of Which IS given by €q when convolved with an inhomogeneous broadening functiufn):

The phenomenological broadening teriy, is inserted to
account for any exponential decay mechanisms that are not the o
electron-transfer reaction of interest, for example, fluorescence, e@ = [, dv' e —V)b(¥) (26)
internal conversion, and intersystem crossing, each of which
we will treat as independent of the applied electric figid, If we assume that eq 20 yields the same homogeneous line shape
In the presence df, the entire curve for each value ofyy across the inhomogeneously broadened
band, then we express the Stark spectrum as
-\ — . N2

W) = ) Vel (2) AAG,F) = Im[A(7,F)]* b(v) (27)
will shift with respect tovy according to eq 7. To determine
the effect of this shift on the complex dielectric function, we
expande(v) as a Taylor's series iIANW(7,F) to get

For a particular choice of'y, the determination ob(v) by
deconvolution is unique. Conversely, if one were to impose a
restriction on the functional form df(v) (e.g., a Gaussian with
. =T 3/ . full width at half-maximum equal td gaud, then there should
Ae(vF) = €MAWD.F) + e (V)AVTEV’F) +_ - exist a best fit value of'y, the physical meaning of which is
EMAWEF) + ... (22) only as deep as the accuracy of this restriction.

. _ Combining eqs 2627 yields general expressions for the
where we have substitutedk  1)!e@) for the k — 1)th " :
derivative of e(7) with respect AW, In turn, AW can be dependent resonance Stark effects, similar to eq 7 in Part 2.

expanded as a Taylor’s serieskafAzicr, such that For example,
WG D
v > W) e
E © WA(5) AAT.F2) = | {L_,_ 3w O 2}
AW(7,F) =V\/l)(17)F-fAﬁCT+%(F-fAﬁCT)Z—i- (7.F)=Im ol @) TWE) 17 x
W) - (FfAuc,)?C22*b(v) (28a)
g (FfAi o+ .. (23) " el "
: — =4 __ 2VV ° 3| W W=
. o , ) AA(FY) = Im[(e ar e [( 5 ) + 20 3|t
whereW™ is thenth derivative ofW with respect tov.

When eqs 22 and 23 are combined, it is clear how the RSE 4 1) 2@ 5\ A1) 4)] 4~ g 1o

for any single charge-transfer system can be decomposed into €30 2! W' | (FAuer) ‘Cerbl) (28b)
terms that depend on tmeh power of the projection df onto

Aict. Additionally, the magnitude of the Stark spectrum is where
proportional to the magnitude of the absorption spectrum, which

depends on the square of the projection of the polarization of C¥; = ;[(n +3)+
light, & onto the transition momenii). An expression for the (n+1)(n+3)
Stark spectrum of an ensemble _wiII reflect the connection D(3 c0§x ~-1)@3 cod ter — 1| (29)
between these two phenomena with terms of the form 2
W]z(FfAﬂCT)anSZ(I cod A0 (24) As discussed in Part 2, in cases where

Al .=U,.— U 30
wherea is the angle betweef andg, 3 is the angle between Hoe™ He™ Ho (30)
F and Azcr, andll.Odenotes an average over the distribution is nonzero, that is7o depends orﬁ, eq 28 accurately describes

of orientations of the charge-transfer systems in the ensemble.iha resonance Stark effect contribution to the total Stark effect
The calculation of this orientational average can be simplified \ynen Afict is replaced by

by noting that (i) the anglg betweenF andé is fixed in the

lab frame (and can be varied experimentally) and (ii) the angle Apicr = Apicr — Alige (31)

Cct betweemAzict andm is fixed in the molecular frame (and

depends on the intrinsic properties of the charge-transfer Experimental Issues. Adding together each of thé&"-

system). For an isotropic sample, these two frames take anydependent pieces in eq 28 would yield a result equivalent to

relative orientation with equal probability, simplifying eq 24 to  subtracting a field-off absorption spectrum from a field-on
absorption spectrum, as in eq 8. However, it is preferable to

me(FfAucy)” N3 cod 2 for evenn modulate the external field sinusoidally at a frequencgnd
3(n+1(n+3) (n+3)+5@cosy ~ @B coster 1) to isolate the time-dependent changes in absorbance that occur
0 for oddn at the second, fourth, sixth, etc. harmonics of this frequency
using lock-in detection (the odd harmonics have zero signal for
(29) an isotropic sample, eq 25). These signals are then multiplied

. ) ) by 21 to yield higher-order Stark (HOS) spectrei\(nw,F).2°
If we let n equal zero, this equation applies to the absorption since in the HOS experiment the field is described by
spectrum itself. For all values of this factor contains a divisor

of three; thus, comparisons between absorption and Stark spectra F = F,cos@t + 6) (32)
would be unchanged if we were to ignore this factor of 3, as
was done in Part 2. the F"-dependent terms in eq 25 yield nonzero terms at



13518 J. Phys. Chem. B, Vol. 108, No. 35, 2004 Treynor and Boxer

frequencies for all even harmonics of from zero ton. The 1 . . .
weighting of each contribution is given by the expansion of
cof(wt + 0) in terms of order one. Thus, for example, A
)
AAQ2w) = 2(1AA(F2) + ZAAFY + 2AAFY) + ) < 0.5} -
2 2 3 g
AA(dw) = 8(1'AA(F4) + 3AAFS) + LAAEY) + ) 33) =
8 16 32
AABw) = 32(iAA(F6) + ZAAFE) + 2AAFY) + ) ° et
)+ g T g 1B
- I l" -

The relative importance of these terms clearly depends on the
size of the field applied. 0

The HOS method was first applied to classical Stark effects V \ e
where, for example, the contribution frotA(F%) to AA(4w) 5
Thus one could treahA(4w) as anF*-dependent spectrum

PrcO(EV6!

was less than a few percent of the contribution fraw(F4).

without introducing much error. However, as suggested by the } t }
sizes of the HOS spectra in Parts 1 and 2, resonance Stark effects C
can be so large that these terms are not at all negligible fora 1 2t b
MV/cm field. In Parts 1 and 2, this complication due to lock-in
detection was not ignored, but it was not dealt with properly.
The contribution of AA(F®) to AA(4w) was successfully
removed by subtracting the appropriate weighAé{6w) (from
eq 33); however, this method failed to eliminate a substantial
contribution from AA(F®) to AA(4w). Moreover, since no
AA(8w) spectra were acquired, no similar correction was applied L L 1
to AA(Bw). 2 1 0 1 2

There is an important side note to this phenomenon. To E= (V_VCT)/ACT
standardize the reporting of Stgrk spectra, we typically scale Figure 2. A normalized Pekarian (solid), Gaussian (dashed), and their
all spectra to 1 MV/cm assuming th&A(nw) is equal to  gerivatives. Plotting these functions against the reduced coordinate
AA(F"). In the plots shown for resonance Stark effects, we is equivalent to setting equal their positions of maximum amplitude,
continue to scale spectra to 1 MV/cm as if this assumption vcr, and their full widths at half-maximumcr.
applied, but the fitting procedure for all resonance Stark spectra
is carried out using the actual value of the field as applied in
the experiment. This procedure is an effective compromise
between the desire to make published Stark spectra readily
comparable and the necessity of fitting to the precise value of
electric field with which the data were acquired.

0 V- A\
VVI\\(/ o

pecP(8)12!

way highlights their difference in skewness and higher moments;
the PekarianP(¥), often referred to as a Poisson distribution,
is slightly narrower than the Gaussid®s(y), to negative values
of & and is slightly wider to positive values. With increasing
derivative order, the derivatives B{») get steadily larger than
those ofG(v) for negative and smaller for positivé. There
is also a significant shift of the zero crossings of the derivatives
of P(v) toward negativeZ. These observations apply to the
The Form of V(¥). We need not assume the Condon Hilbert transforms of these functions as well (not shown).
approximation or other assumptions abd{P) to make the These differences can affect analyses of HOS spectra (eq 28)
general result from combining egs 28 and 33 applicable to the and estimations of rates based on these analyses (eq 6). Figure
analysis of HOS spectrgcr is the only factor that contributes 3 illustrates how the substitution @&(») for P(¥) can affect
to the variation in the HOS spectra withthus, its determination ~ simulated HOS spectra using the fit to the absorption spectrum
is straightforward ify can be varied experimentafly.If HOS and the resonance Stark effect of the Band in M203GD
spectra can also be obtained for just two values, ttfie distinct mutant of bacterial RCs, as described in Part 4 of this series;
contributions ofAuct andV(¥) to the line shapes and amplitudes using Act = 1000 cnt! and vcr = 12 870 cm?! for these
of these spectra can be revealed through simulations. Thesimulations, the region betwe@n= 12 000 and 13 000 cm
determination o¥/(7) in this manner then provides opportunities plotted in Figure 3 corresponds to the region betwgen—0.87
to identify the physical model that gives rise \¥¢v). and 0.13 in Figure 2. The different amplitudes of the HOS
If instead we do assume the Condon approximation and simulations calculated using(») (black) andG(v) (red) can
consider only the couplings between the ground vibrational statethus be readily traced to the generally larger values of the
of they. surface and an effective continuum of vibrational states derivatives of P(¥) in this vicinity. The shift of AA(6w)
on theycr surface, we are led, as described above, to considercalculated usings(v) with respect toAA(6w) calculated using
either Gaussian (iksT > Vneay Or Pekarian (itkgT < Vmean) P(v) can also be traced to Figure 2, being caused by the shift
forms for prc(¥) and thus for|V(7)|2. Figure 2 compares the  between the derivatives.
6th and 12th derivatives of normalized Gaussian (dashed) and As described above, the use of the Pekarian is consistent with
Pekarian (solid) distributions plotted against a reduced coordi- a physical model for excited-state charge transfer in which (i)
nate,& = (v — vcr)/AcT; ver is the frequency where each there is no horizontal displacement between the ground- and
achieves its maximum, andcr is the full width at half- excited-state surfaces, (ii) the Condon approximation is valid,
maximum (fwhm) of each curv&.Plotting these curves in this  (iii) many normal vibrational modes are linearly electron

Results and Analysis
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" T T ] When data are fit, two questions arise: (i) how does one
A /\ . define the best fit, and (ii) what are the covariances among the
] fit parameters? With regard to the first question, one might want
] to weight differently the residuals from differentA(nw). For
1 example, overlapping signals due to classical Stark effects
' ; ; should distort RSEs to a lesser extenhascreases.In contrast,
2t B . if there are deviations of eithe(v) or V(v) from the line shapes
- . that are imposed in the analysis, the effects of those deviations
0 == N should become increasingly important with increasinglso,
i 7] as is evident from Figure 7 below, RSEs can have significant
2r 1 features over a much broader region of the spectrum than that
12000 12500 13000 defined by the fwhm of the absorption band. Thus, judging fit
quality by the sum of the squared residuals across the entire

%)
T

o

AA(4w) x 108

AA(Bw) x 103

Energy (cm) spectrum may give too much weight to the features on the wings
Figure 3. Resonance Stark effects depend on the forpee@). The  of the HOS spectra in the case that there are overlapping Stark
black and red_curves were calculated using Pekarian and Gaussianaffacts there due to other bands. With these considerations in
floor&s’cﬁf’p\?\g'fll){ élgnt;(ifhécjsf)g f '&12/'\2// igg‘c;?g\’/ég _ mind, for the fits here and in Part 4, we choose to confine the
45°, 7o = 12530 cm, Ty = 90 cnT?, F'eae = 50 cnt, and the sum of the squared residuals to a region within 500 tto
absorption peak height is 0.28A(4w) andAA(6w) spectra are scaled  €ither side ofip and to weight the residuals from the»4and
to an applied field of 1.0 MV/cm by dividing them bl* and F, 6w spectra identically.
respectively. With regard to the second question above, substantial
covariances between some of these parameters do arise. In

phonon coupled with small displacements, (iv) these many particular, if the value oAct cannot be obtained precisely from
modes can be described by a mean frequengya, and (v) a fit to the HOS spectra, then the values\et, Aucr, and7
VmeaniS larger than the thermal energy available at 77 K. Because — 7 are at least as uncertain Ast. The reasons for this are
this thermal energy, only 54 crh is smaller than the energies most easily demonstrated using a Gaussian form\Gr) |2
of most intramolecular vibrations and many collective supramo-
lecular modes and because fit quality is consistently better using o In 2 1/2V02 Vo — Vor)2
P(¥) to fit resonance Stark effects associated with théo8nd VOI"=2—=| {—exg—4Inq——|| (34)
in bacterial RC$,we choose to usB(¥) as the basis for other cr cr
calculations below; nevertheless, the accompanying conclusion V(#)|2 is evaluated af for this demonstration to provide a
are th_e same whether a normalized Gaussian or a normalize§reference energy for the effect of the field ()| generally.
Pek_al_rlan Is used fq°F.°(1.').' . . . The change ifV(¥)|? for a donor-acceptor system due to the

Fitting Spectra: Definition of Fit Qua“ty and Covariances applled field is a product of (|) the factor 2[In-7ﬂ/l/2(V02/ACT)
among Resonance Stark Parameterecause resonance Stark 5 ji) the change in the value of the above exponential when
spectroscopy promises to provide information on parameterstT is altered by the interaction ofucr with the field. This
that aﬁ?Ct rates of cha.rg.e t.ransfer that have not been availablegg o0 term can be considered as a product of the value of this
before in most cases, it is |mport.ant to understand the processexponential in the absence of the field and the percentage change
used to extract parameters and pitfalls that may result. We havei this exponential due to the field. As evident from eqgs 7 and
suggested that, within this model, resonance Stark effects depend; 4 the percentage change in this exponential due to the field
on parameters controlled by experimamE(y), parameters from debends not only upafucr but also upomcr; specifically, it
radiationless transition theory¢,vcr,Acr), parameters that depends on the ratio of these two param'eters. Similz;rly the
describe the distance and direction of charge separationg, qyation of this exponential in the absence of the field depends
(Aucr,Cer), and parameters that describe the absorption Spec-,p, e ratio ofvg — et to Act. Taken together, the contributions
trum in the absence of the applied fielth,Uo,['caud.?®> No two to the HOS spectra frog?, Aucr, and o _ ver, although
of these parameters are completely orthogonal, yet of all of theseseparable from each other, are tk;emselves inséparable from a
parameters only two pairs have identical effects/oNnw): factor of 1Acr. '
these pairs aré andAucr andy andZcr. Fortunately, bot+ Even though the covariances are substantial between these
and y are experimental pa-rameters, which can pe .quantlfled parameters andcr, the previous paragraph suggests that the
separately from an analysis of the HOS spettraimilarly, covariances may be small betweagr and either
the parameters with which the absorption spectra are fit might
be determined separately from an analysis of the HOS spectra, —y2
reducing the numFI)oer ofinknowns Wit% which the resor?ance We = VolAcr (35)
Stark effects are fit to five:Vo, vcr, Act, Aucr, andGer. Alig = Aliai/Aer (36)

The contributions of these five parameters can be separated
by collecting Stark spectra for multiple valuesyohndn. First, or
Ccr alone affects the HOS spectra obtained as a functign of
Second, whereas the weighting of each term in the determination 0= Vo — Vel Act (37)
of AA(»,F") depends identically uporuct, many of those
contributions have differing dependences upn Third, the WhereasAug ando are the same reduced dipole moment and
line shape of each of these terms is influenced differently by energy, respectively, that were introduced in Part 2 to simplify
the relative positions of the maxima of laff)] andV(v), vo — equations analgous to eq 28 above, Part 2 introduced a reduced
ver, as by their relative widthsI'¢ + T'e)/Act. These distinc- coupling, denote® and equal to/o/Act, which is not the same
tions among the effects of these parameters upon the HOSreduced coupling as that defined by eq 3%, discussed in
spectra are what make them separable. Part 2 asAcTR?, is preferred tdR because fit values divg can
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Figure 4. Resonance Stark effects are almost linearly proportional to Figure 5. Resonance Stark effects are almost proportional tathe

Wk. The black curves in panels A and B are the same as the black power of Aur. The black curves in each panel are the same as those in
curves in Figure 3. The black curves in panels C and D were calculated Figure 4. The corresponding red curves were calculated using the same
usingF = 0.64 MV/cm and{ Wr,Aur,0} = {1.2 cnm%,1.08 cm/MV, values of all parameters exceplr. For the red curvesjiur was
—0.41; other details are the same as for the black curves in panels A divided by /2, and the resulting\A(4w) and AA(6w) spectra were

and B. The corresponding red curves were calculated using the samemuiltiplied by 4 and 8 to aid comparison.

values of all parameters excepk. For the red curve®k was divided

by 2, and the resulting spectra were multiplied by 2 to aid comparison. & //\ ]

L[ A Ic E
2 - -+ E
be shown to have the smaller covariance with fit valueA®f. % ok A e A I
. : —— 7
As demonstrated in Part 2, when HOS spectra are considerec | V T \/’ T V’ ]
as a function ofAcr, ActR?, Aur, andd, the effect ofincreasing < " + 1 ]

Act when the other parameters are held constant is primarily 2 2
to decrease the sharpness of the features at the shoulders ar= |
wings of the HOS spectra. The features at the center of the HOS% o
spectra, both their line shapes and amplitudes, are nearly©

f o f\_:F' f\
vV 1V

N
V

unaffected by changingcr. Thus, if these features at the center
could be used to determind/r, Augr, and 6 uniquely, the
covariances among these parameters/ggdwould indeed be
small. The uniqueness of a fit to these features ug¥agAuRr,

12500 13000 12500
Energy (cm)
Figure 6. Fits (red curves) to the resonance Stark effect of the B

4 .
12000

13000

12500 13000

ando was demonstrated in Part 2, though it was not discussedband in M203GD RCs (black curves) as a functiongfr. Best fits
in exactly these terms. We revisit some aspects of that for Acr = 700 cm* (panels A and B), 1000 cm (panels C and D),

demonstration here to estimate the covariances among thes

three terms.
Figure 4 illustrates thahA(4w) and AA(6w) are roughly
linearly proportional to the value diVk. The black spectra in

@nd 1500 cm! (panels E and F) us¢Ws,Aur,0} equal to{1.4
c

m~%,1.06 cm/MV-0.32, {1.3 cnT%,1.06 cm/MV~-0.34, and{1.1
cm1,1.09 cm/MV-0.33, respectively. Other details of the calculations
are the same as for the black curves in Figure 3.

panels A and B were calculated using the fit to the absorption recapture the originahA(4a): however,AA(6w) will now

spectrum and the resonance Stark effect of thé&nd in the
M203GD mutant of bacterial RCs) (= —0.34); the black

be 10% smaller than it was originally. Similarly, a 3% decrease
in Aur may recapture the originadA(6w), but AA(4w) will

spectra in panels C and D were calculated using the fit for the ;5\ be 79% too large. Thus, if for any reasf is uncertain

Q, preparation of this mutanty(= —0.88) (see Part 4). In
each case, the red spectra are calculated for a valé diiat

by 20%, Aur is uncertain by roughly 4%.
The HOS line shapes in Figures 4 and 5 change only slightly

is one-half that of the value used for the corresponding black 35 the values ofVk and Aug are changed. Thus the valuedf
spectra; the red spectra have additionally been multiplied by 2 i5 indeed the principal determinant of line shape, and its fit value

to aid comparison.
Figure 5 illustrates thabA(nw) is roughly proportional to

is nearly independent ok and Aur in the range in which
these parameters may be changed without significantly affecting

the nth power ofAur. The black spectra are the same as those the fit quality.

value of Aur that is a factor of/2 smaller than the value used
to calculate the corresponding black spectra; the Aédw)
and AA(6w) have additionally been multiplied by 4 and 8,

resonance Stark parameters with a practical example. Figure 6
shows the best fits to the resonance Stark effect of thieaBd
in RCs with the M203GD mutation (see Part 4) whesy equals

respectively, to aid comparison. The differences between these700 cnt?! (panels A and B), 1000 cm (panels C and D), or

spectra are larger than those between the spectra Wienes
altered; nevertheless, the scaled fe&(nw) are similar to the
black spectra within a factor of2 over much of the spectrum.
Such deviations from strict proportionality are less severe for
smaller percentage changesAng.

These dependences AA(nw) upon the first power oV
and thenth power of Aur make it straightforward to quantify
the covariance between these parameters when multfiew)
are fit simultaneously? For example, ifAk is increased by 20%,
these relationships suggest thatr must be decreased by 5%

1500 cm! (panels E and F); in each case, the value®Vef
Aug, ando are varied while other parameters are held constant.
Fit quality was judged by the sum of the squared residuals
calculated over a window of500 cnt?! aroundw, with the
residuals fromAA(4w) andAA(6w) weighted evenly. This sum
was calculated for a large grid of parameter §&tf,Aur,0},
whereWg was incremented by roughly 2% of its fit valuyr

was incremented by roughly 1% of its fit value, addvas
incremented by 0.01 units. Whereas the fit using 700 cfor

Act most closely captures the principal features of the observed
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AA(4w) andAA(6w), the fit using 1000 cmt is slightly broader T y T T y T
than the observed spectra, and the fit using 1500 ésrbroader
still. Nevertheless, the best fit s€td/r,Aur,0} usingAcr equal
to 700, 1000, and 1500 crhare quite similar: they argl.4
cm1,1.06 cm/MV;-0.33,{1.3 cnT1,1.06 cm/MV;-0.34, and
{1.1 cn1,1.09 cm/MV~0.33, respectively. Thus these re-
duced parameters can be well determined, even if the value of
Act is difficult to determine from the fit.

Utilizing a Gaussian form fopec(v) in eq 6, ket can be
rewritten as a function of only these reduced parameters,

'
%)
T
i
T
I

5

AA(4w) x 103

ra
T

ko = 4[7° In 2]*W, exp[—4 In 2:67] (38)

(=]

Thuske can also be well determined in the absence of a well
determined value foAct. However, as suggested by Figure
3A, different forms forprc(¥) can lead to different predicted
rates for the same values @ik and 6. If either Gaussian or
Pekarian forms fopec(v) are used, the predicted rates should

AABw) x 10°

-V

(VN

12000

12500

13000
Energy (cm™)

12500

13000

be q_UIte similar within a Sta_ndard deylatlon(bf: 0, bUt their Figure 7. Analogous perturbations to the valuedgfandl'causaffect
relative values may be considerably different at multiple standard resonance Stark effects similarly. The black curves in panels B, C, E,

deviations from the mean. and F are the same as those in Figure 4, panels A, B, C and D,
Fitting Spectra: Covariances among Absorption and respectively [o = 90 cnm* and T'gaus = 50 cntt). The red curves
Resonance Stark Parametersin the case of the coupling COffespong tg 0= 2%0 e ! anddrl"eaus_= 958 cnt 11 ;he tl)lu,i curc\j/eDs
between B and B *H_~ in the bacterial RC, the resonance o' coPona t0o = 99 CIT - and tcaus = 5 €M~ Faneis A an
o . ’ illustrate the corresponding absporption spectra.
Stark analysis is complicated by the spectral overlap between P g absporp P

the B < B, transition and other transitions (this would likely
be much less of a problem for synthetic charge-transfer systems)
This spectral overlap compromises the precision with which the
amplitude, position, and line shape of this transition are known.
Here we assess the covariances that appear generally betwee <
these absorption parameters and the resonance Stark parameter,
To begin with, an underestimation by 10% of the peak %
amplitude of the absorption translates to an overestimation by
10% of the amplitudes of alAA(nw) relative to the absorption.
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As we demonstrated above, eveihA(nw) depends roughly
linearly uponWg and as theith power ofAug. Thus this factor
of 10% should result in an overestimation of the valuéNGgf
by close to 10%; any relative change in the fit valueAgfr

12500 13000 12500

Energy (cm-1)

Figure 8. Fits (red curves) to the resonance Stark effect of the B

should be much smaller than this. An overestimatiokVefb band in M203GD RCs (black curves) as a functiomwgfBest fits for
WRfby Vo = 12 510 cm? (panels A and B), 12 530 cm (panels C and D),

10% corrgsponds to a roughly 5% overestlma_tlorv@f . and 12550 cm* (panels E and F) us€Wr,Aur,0} equal to{1.2
According to eq 28, homogeneous broadening and inhomo- ¢y-11.08 cm/MV—-0.41}, {1.3 cn,1.06 cm/MV—0.34, and{1.4
geneous broadening enter the calculation of HOS spectra incm,1.04 cm/MV;-0.26, respectively. Other details of the calculations
distinct ways: whereas powers of the homogeneous line shapeare the same as for the black curves in Figure 3.
are entangled with derivatives pkc(7), the inhomogeneous
broadenindy(v) affectsAA(nw) in the same manner as it affects  effects of the B band in M203GD RCs upon setting to either
absorption. Nevertheless, for the accurate analysis of resonancd 2 510 cn1! (panels A and B), 12 530 cm (panels C and D),
Stark effects it is more important to determine the overall line or 12 550 cmi! (panels E and F). The best fit s¢M/r,Aur,0}
width of an absorption band than to determine the separatefor these spectra ar€l.2 cn1!,1.08 cm/MV-0.4%, {1.3
contributions of homogeneous and inhomogeneous broadeningcm™,1.06 cm/MV;-0.34, and{1.4 cn1,1.04 cm/MV-0.26,
to its line shape. This conclusion can be drawn from Figure 7, respectively. As one might expect, since bdthandAug have
where the black curves from Figure Bo(= 90 cnT?, ['gaus= been shown to affect line shapes only weakly, the shiftgin
50 cntl) are plotted against simulations where eitligrhas are compensated primarily by adjustments to the fit values of
been increased to 110 ci(red) orT'gaushas been increased 6.
to 90 cnt! (blue). Both modifications increase the fwhm of Relationship of the Resonance Stark Parameters to
the absorption bands (panels A and D) by almost 20%. As Marcus Parameters. As described in the Introduction, the
evident from the simulations of the HOS spectra, these perturba-simplest electron-transfer theories attempt to simplify the
tions to the absorption line shape affect the resonance Starkdescription of the initial and final state potential energy surfaces
effects nearly identically. Thus, for reasonable errors in the to two parametersAv and4, often called Marcus parameters.
apportionment of an absorption line width to homogeneous and This minimal description hinges upon the assumption that both
inhomogeneous contributions, there should not be significant the initial and final state potential energy surfaces are parabolic
differences in the fit values oMk, Aug, ando. with the sameVmean AS lONQ aSVmean is the same for both
Interestingly, fit quality is quite sensitive to the valueigf surfaces, one can uniquely determine the energy of the transition
although the fit values dfVg andAur are not. This is illustrated ~ state fromAv andA and hence the rate of electron transfer as
in Figure 8, where we show the best fits to the resonance Starkwell using eq 2. This equation neglects nuclear tunneling and

12000 12500 13000 13000
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assumes that the populations of the vibrational levels on the
initial-state surface are at equilibrium.

Similarly, the radiationless transition picture of electron
transfer provides eq 38 for evaluating a rate constant from just
two parameters describing the reaction surface geometayd
AcT, Which is embedded in the fact@vr. This calculation also
hinges upon the assumption that both the initial- and final-state
surfaces have the samgean Although the differences between
egs 2 and 38 reflect the important conceptual distinction that

the radiationless transition has been assumed to occur exclu-

sively by nuclear tunneling from the lowest vibrational level of

the reactant state, they are nevertheless united by the similaritiei

illustrated in Figure 1. Transforming and Act into Av and4
is not straightforward, however, so we will outline the trans-
formation here.
The parametemean is related tod by the Huang-Rhys
parameter (eq 16):
A=D

S (39)

mean’

Since the standard deviation of the Pekarianis given by°

o= ?meanx/é (40)
and the fwhm of the Pekariacr, is related too by®
Acr = 0v5.57 (412)

(Act = 0v5.545 for a Gaussian), we get the following
relationship between, Vmean andAcr:

A2
J=—"cr

55w (42)

mean

Referring to Figure 1, oncg is known,Av can be calculated
from 6 and Act according to

AV =0Acr+ 1 (43)
Thus we have demonstrated that one needs a valug,fasto
discuss resonance Stark fit parameters in terms familiar to the
bulk of the electron-transfer literature. Either description is
sufficient for the calculation of a rate constant, but one cannot
navigate between the two without this additional information.
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