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The rates of electron-transfer reactions can be systematically varied by application of external electric fields.
The electric field effect on the charge recombination rate constant of the state P*Q,4~ in photosynthetic reaction
centers has been measured in polymer film samples at a number of temperatures. This extends an earlier study
at 80 K in which a small field-induced slowing of the rate constant was reported [Franzen, S.; Goldstein, R.
F.; Boxer, S. G. J. Phys. Chem. 1990, 94, 5135-5149]. At temperatures greater than 160 K, evidence is
presented for an electric-field-induced activated recombination pathway similar to that observed in reaction
centers which have nonnative quinones of low reduction potential substituted for ubiquinone. However, it is
shown that this pathway alone cannot account for the electric-field-induced changes in kinetics observed at
higher temperatures. The data analysis used to obtain the log(k.:) vs AG, curve at 80 K is extended to include
changes in the steady-state population of P*Q4~ observed at higher temperatures with a continuous wave probe
beam. This field dependence is analyzed in terms of electron-transfer theory including the entropy of reaction
and the temperature dependences of the reorganization energy and the local field correction. The data and
analysis suggest that a temperature-dependent reorganization energy is associated with solvation of the P*Q4-

dipole.

1. Introduction

The electric field dependence of electron-transfer (ET) rate
constants can be used to obtain information on the coupling of
nuclear motion to ET reactions.! The displacement of the nuclei
which accompany an ET reaction affects the probability of
reaching a nuclear configuration where the reactant and product
states have thesame energy and ET can occur. For some reactions,
it is convenient to express the dependence of the ET rate constant
k. onthe nuclear transition probability or nuclear factor in terms
of anactivation barrier.2 When a strong or activated temperature
dependence is observed, the magnitude of the barrier height or
activation free energy can be obtained from the slope of a plot
of log(ke) vs 1/T.3# Using Marcus theory, the reorganization
energy A can be calculated from the activation free energy’
provided the free energy of reaction AG,, is known. In contrast,
a mild temperature dependence is difficult to interpret unam-
biguously. If a reaction is relatively temperature independent,
it can be argued that the reaction is activationless (A ~ -AG,,),¢
in the inverted region (A > —AG)"? or in the normal region if
the system is coupled to largely frozen-out vibrations. The
temperature dependence alone does not yield enough information
to uniquely determine A or the parameters of even a single-mode
coupled to the ET process.!0 In this paper, electric fields and
temperature are combined to obtain information on nuclear
coupling to the P*Q,~ recombination rate constant in bacterial
reaction centers (RCs). It will be shown that electric field effect
experiments can be used todetermine A even when the temperature
dependence is mild.

Many studies of the temperature dependence of ET reactions
have utilized RCs.!1-13 This is due in part to the fact that many
of the ET reactions in RCs proceed at all temperatures studied
(down to 1.5 K). The protein solvent which holds the reacting
molecules in place in the RC has been structurally char-
acterized.!416 The reaction scheme shown in Figure 1 applies
to RCs which contain a single ubiquinone acceptor Q4. The
charge recombination (CR) reaction P*Q,~ — PQ,, with rate
constant kg, depends weakly on temperature, increasing by a
factor of 4 as the temperature is lowered from room temperature
to 77 K in glycerol/buffer solution.!>!8 The charge separation
(CS) which generates the P*Q,~ state involves at least two rapid
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Figure 1. Reaction scheme for quinone-containing RCs. The energies
of the states are shown on the right in cm! and ¢V. The energy used
for the P*H- state is based on the experiments of ref 17 although a value
of 1.07 eV may be appropriate for the activated back reaction via k_q.28
The absorption of a photon to form !P is indicated by an effective rate
constant of (o is the absorption cross section and 7 is the probe intensity).

steps after the absorption of a photon to form the state 'PHQ,.
The rate constant for the process 'PHQ, — P*H-Q, increases
from (3.3 ps)~! at room temperature to (1.4 ps)-! at 77 K.1?
P+*HQ4- is formed from P*H-Q, with a rate constant kq of (200
ps)~! at room temperature which increases to about (100 ps)-!
at 77 K.202! None of these reactions exhibit Arrhenius-type
activation at any temperature. Thus, the three ET reactions
observed in Q4-containing RCs are often assumed to be acti-
vationless. However, as discussed elsewhere, this assumption does
not explain the temperature dependence of these reactions in
terms of ET theory.!222 For example, both the primary charge
separation and the P*Q,~ recombination rates increase as the
temperatureis lowered more rapidly than predicted by ET theory.

At higher temperatures, an activated reaction involving an
equilibrium between the states P*Q,~and P*H-has been observed
in RCs from Rps. viridis?? or in Rb. sphaeroides when nonnative
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anthraquinone (AQ) is substituted for the native ubiquinone.¢
The free energy of the P*Q,~ recombination with nonnative AQ
is altered such that the energy gap from P*Q,- to P*H- is about
0.2 eV smaller than for native ubiquinone.22¢ In an applied
electric field, if the energy of the P+Q,- state is shifted close
enough to the P*H- state, the activated pathway can compete
with the direct CR pathway. Evidence for such a process has
been presented in the electric field effect experiments of Gopher
et al.26 where the effect of the applied field on native ubiquinone
yielded a relatively small field dependence, but the electric field
effect on AQ-substituted RCs showed a large field dependence,
indicating that CR is in part activated for this quinone. The
probable origin of the electric-field-induced recombination
involves equilibrium of P+Q,- with P*H~ which has a decay rate
constant kg =~ 5 X 107 s! at room temperature.2s kg slows by
approximately a factor of 4 between 290 and 77 K.2728 The
electric field dependence of kg is not known and may also play
a role in the observed activated process. Since the rate constant
kqis a factor of 70 times larger than kg (and larger still at lower
temperatures), the quantum yield for the formation of the state
P+*Qa~ is expected to be close to one in agreement with
experiment.??

Electric field effect experiments on the P+*Q,~ CR reaction
have been reported at room temperature in oriented samples26:32.33
and at 80 K in isotropic samples.! The experiments in this paper
extend the range of the electric field effect experiments in isotropic
thin polymer film samples from 80t0 290 K. The results presented
below will be compared directly to the electric field effect
measurements of Gopher et al.,26 Feher et al.,? and Popovic et
al., as well as the quinone substitution data of Gunner et al.8:34

2. Experimental Section

Reaction centers from Rb. sphaeroides R-26 were obtained by
standard methods.>® In cases where Qg was detected based on
the observed kinetics, the Qg depletion procedure of Okamura
was used to prepare the RCs with a single ubiquinone in the Qa
site.% Thin poly(vinyl alcohol) (PVA) film sample preparation
and theapparatusaredescribedinref 1. Samples had thicknesses
ranging from 4.0 £ 0.15 to 7.0 £ 0.25 um as measured with a
Sloan Dektak Ila thickness measuring system (precision +0.1
wm) and had optical densities ranging from 0.02t0 0.1 at 870 nm.
The thinnest samples were the most homogeneous and often had
nodetectable surface features within the accuracy of the Dektak.
The capacitance of the films is sensitive to the moisture content
of the polymer films. When the samples are first inserted into
the closed cycle helium refrigerator used for the experiments,!
the capacitance is observed to be about 5% higher than the value
obtained after the refrigerator has been evacuated to less than
10-3 Torr for ca. 1 h.

The appearance of P+*Q4~and the recovery of the ground state
were monitored by observing the bleach and recovery, respectively,
of the 864-nm band associated with P. The absorption band
shifts to the red and narrows considerably at low temperature
such that its maximum is 885 nm at 80 K. Broad band light from
a tungsten halogen lamp filtered to produce a beam centered at
870 % 40 nm was used as a probe beam. The spectral bandwidth
of the near-infrared filters used for the broad-band probe was
increased at higher temperatures in order to eliminate offsets due
to electrochromism. Because the bandwidth of the filters which
were used was broader than the absorption bandwidth, wave-
lengths were sampled beyond the absorption where no signal is
present. As a result, the signal-to-noise ratio was poorer than
that obtained earlier at 80 K where the filter was well-matched
totheabsorption. The probe beam was reflected off the aluminum
electrodeat 16.4° incidence, and the transient signal was measured
with a silicon photodiode. For some experiments, a !/,m
monochromator was used to obtain a relatively narrow bandwidth
probe source (5-nm bandwidth). The flash excitation source was
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Figure 2. Temperaturedependence of P*Q,-recombinationinan applied
electric field (F = 0.9 MV /cm; probe beam broad band, I = 30 uW/cm?;
see eq 1 for definition of AAA).

the doubled output from a Nd:YAG laser (pulse width ~ 9 ns)
whose intensity was adjusted to excite about 70% of the RCs. The
high voltage (between 400 and 800 V) was gated on immediately
following the excitation flash with a rise time of < 50 us. Under
these conditions, the steps forming P*Q,~take place in the absence
of the field, and the field is on during the entire P*Q,- decay.

In order to test for charge injection into the sample at various
temperatures, the current on the high-voltage line was monitored.
A current pulse required to charge the sample lasts approximately
100 us, and the charge required increases with temperature
proportional to the sample capacitance. There was no evidence
of current flow at any time during the application of the voltage
except during charging and discharging of the sample. The same
total current flowed when the sample was flashed with the laser
and when it was kept in the dark.

3. Results

3.1. Temperature Dependence of the Electric Field Effect. The
temperature dependence of the electric field effect on the P*Q,-
decay kinetics following flash excitation is shown in Figure 2 at
three selected temperatures. Limited data were collected at
several intermediate temperatures; for a given field, the results
were intermediate between those at the temperatures shown. The
signals shown in Figures 2-5 are the normalized difference,
AAA(F,t), the absorbance change at time ¢ in the presence and
absence of an applied electric field, A4(F,r) and AA(F=0,1),
respectively: : .

AA(F,t) - AA(0,t) )
AA(0,0)

The magnitude of the electric field effect shown in Figure 2
increases as the temperature increases, both in the negative
component at times less than 100 ms (faster rates) and in the
positive component (slower rates). Notethat AA4doesnot return
to the original baseline at 290 K. This is due to a field-dependent
shift in the steady-state concentration of P*Q,- produced by the
probe beam only. This novel phenomenon and several related
effects are discussed in detail in the Appendices.

The response of the sample to the application of the field with
or without flash excitation at 290 K is shown in Figure 3. When
the bias of the applied voltage is reversed, there is an abrupt
change in both signals. Both difference decays show nearly the
same AAA after 400 ms. A broad-band probe beam was used

AAA(F,Y) =
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Figure 3, Comparison of electric field effect on the P*Q,~ concentration

with and without laser flash excitation at 290 K (F = 0.92 MV /cm; probe

beam 7 = 150 uW /cm?). The electric field effect with a probe alone is

shown as AA(F,t) / AA(0,0) for comparison with the flash data which are

a normalized AAA given by eq 1.
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Figure 4. AAA as a function of time and applied electric field for P*Qa-
recombination at 160 K (probe beam I = 150 uW/cm? F = 0.83, 0.95,
and 1.05 MV /cm with the effect increasing as the field increases). The
dashed line is the fit to the data using eq 3. Theearly time data are shown

in the inset with the indicated expanded time base and the same ordinate
scale as the full time base plot.

to exclude the possibility that the change in the baseline is due
to the electrochromism of P37:38 (see Appendix A).
Temperatures 160 and 290 K were selected for more detailed
electric field dependence measurements. Along with the original
80 K, data at these three temperatures illustrate the major
differences observed with temperature. The data obtained at
160 and 290 K when a sample has been excited with a laser flash
and an electric field has been applied after the flash are shown
in Figures 4 and 5 (six field values were examined; only three are
shown for clarity of presentation). The magnitude of the effect
of the electric field on the kinetics increases in a nonlinear fashion
as the field is increased. The effect of an applied electric field
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Figure 5. AAA as a function of time and applied electric field for P*Q4-
recombination at 290 K (probe beam 7 = 150 uW/cm?; F = 0.75, 0.89,
and 1.03 MV /cm with the effect increasing as the field increases). The
dashed line is the fit to the data using eq 3. The early timedata are shown
in the inset with the indicated expanded time base and the same ordinate
scale as the full time base plot.

is larger at 290 K than at 160 K at all values of the applied
electric field.

3.2. Temperature Dependence of the Dielectric Constant. The
dielectric constant e of the sample is required in order to calculate
the local field correction.?® The temperature dependence of ¢ of
the PVA film can be estimated from a measurement of the
temperature dependence of the capacitance (¢ = 4/[dC] where
A is the electrode area, d is the distance between the electrodes,
and C is the sample capacitance). Assuming the dielectric
constant at 80 K is 4 as was found by Ldsche et al.38 (epys = 4
at 77 K), the dielectric constant increases to 8 at 290 K in our
samples compared to epya = 10at 295K inref 38. Thisdifference
may reflect the additional drying of the PVA films due to the
applied vacuum necessary to reach high electric fields in our
experimental apparatus.

3.3. Temperature Dependence of the Zero-Field Rate Constant.
At 80K, P*Q,~ CR is made up of at least two single-exponential
processes which occur in parallel.#0 For convenience, these will
be referred to as population 1 (the faster population) and
population 2 (the slower population). The average rate of the
recombination reaction slows down by a factor of 2 as the
temperature is increased from 80 to 290 K. The slow process
(population 2) contributes most to the temperature dependence,
and the ratio of the two populations changes from 60:40 (fast:
slow) at 80 K to 40:60 (fast:slow) at 290 K.

4, Methods of Analysis

4.1. Dependence of the Rate Constant on Electric Field. The
first step in the data analysis consists of fitting the kinetic data
obtained in an electric field to a general model function: a
cumulant expansion. Using this description, the electric-field-
dependent ET rate constant is

ko (F) = exp{)_P,(AUY} ©)
n=Q

where AU = —Ap.°F, Au, is the difference electric dipole moment
between the reactant and product states, and F is the internal
applied electric field. Once obtained from a fit to the data, the
parameters P, are used to generate a rate vs interaction energy
[log(ke) vs AUJ curve. The zeroth cumulant corresponds to the
zero-field rate, k(0) = exp(Py).
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The electric-field-induced change in the absence of laser flash
excitation shown in Figure 3 can be attributed to a change in the
P+Q,- steady-state concentration (see Appendix A). The data
analysis used to obtain the parameters P, must include the change
insteady-state concentration using eq B.6 (Appendix B). Because
there are two populations of RCs observed at zero electric field
at all temperatures, a steady-state term is added to each
population, and the result is averaged over all orientations of Ap,,

2
AAA(F,) = Z[ Jd(cos 6) expi-kg,(F)} -

i=]

expi—kg,(0)} + é Jd(cos 8)[1 - expi-kg, ()1 X

o(F)2(F) a(0) ]
kpi(F) + c(FYR(F)I kg, (0) + a(0)I

where kg, (F) = exp{L,Px(AU)* and kr2(F) = exp{1.Qx(AU)%
represent the electric-field-dependent rate constants of populations
1 and 2, respectively, 6 is the angle between Ap and F, 7 is the
probe beam intensity, o(F) and ®(F) are the field-dependent
absorption cross section and P*Q,- quantum yield, respectively
(see Appendix B), and S is the saturation factor, AA4(0,0)/ 4(0,0),
where A(0,0) is the absorbance of the sample at the probe
wavelength. The parameters used are called P, for population
1 and Q, for population 2 as in ref 1. The observed signal is
affected by the experimental angle x between the electric vector
probe beam and the applied field F as described in ref 1.

The second step in the data analysis is the comparison of the
rate vs interaction energy curve with theory. - We shall assume
that the entropy of the reaction does not depend on electric field
(see section 4.3), in which case the log(k.) vs AU curve is also
alog(ke) vs AG, curve. In principle, for a two-state system, the
cumulants P, (and Q,) obtained from the fit of the data can be
related to the moments of an expansion of the quantum-mechanical
expression for the rate constant.** If the reaction is not a two-
statesystem, the interpretation of these curves is more complicated
due to the involvement of other states in the reaction scheme and
temperature-dependent dynamics of the system (see Appendix
B). In the following, the electric-field-induced change in the
quantum mechanical rate constant of P*Q,~ CR will be treated
separately from the change in rate due to the thermally activated
pathway via P*H-. In the limit of small applied field, the
contribution from the activated pathway via P*H-to the rate will
be small (based on the energetics and kinetics known from
comparable quinone substitutions discussed below). Thus, in the
small electric field limit, we can base the analysis only on the first
parameter: the slope of the rate vs free-energy curve, P; or Q;
for population 1 or 2, respectively. This is also the most
overdetermined parameter obtained from the fit to the kinetic
data in Figures 4 and 5 at 160 and 290 K, respectively.

4.2. Relationship to Marcus Theory. Using the result which
has been derived from first-order time-dependent perturbation
theory and assuming the Born-Oppenheimer and Condon
approximations, the rate constant can be written as*6

ko= 2VFC @

where & is Planck’s constant, Vis the electronic coupling, and FC
is the Franck—Condon weighted density of states. In most
applications of this expression to the temperature dependence of
ET rates, it has been assumed that the temperature dependence
is contained only in the term FC. The electronic coupling may
bea function of temperature if the distance changes due to thermal
contraction. This has been suggested in ref 12 but has not yet
been demonstrated for the RC. If a single set of parameters
(e.g.,those found at low temperature in ref 1) cannot fit the direct
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ET data at higher temperatures, the temperature dependence of
the free energy and/or reorganization energy may be involved.

The information content of the data can be expressed in terms
of the number of parameters uniquely determined by either an
electric field effect experiment or a temperature-dependence
experiment. The number of parameters in an ET theory which
can be determined from an experiment is equal the minimum
number of moments in an expansion of the rate constant (in
powers of either energy or temperature) which are required to
adequately fit the data. Ingeneral,one canexpand the FC factor
as a cumulant expansion in either energy or temperature:

FC(AG) = expixgo + Xc1(AG - AG,) +
/X 62(AG — AG,)? + ...} (Sa)

FC(T) = expi{xp + x(T-Tp) +
Yoxm(T=T? + ..} (Sb)

where xgs and xr, are the anth cumulant of free energy or
temperature, respectively. These cumulant expressions differ from
the formal definition by a factor —i" for the nth cumulant.45 For
temperature-dependent data, the cumulants are obtained by fitting
the data plotted as log(k.) vs T to a polynomial. For electric
field effect data, the procedure for obtaining the cumulants from
the data is discussed in ref 1, along with the assumptions used
in considering the energy change in the applied field AU as a
contribution to the free energy.

The FC factor from dielectric continuum theory can be used
to develop an application of eqs 5a and 5b which uses only the
information contained in the slope of the rate vs AGy curve:?

C= 1 ex _AGY
[4mnkT) 2 S PU kT

with

(A + AG,)?
—a  ©

where A is the sum of energetic contributions of all of the modes
which are coupled to the ET reaction. The barrier height is given
by the activation free energy AG*.

The FC factor in Marcus theory is Gaussian in the free energy
AGy,and therefore, there are at most two cumulants in the energy.
The first cumulant in free energy xg is

dlog(FC) 1 [, AG,
3G, "2kT[1+ x]

which contains the electrochemical transfer coefficient a = -1/,
(1 + AGu/X) as described in the appendix to ref 1. The first
cumulant in temperature xz is

dlog(FC) _ 1 [ (A + AG,) 1]

AG* =

M

aT - Tl akT, 2 ®)

For AG* = 0, eq 8 gives the linear part of the Arrhenius
dependence of log(k.) on temperature. For activationless
processes, AG* = 0, and log(k,) vs T has a slope of —1/27,. In
either of these cases, a single cumulant in temperature xr; can
be obtained. Provided AG, is known, the reorganization energy
A can be obtained when either eq 7 is fit to rate data as a function
of the free energy or eq 8 is fit to rate data as a function of
temperature. A temperaturedependence which is nonlinear (e.g.,
the much studied cytochrome oxidation reaction in bacterial
RCs7!11) requires more than one cumulant (eq 5). Regardless of
the electron-transfer theory used to calculate the temperature
dependence, these is a limiting negative value to the slope given
by eq 8 (if entropy is not included). This has posed problems in
past attempts to fit the temperature dependence of the P*Q4-
CR reaction in many species of photosynthetic bacteria. The
increase in rate as the temperature is lowered exhibited by this
CR reaction is too large to be fit quantitatively even by multiphoton
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ET theory.!” The following sections consider additional factors
which may affect the temperature dependence of ET rate constants
which are often neglected.

4.3, Contribution of Entropy. The fact that the temperature
dependence of P*Q,- CR is not well represented by eq 8 may be
dueto the neglect of entropy. The results of delayed fluorescence
measurements near room temperature#’ give a negative entropy
(AS,,) change for the P*Q,~ — PQ, charge-transfer reaction
whichis large enough to increase the magnitude of the free energy
by ca. 0.08 eV between 290 and 80 K (assuming AS., is inde-
pendent of temperature).

If the entropy is included,

3log(FC) _ 1fI 2TAS (AG* 1 ©)
aT T{LA + AG,, kT 2
The first term in eq 9 contains the activation enthalpy.
AH* = AG* [1 #2185 (10)
A+ AG,,

If AS.; < —(A+ AH,)/ T, the activation enthalpy will be negative.
Similar relationships have been considered by Sutin and Marcus
for self-exchange and cross-exchange reactions of Fe(bpy);3* and
Ru(bpy)s**.4

4.4, Contribution of a Temperature-Dependent Reorganization
Energy. In order to account for the observed temperature
dependence of the ET rates, it may also be necessary to consider
the temperature dependence of the dielectric constant as a
contribution to a temperature-dependent reorganization energy.
The contribution of high-frequency modes (Ajyn) to A is not highly
temperature dependent unless the frequencies of the modes are
temperature dependent. In Marcus theory, thesolvent coordinate
is a polarization coordinate which is temperature dependent.
The magnitude of the static dielectric constant is determined by
the reorientation of solvent dipoles and is therefore temperature
dependent, while the high-frequency (or optical) dielectric
constant is almost independent of temperature.#® The temperature
dependence of the reorganization energy is therefore due to the
temperature dependence of the static dielectric constant.

For a temperature-dependent reorganization energy (as well
as free energy), the first cumulant has the form
1 AH* 1 ] ON/oT fAG*(k AGy) | an
kT 217 A KT\ + AG,) 2

ad log(FC) -

T
where )\ /3T must be determined either from experiment or from
a model for the temperature dependence of the static dielectric
constant empirically, and AH* is defined in eq 10.

4.5. Role of Temperature Dependence of the Local Field
Correction. The temperature dependence of the dielectric constant
can also affect the electric field experienced by the molecules in
the sample. Polarization effects can be accounted for by
calculating the local field at the chromophore which is partic-
ipating in the ET process. Since RCs of Rb. sphaeroides are
approximately spherical in shape, one can use the spherical cavity
approximation to obtain the local field correction inside the protein
S=3epya/(2epva + erc). The chromophores P and Q, inside the
RC are not well described by a spherical cavity. An ellipsoidal
cavity approximation may be a better description; however, it is
not obvious how to define the ellipsoid inside the RC, so we will
use the spherical cavity approximation to obtain an upper bound
value, which suffices for the purpose of comparing relative values
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Figure 6. Relative and absolute values of the local field correction as a
function of temperature. Two limiting cases, epva only varying with
temperature (squares) and erc 2 epva at all temperatures (circles), are
plotted both in terms of the absolute value of the local field correction
based on the upper bound value of f= 1.2 at 80 K (solid squares and solid
circles) and relative to the 80 K value (hollow squares and hollow circles).
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The optical dielectric constant of typical aromatic molecules is
about 2. The dielectric constant of PVA has been measured to
be about 4 at 80 K and 8 at 290 K (see section 3.2). We are not
concerned with the absolute magnitude of the local field correction
but rather with the relative change with temperature. In ref 1,
it was noted that the k vs AG, curves are fit by ET theory with
reasonable mode frequencies as long as f < 1.2 at 80 K. For
purposes of comparison as a function of temperature, the upper
bound of £ = 1.2 at 80 K can be used (e.g., at 80 K, egc = epya
=4 and ¢ = 2).

In order to estimate the temperature dependence, two types of
behavior are considered: (i) the dielectric constant of the RC
protein is assumed to be 4 at all temperatures, or (ii) the RC
protein ¢ is allowed to vary in proportion to the PVA dielectric
constant. If the dielectric constant of the interior of the RC is
fixed at a value of 4 (case i), the local field correction inside the
bulk of the RC will increase as the PVA dielectric constant
increases with temperature. If both the PVA and RC dielectric
constants are equal at all temperatures (a special case of ii), the
local field inside the RC will not change, but the local field at
the reacting species (P and Q,) will change due to the protein
dielectric. If the RC dielectric constant increases more than the
PVA dielectric constant, the relative change is smaller than the
special case of ii where both are always equal. Therelativechange
in local field correction for each case is shown in Figure 6. The
relative local field correction compared to 80 K is at most a factor
of 1.2 larger at 290 K and a factor of 1.06 larger at 160 K.2

5. Results of Analysis

5.1. Determination of Rate vs A G, Curves for P*Q,- Recom-
bination. The electric-field-dependent data were fit to eq 3 using
the technique described in ref 1. The experimental rate vs AGe
curves at 160 and 290 K are shown in Figure 7 calculated based
on the fit to the data using six cumulants. Attempts to fit the
large changes in rate in Figures 4 and 5 using only four cumulants
for each rate constant were not satisfactory. An increase above
6 cumulants did not substantially improve the fit to the data (a
maximum of 10 cumulants were used for comparison). Thevalues
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Figure 7. Experimental rate vs free-energy curves for P*QA- recombi-
nation at 160 and 290 K. The errors are shown using dotted lines. (A)
160 X for population 1, (B) 160 K for population 2, (C) 290 K for
population 1, (D) 290 K for population 2. See Tables I and II for the
parameter values at 160 and 290 K, respectively.

TABLEL: Terms in the Cumulant Expansion and Error
Anaslysis of Electric-Field-Modulated Kinetics at 160 K

fast population 1

slow population 2

n Py opb (Pr)AUc o ot (QMALre
0 1.78 0.01 1.78 1.30 0.05 1.161

1 1.1 0.55 0.30 0.9 0.7 0.25

2 -9.4 8.3 0.74 -0.4 1.5 0.03

3 16.0 23.0 0.35 1.3 30.0 0.03

4 440.0 280.0 2.67 16.0 70.0 0.10

5 800.0 60.0 1.37 18.0 3400 0.03

6 -900.0 2800.0 0.43 -630.0 780.0 0.30

@ The parameters P, and Q, are in units of eV for the nth cumulant
appropriate for a base 10 exponential fitting function. ¢ The root-mean-
square deviation is . The calculation of the errors is described in ref
1. ¢ These terms show the maximum contribution of each term in the
series at the highest field which corresponds to an interaction energy of
AUpax =2 0.28 ¢V. The relative contribution of each term decreases with
the nth power of AU/AUpyy for all AU < AUpy.

TABLE II: Terms in the Cumulant Expansion and Error
Analysis of Electric-Field-Modulated Kinetics at 290 K

fast population 1

slow population 2

n__ P o (PWAUrC Q4 og®  (Q" AUre
0 1.73 0.04 1.73 1.19 0.04 1.19
1 4.1 0.2 1.14 2.10 0.60 0.58
2 0.5 5.0 0.03 11.0 4.00 0.85
3 85.0 270 1.86 59.0 31.0 1.28
4 30.0 100.0 0.18 140.0 79.0 0.86
5 2500 400.0 0.43 4000 1700 0.68
6 2600.0 4200.0 1.23 500 460.0 0.02

@ The parameters P, and Q, are in units of eV-" for the nth cumulant
appropriate for a base 10 exponential fitting function. ¢ The root-mean-
square deviation is . The calculation of the errors is described in ref
1. ¢ These terms show the maximum contribution of each term in the
series at the highest field which corresponds to an interaction energy of
AUpax =~ 0.28 eV. Therelative contribution of each term decreases with
to the nth power of AU/AUpas for all AU < AUpgs.

of the cumulants and errors obtained from the best fit are given
in Tables I and II. The errors given in Tables I and II are shown
as the dashed lines in Figure 7. Although the errors of the higher
cumulants appear large, the bounding error curves shown in Figure
7 show that these curves are well determined over most of the
range of applied electric fields. The results at 160 and 290 K
represent the average of five data sets obtained from four different
samples. Both the observed acceleration in CR rate and the
deceleration in rate which were observed in the data (Figures 4
and 5) are quantitated in the experimental rate vs free-energy
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Figure 8. Comparison of the rate vs free-energy curves at 80 (—), 160
(---),and 290 K (- -). Thecurves have been corrected for the local field
correction based on the relative value of the local field correction shown
in Figure 6 and the temperature dependence of the free energy (see Table
IIT). (A) The curves for population 1 show the increase in the activated
process as the temperature is increased. (B) The curves for population
2areverysimilar at 80 and 160 K. Thecurveat 290 K showsanactivated
region.

curves. For comparison with the curves obtained at 80 K, the
interaction energy was corrected for the local field correction by
multiplying by 1.06 at 160 K and 1.2 at 290 K to obtain the
log(k.t) vs AGe curves shown in Figure 8.

Theorigin of the differences between low and high temperature
can be due to activated recombination pathway(s) and the
temperature dependence of the quantum-mechanical rate con-
stant. The latter must be included because activated recombi-
nation can account only for the acceleration in rate. The
deceleration and changes nearest zero field can be explained by
considering the temperature dependence of the reorganization
energy and/or free energy. In order to separate contributions
from the intrinsic CR rate constant from the indirect activated
pathway, we focus first on the region of the free-energy curve
near the zero-field free energy because there is no evidence for
anactivated reaction via P*H- at zeroelectricfield.3? Thisregion
is well approximated by the slope of the rate vs interaction energy
curve (P and Q; in Tables I at 160 K and III at 290 K). We
use the temperature dependence of the free-energy change of
P+*Qa~ CR measured in solution using delayed fluorescence?’
while bearing in mind that the free energy and entropy in PVA
may be different from those measured in solution. Most of the
temperature dependence in our measurements and those in ref
47 is near room temperature.

5.2. Temperature Dependence of the Reorganization Energy.
In order to estimate the temperature dependence of A, we use the
value of the entropy for the P*Q,~ CR reaction?’ to obtain AG
at each temperature (Table 111) combined with the slopes P, and
Q) (obtained from Table Iinref 1 at 80 K, Table I at 160 K, and
Table II at 290 K). Application of eq 7 gives a ratio A/AGe
which increases with temperature in accordance with the increase
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TABLE III: Temperature Dependence of the Reorganization
Energ Based on the Transfer Coefficient a Obtained from

Electric Field Effect Data and Free Energy from Delayed
Fluorescence?’
Py ab AGy, eV AeV
Fast Rate Population 1
80K 0.7 -0.011 % 0.001 -0.60 0.61 £0.02
160K 1.1 —0.035 % 0.002 -0.57 0.61 = 0.03
290K 4.1 -0.23 £ 0.01 -0.52 0.97 & 0.04
O a AGy A

Slow Rate Population 2

80K 0.30 -0.005 £ 0.002 -0.60 0.60 £ 0.02
160 K 0.90 -0.028 £ 0.003 -0.57 0.60 & 0.03
290K 2.10 -0.12+0.04 -0.52 0.69 £ 0.06

9 The cumulants P, and @ are calculated using logarithm to base 10
and must be multiplied by 2.303 to be equal to x¢1 in eq 5. The errors
in these cumulants are reported in Table I in ref 1, and 80 K, and in
Tables I and I at 160 and 290 K, respectively. ® The transfer coefficient
a was calculated fromeq A.1 in the appendix of ref 1; see also text after
eq 7. < The temperature dependence of the free energy was extrapolated
from the delayed fluorescence experiment in ref 47. The error in AGe
is reported to be 0.02 eV in ref 47. It is assumed that the free-energy
change is the same for both populations of RCs and that the free energy
is the same in PVA as in aqueous solution. ¢ The value of X is calculated
using the value of the first cumulant Py or @y and the free energy in
column 3 substituted into eq 7. Errors were propagated using the error
in « and AG ineq 7.

TABLE IV: Experimental and Calculated Temperature
Dependence of the P+Q,- Charge Recombination Rate
Constant at Zero Field

caled x 71 using parameters at 290 K¢

Marcus entropy temp-
exptl slope® Theory® includedd dependent
population (X10%) (X104 (X104 A¢ (X10)
1 (fast) -34x06 240%£30 84%42 460300
2 (slow) -88%£17 -12%13 -93£30 -17%25

@ The parameters used are those given in Table III at 290 K for each
population (1 and 2). % The slope of the experimental log(ke) vs
temperature data obtained in PVA films (data not shown). Calculated
values using eqs 8, 9, or 12 are divided by 2.303 to be compared with this
value. < Using eq 8. Values are divided by 2.303 to convert to base 10.
4 Using eq 9 and values of AG,, and AS, from ref 47. ¢ The calculated
value using eq 12 assumes that all of the reorganization energy is outer
sphere. This equation includes the contribution of the entropy from eq
8. For population 1, 6A/8T =2 1,7 X 10-3, and for population 2, §A/3T
~ 3.8 X 104,

of the slope (P; or @) with temperature. Given that the change
in AG,, with temperature is relatively small, the result shown in
Table III is that A increases with temperature.

5.3. Consistency of the Rate vs AG, Curves at 80, 160, and
290 K. To test whether the suggestion that the reorganization
energy is temperature dependence is consistent with the observed
temperature dependence, the slope of the experimental log(k.)
vs T curve (section 4.2) in column 1 of Table IV is compared to
three models: (1) A and AG,, are independent of temperature,
(2) AG,, only depends on temperature, and (3) both A and AG,,
depend on temperature. The slope in the second column in Table
IV s calculated using Marcus theory (eq 8) using the parameters
obtained from the room-temperature data with no temperature
dependence to A or AG,;. The value calculated using this model
has the wrong sign and is much too large. The slope in the third
column is calculated including the entropy change of the P*Q4-
— PQ, reaction (eq 9). By including the entropy, better
agreement with the temperature dependence is obtained (column
3). If the temperature-dependent reorganization energy is
included as well as the entropy (column 4), the slope has the right
sign for both populations, but the magnitude is not correct and
the propagated error of the values in the column is relatively
large. This model, which includes the temperature dependence
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of the reorganization energy at the level of Marcus theory (eq
6), does not fit the data quantitatively as a function of both free
energy and temperature. There are several possible reasons for
this. (1) The magnitude of dA/AT is not known accurately. The
dependence of the reorganization energy on temperature can only
be estimated from the calculations in Table III. (2) The free
energy and entropy for the two populations may be different. (3)
The amplitude of the populations also varies as a function of
temperature. The slower process has a larger relative amplitude
at higher temperature. For lack of a model to explain this, we
have ignored the covariance between the relative amplitude and
rate constant in the biexponential fit to the data. (4) The
temperature dependence of the electronic factor has been
neglected. (5) The temperature dependence of the local field has
not been included. If the local field correction at 290 K is f =
1.2, the value of the first cumulant is P; = 3.40 and @, = 1.75,
and the values of A are 0.85 and 0.65 eV for populations 1 and
2, respectively. When corrected for the (upper bound) local field,
the first cumulant in temperature is x; =~ ~10~4 for population
1 and x1; = —10-3 for population 2. Inspite of these quantitative
problems, a reorganization energy thatincreases with temperature
is consistent with the steeper rate vs free-energy curve observed
at higher temperature. Using Marcus theory, a larger reorgan-
ization energy at higher temperature predicts a larger barrier to
recombination and a slower rate, as observed. This explanation
for the observed temperature dependence may also explain such
observations as a difference in P+*Q,- recombination when RCs
are frozen in the dark vs in the presence of saturating light.”? In
the latter case, the solvent configuration(s) with a larger A may
be frozen as well, leading to the slower observed rate. A
temperature-dependent reorganization energy can explain a
variety of observations and is more plausible than a temperature
dependence to the electronic factor.!2

5.4. Application of Multiphonon Electron-Transfer Theory.
Marcus theory has the advantage of clarity in the application to
both electric field and temperature-dependent data. The expan-
sion of Marcus theory in powers of AG is clearly of limited
utility since at most only two terms are obtained. In multiphonon
treatments, the modes are partitioned into molecular (inner
sphere) modes A, and solvent (outer sphere) modes Ajyye, such
that A = ey + Aourer For high-frequency modes, Ajmner = LnSutvn
where S, and w), are, respectively, the electron—phonon coupling
constant and the frequency of mode n. Solvent modes are
represented by a polarization coordinate (Aouer). A fit of the
data to a quantum-mechanical ET theory at each temperature
can serve to estimate the relative fraction of high- and low-
frequency modes (see ref 1) at each temperature and, thereby,
tolearn which fraction of the reorganization energy is temperature
dependent.

Using the same model as was applied to the data at 80 K, the
rate vs free-energy curves at 160 and 290 K can be fit to a
multiphonon theory using the saddle-point approximation.!#5 In
order not to include the region with the steep increase inrate (due
to activated recombination via another electronic state P*H-; see
below), only the data in the interaction energy range from —2200
to 600 cm! were fit to the multiphonon theory. In the fit, both
the frequencies and electron—nuclear couplings were allowed to
vary. The electron—nuclear coupling constants, frequencies, and
reorganization energy are given in Table V. The trend of
increasing reorganization energy with increasing temperature is
seen in Table V just as was seen in Table III using only the first
cumulant to analyze the data. The reorganization energy
calculated using the saddle-point approximation is larger at all
temperatures than using Marcus theory. The low-frequency
component (due to modes of less than 200 cm™!) of the
reorganization energy increases as a fraction of the total as the
temperature increases. This is reasonable since it is the solvent
modes which are thought to be most temperature dependent. For
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TABLE V: Parameters from the Fit of the Rate vs Free-Energy Curves to a Multiphonon Theory of Electron Transfer

Fast Rate Population 1 Slow Rate Population 2
80 Kb 160K 290 K¢ a/Vd 80 Kb 160 K 290K o/ V¥
S 2.8 3.3 2.7 0.04 1.4 1.9 22 0.04
w® 1360 1870 1510 0.04 2820 2640 2550 0.03
S 447 57.0 120.0 0.01 14.4 16.8 12.1 0.01
wy® 58.0 33.0 50.0 0.05 265.0 171.0 213.0 0.04
A, cm™! 6450 8780 10 090 0.08 7790 8000 8290 0.06
AV 0.80 1.09 1.25 0.08 0.97 0.99 1.03 0.06

4 Frequencies in cm-!. ® These values differ from those in ref 1 because the free energy assumed there was AGy = 0.52 eV.47 ¢ Due to the steepness
of the curve, a fit which retained reasonable values of the frequency was not possible. The values shown here represent a reasonable model of the data
using the frequencies obtained in ref 1 and varying only S;. 4 The standard deviations were determined from the covariance matrix from a nonlinear
least-squares fit using the Marquardt algorithm. The relative errors are quite similar at all temperatures and are reported as the fractional error (¢/Y

where Y is Sp, wn OF A).

example, if the solvent component is treated using dielectric
continuum theory, the temperature dependence of low-frequency
modes is expressed by eq 11, where the change as a function of
the temperature is described by the temperature dependence of
the dielectric constant.4?

Both Marcus theory and a multiphonon theory are consistent
with a barrier height AG* which increases with temperature. The
activation barrier at zero field changes from approximately 100
% 20 and 300 £ 60 cm™! at 80 K to 700 £ 200 and 500 £ 100
cm! at 290 K for populations 1 and 2, respectively. The
interpretation of the temperature dependence as being due to the
lack of an activation barrier!? is perhaps correct at temperatures
below 80 K, but the discrepancy between theory and experiment
islikely due to the change in barrier height as well as other factors
near room temperature.

6. Discussion

6.1. Comparison with Other Electric Field Effect Experiments.
Electric field effects on the rate for CR of P*Q4- have been
reported by two other groups, but only at room temperature.
Popovic et al. reported the electric-field-dependent kinetics on
P+Q,4- recombination in Langmuir-Blodgett (LB) films.* Go-
pher et al.26 and Feher et al.?2 reported the use of an electro-
chemical cell to generate electric fields across a membrane
containing RCs. In the latter case, the signal was monitored by
observing a current transient after the excitation flash. Theresults
obtained by these twomethodsdonot agree. Thecurrent transient
was observed to be single exponential in agreement with the single-
exponential kinetics of P*Q,~ recombination in solution.* The
kineticsin LB films at zero field were different from those reported
in solution in ref 33 and were fit to three exponentials.®* The
kinetics of the sample in LB films do not correspond to components
of P*Qa-decay reported elsewhere.26:4253 The magnitude of the
electric field effect on the rate constant in ref 33 was much smaller
for all three components than that observed by Gopher et al.26:32

The electric field effect data at 290 K reported here agree with
those in ref 32 over the region of free energy where they overlap.
The slope and curvature of the rate vs free energy for both
populations 1 and 2 in PVA agree within the experimental error
with the single rate vs free-energy curve of both ubiquinone and
AQ reported in monolayers in a solution cell.32 The data using
AQ-substituted RCs in ref 32 demonstrate an activated process
inthe applied electric field similar to that observed in our samples.
The slope of the linear free-energy dependence of AQ reported
in ref 32 agrees within the signal-to-noise of the data with the
corresponding segment of the rate vs free-energy curves at 1600
#+ 400 cm-! in Figure 7 at 290 K (for both populations 1 and 2).

The origin of the discrepancy with the data in ref 33 may be
the calibration of the electric field, which was accomplished using
the sample capacitance and an assumed dielectric constant e =~
3. If the dielectric constant were larger, the field would be
correspondingly smaller. The absence of evidence foran activated
pathway raises serious questions about the calibration of the field
as has previously been suggested in ref 32. It has recently been

reported that if lauryldimethylamine N-oxide is the detergent, as
in ref 33, the RCs in the LB film are not oriented.’$

6.2, Comparison with Quinone Substitution Experiments.
Although the P*Q,~ CR reaction in native Rb. sphaeroides does
not have an activated temperature regime, experiments with
quinone replacements have shown that a 150-meV increase in
energy is enough to cause the P*Q,- CR reaction to become
activated at room temperature due to the proximity in energy to
the state P*H- (see Figure 1).2* Both AQ-substituted Rb.
sphaeroides RCs and Rps. viridis RCs with their native Q4 have
similar energy gaps between the state P*Q,-and P*H-and similar
temperature dependences to the CR rate with an activated region
at high temperature and an activationless region at low tem-
perature.2343

A comparison of the electric field effect results with data for
RCs substituted in the Q4 binding site with a wide range of
quinones is plotted in Figure 9. The data shown in square boxes
were taken from refs 8 and 25. The low-temperature CR kinetics
of substituted quinones are independent of temperature between
5and 113K.2 Theroom-temperature free energies of the quinones
were measured using delayed fluorescence.2%% Gunner et al.
assumed that the free energy does not change as a function of
temperature, although this appears not to be true for ubiquinone
or AQ.247 Ag discussed in ref 57, the scatter in the quinone-
substitution data is relatively large. Theratevs free-energy curve
at 80 K is placed between the two families of quinones identified
by Gunner et al.® Both families of quinones have a shape similar
totherate vs free-energy curve, as do the 80 K electric field effect
data. The main point of Figure 9 is that the rate vs free-energy
curve obtained from quinone substitution is steeper at 300 K than
at 113 K, in agreement with the results obtained here for P*Q,-
CR at 290 and 80 K using an electric field perturbation. A
straight line fit of the quinone data in the region AU = £1300
cm™! gives a slope of 4 & 0.8 eV~ at 290 K and 1.2 & 0.3 eV-!
at 80 K. Comparing these values to Py and Q; (in Table II of
this work and Table Lin ref 1 at 290 and 80 K, respectively), the
quinone substitution data support the conclusion reached here
that the direct P*Q,~ charge recombination reaction is more
dependent on free energy at 290 K than at cryogenic temperature.

Intheregion AU> 1300 cm™!, the activated process (via P*H-)
contributes to the rate constant. The difference dipole moment
for this activated process is smaller than for direct P*Q,~ CR.5
Thus, a comparison of the electric field effect data with data for
quinone-substituted RCs (Figure 9) should show a systematic
difference. Note that the energy scale in Figure 9 was calculated
using the difference dipole moment of the P*Q4~state. However,
altering the chemical nature of the quinone acceptor may also
affect the relaxation of the P*Q,~dipole and thus the energy gap
between P*Q,-and P*H-. Foranumber of quinones, a correlation
has been observed which suggests that the energy of the state
P+H- is ca. 0.5 eV (4000 cm-!) above the energy of the P*Qj4-

, state at room temperature,2* a value that may be explained by

a highly relaxed form of P*H-.24 Because the time scale of the
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Figure 9. Comparison of the rate vs free-energy curves at 80 and 290
K with quinone substitution data at 113 and 300 K. (A) Electric field
effect data for the faster population are compared to the rate constant
measured for nonnative quinones substituted into the Q4 binding site.
Therate constants of quinonesat 113 K8 arerepresented by hollow squares,
and those at 300 K25 for the same quinone are represented by vertically
displaced filled black squares. The rate vs free-energy curves shown are
derived from Figure 3 of ref 1 (80 K) and Figure 5 (290 K). (B) Electric
field effect data for the slower population are compared to the rate constant
of nonnative quinones.®25 The quinones are (1) o-naphthaquinone (o-
NQ), (2) tetramethylbenzoquinone, (3) NQ, (4) UQ-10 (native), (5)
menagquinone, (6) 2,3,5-trimethyl-NQ, (7) 5-methoxy-NQ, (8) AQ, (9)
1-methyl-AQ, (10) 1-methoxy-AQ, (11) 2-methyl-AQ, (12) 2-ethyl-AQ,
(13) 2-dimethylamino-AQ, (14) 2-methoxy-AQ, and (15) 1-amino-AQ.
The quinone data in the panels are identical and are plotted using a
shifted ordinate to facilitate comparison.

activated recombination due to the effect of an applied electric
field at room temperature is the same as that of the substituted
quinones, we will also use the energy estimate of Woodbury et
al.25 for this relaxed form of the P*H- state in the following
discussion. The next section addresses the question of the nature
of the correlation between electric field effect and quinone
substitution experiments in the region of activated recombination.
6.3. Activated Recombination Induced by an Electric Field. In
order to estimate the contribution of the activated reaction via
P+H-tothe P*Q,~CRrate, the rate vs free-energy curves obtained
insection 5.3 can be used to calculate parameters for the quantum-
mechanical rate constant for the direct CR process kr(F). By
contrast, the activated pathway, k.c(F) = K o(F)ks(F), is
described by an electric-field-dependent equilibrium constant
K_o(F) and rate constant ks(F), which are defined by eq B.4 in
Appendix B for P*Q,~ CR such that ky(F) = kr(F) + k,o(F).
Thevalue of kr(F) is determined based on the fit to the interaction
energy region between—2200and 600cm-! in Figure 7. Activated
recombination is calculated based on the portion of the curve
with AU > 1300 cm™! using an extrapolated value of kgr(F) and
field dependence of K_o(F) due to the difference dipole moment
Apg = u(P*Q4") - u(PTH-), which is assumed to be the primary
factor giving rise to the large acceleration in rate.
Theactivated recombination rate observed in an applied electric
field is quantitatively larger than expected based on the known
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energetics of the states P*Q,- and P*H-. When the realistic
values of Apg = 50 D, AGg =~ 4000 cm!, and field-independent
ks(0) = 5 X 107 s~! are included in a calculation of the rate vs
free-energy curve including an activated pathway, there is no
change predicted at 160 K and only a small activated rate obtained
at 290 K even at the highest applied electric fields. The observed
activated recombination is much larger at all temperatures above
160 K than that calculated using these parameters. If /> 1,
better agreement is obtained because the equilibrium constant
K_o(F) is more strongly field dependent (see eq B.4). However,
in order to get a calculated k.(F) which agrees with the
experiment, the product Auq:f'in K_o(F) must be 130 D, which
is near the maximum possible value (Auq cannot be greater than
the P*Q,- dipole, u(P*Qa~ = 130 D). Using this upper bound
value of Auq, agreement with the curves in Figure 7 is obtained
if the free energies are AGg = 4200 cm-! for population 2 and
AGq = 3800 cm-! for population 1. These values are consistent
with the energetics of the P*H- state obtained from AQ-
substituted RCs (see section 6.1). These free-energy differences
between the two populations account for the difference in the
activated rate in populations 1 and 2 at 160 and 290 K and are
in agreement with evidence that there is a difference in energy
between the two populations which have different P*Q,~- CR
rate constants,5

The observation that an upper bound value of Aug =~ 130D
(with f'= 1) had to be used in the above calculation suggests that
we cannot ignore the field dependence of ks(F) due to the
difference dipole moment Aus =~ u(P*H-) — u(PH). If the field
dependence of the state ks(F) is included up to the first (linear)
cumulant to give ks(F) = exp{R, + R Aus'F} (using the notation
R, for the nth cumulant of this process), the activated recom-
bination rate can be written as

ko (F) =
expiRy - AGo/kT + (R,Aus + Augsf/KT)F} (13)

If R, > Auq/[ApskT]), this model can account for the electric-
field-induced activated recombination. Independent experimental
evidence of the field dependence of ks(F) must be obtained to
determine if this condition is met.

6.4. Origin of the Temperature-Dependent Reorganization
Energy. The solvent reorganization energy in ET proteins may
depend on the coupled motion of protons on titratable or hydrogen-
bonded residues of the protein. The role of titratable residues
near the Q4 and Qp binding sites has been investigated by isotopic
substitution and kinetics,?360 ENDOR,¢! and proton uptake.S2
Proton uptake studies show that approximately 1.0 protonis taken
up when P+Qg- is formed and 0.4 proton is taken up on average
when P+*Q,- is formed.®2 One hypothesis is that proton uptake
events may be responsible for the relaxation of the P*Q,- state
energy. If the extent of proton uptake is temperature dependent,
there may be a connection between proton uptake and the
temperature-dependent reorganization energy of the CR reaction.
However, recent electrogenicity measurements indicate that the
direction of the charge displacement on the microsecond time
scaleis opposite to that required for protonuptake.®® Furthermore,
the free energy of the P*Q,- state shows only a mild dependence
on the pH of the RC at room temperature (a change of about 0.03
eV isobserved between pH 7 and 1064-%6), The evidence suggests
that there is a conformational change on the microsecond time
scale which may solvate P+*Q,~ once it is formed,% but the details
have not been elucidated.

Regardless of the detailed mechanism, the results presented
here suggest that the P*Q,4- state relaxes in energy on a time
scale which is rapid compared to the recombination time kg but
slow compared to the ks rate. Such a relaxation is consistent
with a smaller energy gap between the P*Q,~ and P*H- state
(AGq) on the time scale relevant for activated recombination.
This could explain why the electric field and quinone substitution
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data are consistent with an energy gap whichis 1000 cm-! smaller
than that estimated by delayed fluorescence measurements of
AGqon the millisecond timescale.#” If thesolvation is temperature
dependent, the relaxation of P*Q4- in energy is consistent with
the temperature dependences of the free energy and reorganization
energy which are found from the analysis of the electric field
effect. The greater extent of solvation of the state P+Q,- by
either reorientation of protein dipoles or proton shifts at higher
temperatures leads to a smaller value of AG,; and a larger value
of A for the CR reaction at higher temperatures.

7. Conclusions

The strong dependence of the rate on electric field at 290 K
is due to the presence of an activated recombination pathway,
combined with a temperature dependence of the free energy and
reorganization energy of the P*Q,- state. The magnitude that
the rate constant for the P*Q,~ charge recombination at zero
field decreases at higher temperature can reasonably be explained
by the assumption that the barrier to recombination is larger at
higher temperature than at lower temperature. An analysis of
the temperature dependence of the electric field effect has been
modeled in terms of a temperature dependence of the reorgan-
ization energy. While quantitative issues remain (especially for
the faster process), the hypothesis of a temperature-dependent
reorganization energy can be used to explain several experimental
results including the data in this paper and the observed difference
in the P*Q,- charge recombination rate when RCs are frozen in
the presence of saturating light.2¢ The assumption that P+Q,-
CR is activationless, based on the best fit to the temperature
dependence of the P*Q,- CR reaction, is consistent with the
electric field effect data at 80 K, but not at higher temperatures.
The simplifying assumption that A =~ —AG, at all temperatures!2
is likely not valid. Evidence was presented suggesting that the
difference between the electric field effect at 80 K and room
temperature may be in part due to relaxation events or confor-
mational charges which solvate the P*Q,-dipole. Thisdifference
cannot be detected from the temperature dependence alone. This
demonstrates that electric field effect experiments on the kinetics
of electron-transfer reactions can be useful for determining
whether measurements of the temperature dependence of ET
accurately estimate the reorganization energy.

The results discussed here have implications for photosynthetic
function. The role of the protein in the stabilization of charge
is likely to be important, and it is likely that proton transfers are
coupled to ET in photosynthetic RCs. The solvation of P*Q,-
by the protein is probably related to the function of this state in
vivo since the Q5 to Qp reaction is controlled by the protonation
state of the protein.2? Given the sensitivity of the P*Q,~ charge
recombination rate to an applied electric field, it is also likely to
be sensitive to the transmembrane potential. Therefore, the
efficiency of ET from Q4~to Qp depends on the interplay between
the protonation state of the cytoplasmic side of the RC, which
controls the forward charge shift rate,2* and the transmembrane
ApH driven by the light reactions of photosynthesis, which
modulates the P*Q,- CR reaction.’
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Appendix A. Experimental Observation of Electric Field
Effect on Steady-State Concentration

A.1. Probe Intensity Dependence of the Electric Field Effect.
The origin of the baseline offset at long times in Figures 2-5 was
investigated in the presence of the probe beam alone as a function
of probe intensity, wavelength, and temperature. These probe-
only experiments turn out to contain a considerable amount of
additional information. They also are an example of a general
class of experiments in which populations in an ET system are
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Figure 10, Electric field effects on P*Q4- population as a function of
probe intensity and spectral bandwidth (F = 0.72 MV /cm, 290 K). (A)
Dependence on probe intensity with a broad-band probe ( ~80 nm; without
laser flash excitation). (B) Dependence on probeintensity with a narrow-
band probe (5 nm centered at 870 nm; without laser flash excitation).
Thestraight dashed line (- - -) represents the measured acelectrochromism
at this wavelength. (C) Profile of the applied voltage.

systematically manipulated and/or switched by an applied field.
This class of experiments may prove to be of more widespread
fundamental or applied interest.

In an applied electric field greater than 0.5 MV /cm and at
temperatures above 140 K, large changes in the signal were
observed for different broad-band probe intensities in the range
10 xW/cm? to 1 mW /cm? in the absence of flash excitation as
shown in Figure 10. The sign and time course of A4 shown in
panels A and B are the same if the polarity of the voltage profile
shown in panel C is reversed. With a probe intensity of 7 = 100
uW/cm?, the change consists of a decrease in the absorbance
following application of the field; however, for 7> 200 uW /cm?,
there is an immediate increase in the absorbance of the P band
which slowly changes to an absorbance decrease at longer times
(t> 100 ms). The overall time courses for data with (Figure 3)
and without (Figure 10) laser flash excitation are similar though
notidentical. A further featurein Figure 10A isthelarge change
in absorbance which accompanies the change in the polarity of
the applied electric field. This absorbance change is larger than
that observed when the voltage is applied initially. In addition,
there is a small change in the absorbance which accompanies the
nulling of the voltage.

As shown in Figure 10B, if a narrow bandwidth probe source
is used, the effects discussed in the previous paragraph are
superimposed on an instantaneous offset which has a magnitude
of A4 = 2.2 X 10-4; this electrochromism (electric-field-induced
AA) is very large for the lowest electronic transition of P.3738 The
intensity dependence for broad-band probe light in panel A is
very similar to that obtained for the narrow band probe shown
in panel B (lower probe intensities were used for the narrow band
probe in order to keep the effect on the same scale as the
electrochromism). Electrochromism (indicated by the straight
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Figure 11. Dependence of the change in [P*Qa-] probed as a function
of wavelength in an applied electric field. F =0.64 MV /cm, and there
is no laser flash excitation. Electric-field-induced A4 at 290 K is shown
as a function of time for selected wavelengths to demonstrate that the
instantaneous offset (electrochromism) and kinetic changes do not have
the same spectrum.

dashed line in Figure 10B) is not probe intensity dependent as
long as the probe beam is not actinic (i.e., only a very small
portion of the sample is in the P*Q, state in the presence of the
probe).

The probe intensity dependence shown in Figure 10 is not due
totheintensity dependence of the electrochromism. Asthe probe
beam intensity increases and appreciable saturation of the ground-
state absorption of P occurs due to population of P*Q,-,
electrochromism in the P absorption band will decrease mono-
tonically and linearly in proportion to the probe intensity until
saturation is reached (assuming no new absorption grows in at
the probe wavelength and the optical density of P is small, which
isthe present case). Thetime dependence of the electrochromism
is exactly that of the applied dc field pulse and is proportional
to the square of the applied field. The electric field effects as a
function of intensity shown in Figure 10A and B are a highly
nonlinear response to a square voltage pulse (Figure 10C). After
a field application of 100 ms or more, AA4 increases with increasing
probe intensity. The long time (¢ > 0.5 s) steady state is an
absorbance change opposite in sign to that expected for saturation
of the electrochromic effect. From Figure 10B, it is evident that
the magnitude of the electrochromism is best measured at the
lowest probe intensity possible. Low probe intensities (/ < 1
pW/cm?) are used routinely in ac measurements of electro-
chromism using lock-in detection,3738

A.2. Time-Dependent Spectral Changes in an Electric Field.
The identity of the state which gives rise to the electric-field-
induced kinetic changes can be established by obtaining a time-
dependent spectrum using a narrow band probe beam (shown in
Figure 11 using a probe intensity of 100 uW/cm?). The entire
spectrum 1 and 400 ms after the field application is plotted in
Figure 12A. The dc offsets at both 1 and 400 ms qualitatively
resemble the ac electrochromism of P3738 also shown in Figure
12A. The kinetic changes in the dc signal suggest that ac
electrochromism should show a frequency dependence at room
temperature as shown in Figure 12A. To obtain the difference
spectrum AAA for the state giving rise to the kinetic changes, the
electric-field-induced AA after 1 ms is subtracted from the A4
after 400 ms, asshownin Figure 12B. AAA obtainedinanapplied
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Figure 12. Comparison of the ac electrochromism and dc electric field
effect experiments at 290 K (F = 6.4 X 10° V/cm). (A) A4 in a dc
applied electric field measured at 1- and 400-ms delay times after the
electric field application along with the ac. AA (electrochromism) using
anapplied electric field at 2 (—) and 416 Hz (- - -). (B) AAA difference
between the electric-field-induced change at 1 ms subtracted from that
at 400 ms compared to a flash-induced difference spectrum. The latter
is scaled in amplitude to the electric-field-induced spectrum for ease of
comparison.

11000

electric field has the appearance of the flash-induced P+Q,-
difference spectrum. The comparison of these spectra suggests
strongly that it is the population of the P*Q,- state in the pre-
sence of a probe beam which is affected by the application of an
electric field.

A.3. Electric Field and Temperature Dependence of the P*Q,-
Steady-State Concentration. The intensity dependence of the
electric field effect proves that this is a change in the steady-state
concentration of P*Q,~ (cf. eq B.5 in Appendix B) rather than
population of the state P¥Q,- by an electric-field-induced shift
in the equilibrium constant of the reaction P+*Qs~— PQ, (cf. eq
B.9). The absence of any population of the state P+*Q4- due to
an electric-field-induced shift in the equilibrium constant for the
P+*Qs~ — PQ, reaction has also been shown using an electric
field pulse/actinic probe experiment. In this experiment, the
sample is kept in the dark while an electric field is applied. After
a time (ranging between 0.4 and 1 s), the field is turned off and
a shutter is opened, allowing a subsaturating actinic probe beam
to interrogate the sample for 3 ms. The amplitude of the actinic
probe at zero field and high field is compared to discern whether
there is any change. This experiment was performed at several
wavelengths characteristic of the P*Q4~difference spectrum. The
result was negative, indicating that at fields as high as 8 X 10°
V/cm at 290 K there was no evidence for population of the state
P*Q,4- due to an applied electric field in the dark. Since the
observed changes in rate and steady-state population are largest
at 290 K, it was concluded that an electric-field-induced change
in the equilibrium constant K._g(F) is negligible.

The response to an applied electric field as a function of
temperature using a narrow bandwidth probe at 870 nm is shown
in Figure 13 at two different probe intensities. The data plotted
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Figure 13. Temperature dependence of the effect of an electric field at

high, I = 400 uW /cm? (---), and low, I = 40 pW /cm? (—), probe

intensity (5 nm bandwidth centered at 870 nm; F = 0.64 MV /cm). (A)

120 K, (B) 160 K, (C) 220 K, (D) 280 K.

using a dashed and solid line in Figure 13 were obtained with
probe intensities of 40 and 200 pW /cm?, respectively. The
instantaneous change in absorbance due to an applied electric
field with no laser flash excitation (dashed line in Figure 10B)
was also observed to have a temperature dependence similar to
that of ac electrochromism.?® The kinetics of the time-dependent
absorbance changes in the first few hundred milliseconds after
an electric field is applied show a much stronger temperature
dependence. In Figure 13A,thedataat 120 K have small changes
relative to the higher temperatures. The instantaneous positive
AA and the trend toward a negative A4 at longer times grow
larger as the temperature is increased to 160, 220, and 280 K in
Figure 13B, C, and D, respectively. The fact that a negative A4
is the sign of the steady-state change in an applied electric field
indicates that the average rate constant for electron transfer from
P*Q4- to the ground state slows down as the temperature is
increased. This is true despite the large increase in rate constant
observed in some orientational subpopulations (see Figures 4
and 5).

The trends in the data as a function of temperature can be
summarized as follows. At low temperatures, there is essentially
no absorbance decrease (further bleaching of P) on the hundreds
of milliseconds time scale such as that observed at 220 and 280
K. Theincrease in absorbance at short times is seen most clearly
at low temperatures but is present at all temperatures. This
increase in ground-state absorption may be due either to quantum
yield failure of one of the two reactions required to reach the
state P*Q,~ % or some orientations of the P*Q,- dipole which
have a more rapid recombination rate constant (activated
recombination discussed in section 6.3). In order to establish
quantum yield failure, electric field effect experiments have been
donein which the voltage was applied prior to a laser flash. These
experiments are described elsewhere. 8

A.4. Discussion. Thetime courseof the response to the applied
electric in Figure 10 needs more explanation. The increase in
AA (thesharpspike evident after field application) is larger when
the polarity of the applied voltage is reversed, than upon the
initial application. This can be explained most simply by
considering the two extreme orientations of the P*Q,4- difference
dipole Ap,: thosealigned with the electric field and those opposing
the electric field direction. This isillustrated in Figure 14 where
the extreme orientations (those most affected) are shown as the
top and bottom sections of a circle which represents the sphere
of dipolar orientations in an isotropic sample. The zero-field
steady-state concentration is represented by the gray shaded area.
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Figure 14. Schematic diagram of the population dynamics as a function
of the orientation of electric dipoles in an applied electric field for an
isotropic sample. The gray area represents the concentration of P*Q,-
at zero field. The black and white areas represent orientations which
have very high and very low steady-state concentrations, respectively.
The time course of the field application is shown in the lower panel. (A)
An isotropic distribution at zero field. (B) With F positive, opposing
dipolar orientations (top) are depleted rapidly, while aligned orientations
(bottom) approach the new steady-state value with a slow rate. (C)
Aligned orientations have reached the steady-state value. (D) A rapid
reversal of the polarity of F causes the new opposing dipolar orientations
(bottom) to be rapidly depleted. The aligned orientations in negative F
(top) had been depleted by the positive F and have not had time to achieve
the new steady state. (E) The aligned orientations have reached the new
steady state in negative F. (F) The anisotropic distribution of dipoles
created by negative F decays with the zero-field rate constant.

The white area signifies a very low steady-state concentration
(empty P*Q,~ levels), and the black area signifies a high steady-
state concentration (filled P*Q,~levels). Atzerofield, the sample
is isotropic, shown by the gray circle in Figure 14A. Figure 14B
shows the result of a field application. Those orientations of Ape,
which oppose the field direction (increased in energy) result in
the increase of A4 immediately after the electric field is gated
on (cf. the 1 mW/cm? data in Figure 10A) because the
recombination rate constant is enhanced due to activated
recombination and the steady-state concentration al/[kg(F) +
ol] has become negligible. The dipoles aligned with the field
have slow recombination rates, but the approach to steady state
is also slow; thus, immediately after field application, the
concentration for these orientations is unchanged. After 0.5 s,
the steady-state concentration has built up to the new value as
shown in Figure 14C.

The sign of the electric field (and thus the sign of ApF) is
reversed in very short time (Figure 14D). Immediately after
field reversal (Figure 14D), the empty P*Q,~ levels (those which
were high in energy before field reversal) are low in energy and
have very slow rates. This population (top) approaches the (high)
steady-state concentration with a slow rate. The filled P*Q4-
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levels (those which were low in energy before field reversal) are
highin energy and reach their new depopulated steady state rapidly
duetoavery fast CR constant. Thus, thelevelsin bothorientations
of Apg, are depopulated as shown in Figure 14D. This explains
why the change in A4 upon field reversal is exactly twice as big
as when the field is gated on from zero (as shown in Figure 10).
After 0.5 s, the same steady-state concentration is reached for
negative voltage as was reached for the positive voltage (Figure
14E). When the voltage is set to zero, all dipolar orientations
have the same energy and decay with the same rate. There is
small overshoot in the applied voltage which probably depletes
some of the population in black area of Figure 14F. Thus, there
is anincrease in A4 after the field is gated off (Figure 10). After
several 1/e times at zero electric field, the sample is once again
isotropic (Figure 14A). We note that this type of field reversal
experiment is in itself a new approach to studying and manip-
ulating ET reactions and may also offer the prospect of interesting
technological applications.6%70

Appendix B. Calculation of the Electric Field Effect on the
Steady-State Concentration

B.1. Electric Field Effect on the Kinetics. The probe beam
introduces a pumping rate constant o/ into the kinetic scheme of
the RC, where o is the absorption cross section and 7 the probe
light intensity (see Figure 1). If o/ is large relative to the charge
recombination rate for a given state (e.8., kg or ks in Figure 1),
that state is driven into saturation. In transient kinetics
experiments, the probe beam is usually kept as weak as possible
in order to avoid distorting the kinetic signal. If the system is
disturbed from equilibrium by a saturating laser flash, the rate
constant for approach to steady state is the sum of the forward
and reverse rates of + kg. In an electric field effect experiment,
the rate constant kg can slow significantly, thus changing the
ratio ¢I/[kr + oI] which determines the steady-state concen-
tration, and it can also distort the experimental observation of
the rate constant kg if the magnitude of kg approaches olI.

The coupled differential equations which describe the change
in population of the states shown in Figure 1 are given below.

d[PHQ,]/dr = kx(F)[P*HQ,] +
ks(F)[P*H'Q,] - (o(F)I + k_x(F))[PHQ,]
d[P+HQA_] /dt = —{kx(F) +
k_o(F}IPYHQ, ] + ko(F)[PHQ,] + k_x(F)[PHQ,]
d[P+H'QA]/dt = —{ko(F) +
ks(F)}[P*H'Q,] + k_o(F)[P*HQ,"] + k,(F)['PHQ,]
d['PHQ,]/dt = —k,(F)['PHQ,] + «(F)I[PHQ,] (B.1)

where, in principle, all of the rate constants are electric field
dependent. The crosssection o(F) of the P absorption band times
the probe intensity /is a field-dependent pumping rate. Equilibria
implicit in this scheme (e.g., K o(F) = k_o(F)/kq(F)) are also
electric field dependent.

The role played by spin states is not considered. In a general
treatment of egs B.1, the equation for the rate of change of the
radical pair state P*H- must be solved using the stochastic
Liouvilleequation.” Even ifspinstates wereincluded, it is possible
to state that the upper limit to charge recombination rate from
the P*H-state is ks(F) (the rate constant for the singlet pathway
of charge recombination from the radical pair state). Since both
the rate constant ks and the rate constant for intersystem crossing
kisc are orders of magnitude faster than P*Q,- charge recom-
bination at zero electric field, to a first approximation we can
assume that activated recombination leads toa much faster charge
recombination regardless of spin.
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B.2. Electric Field Effect on the Charge Recombination Kinetics
of P+Q,~. After laser excitation of the RC, the state P+*Q,4~ is
prepared with quantum yield of unity (in the absence of an electric
field). Using this initial condition and the steady-state approx-
imation for the states [P*H-Q,] and [!PHQ,],

d[P*HQ,] —0 8['PHQ,] =0
e~ o ot

the rate of return to the zero-field steady state with the field on
is

ko (F) = kg(F) + ko(F)(1 - $(F)) + o(F)I(F)  (B.2)

where

ko(F)
k() + ko(F)

This solution is valid for analysis of electric-field-modulated
kinetics when the electric field is gated on immediately after the
laser flash, i.e., after the steps which produce the species whose
decay is monitored (!P — P*H- — P*HQ,~ in this case).

In order to clarify the role of the electric-field-dependent quan-
tities, eq B.2 can be rewritten

ko (F) = kg(F) + K_o(F)ks(F)2(F) + o(F)Io(F)  (B.4)

where K o(F) = exp(-[AGq - Auq/F]/kT), AGq = AG(P*H-)
~ AG(P*Q4) and Aug = u(PtQa) — u(P*H-). The first term
on the right-hand side of eq B.2 (or eq B.4) is the electric-field-
dependent recombination rate constant for the two-level system
in the absence of all other states. The second term is due to
activated recombination, and the third term is intensity dependent.

$(F) = (B.3)

In an external electric field, it is not possible to assume that
the intensity-dependent erm in eq B.4 makes a negligible
contribution. There is an intrinsic limit on the range of rates
which can be sampled by the electric field effect on the reaction
with a lower bound equal to o(F)Io(F) ineq B.4. Thecontribution
due to the intensity dependence of the rate constant is particularly
important at room temperature where the slow process (recom-
bination of population 2) has a rate constant of ca. 10 s-1. If this
rate constant slows by 1 order of magnitude to a rate constant
of 1 571, less than 10 pW/cm? probe intensity must be used in
order not to drive a significant and orientation-dependent portion
of the sample to steady state. It is possible to account for and
exploit this experimental condition by including the steady-state
concentration in the function used to fit the data.

B.3. Electric Field Effect on the P*Q,- Concentration. Using
the steady-state approximation for the state P*Q,-at zero electric
field, the difference between the concentrations of P*Q,- with
and without an applied field F is

A[P*HQ,T] _ o(F)Io(F) + k_x(F)
[PHQulro  [kr(F) + k_o(1 - 8(F))] + o(F)Io(F)
ol
kg + ol (B.5)

where [PHQA] 1ot is the total RC concentration and 7 is the light
intensity.

B.4. Electric Field Effect on the Steady-State Concentration.
The probe-intensity-dependent terms in eq B.5 describe electric-
field-induced changes in the steady-state concentration of P*Q,-
if the rate constant kr(F) and/or equilibrium K_o(F) is highly
field dependent. Assuming that k_g(F) is small (see Appendix
A), the time-dependent change in the steady-state concentration
in an electric field is obtained using the zero-field steady-state
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concentration of [P*HQ,"] as the initial condition and orientation

averaging:

A [P+HQA'] (1)
T [PHQ,)y,

[ [RLe® et
1)) kg + ol

[1 - expi-k,(F)4] d(cos ) (B.6)

where k.(F) is given in eq B.4. The observed time course for
approach to a new steady state is the same as for the decay of
the bleach induced by a laser flash except that it is weighted by
the field-dependent change in steady-state concentration (cf.
Figures 5 and 10). For a system such as the RC where there are
two populations, the amount of each population present at steady
state will be weighted by the factors of/[kg, + o] and ¢1/kg,
+ oI]. Using the experimental rate constants (kg, =~ 15.1 s!
and kg, = 53.7 s71) with their relative amplitudes, the slower
population will contribute approximately 5 times more to the
steady-state signal. We have shown elsewhere that it is justified
to neglect the field dependence of ®(F) in this expression.58

B.S. Electric Field Effect on the Equilibrium Constant. In the
limit of zero probe light intensity, eq B.5 reduces to

A[P*HQ,"] _k(F)
[PHQ Jrat  kgr(F)

The electric-field-dependent equilibrium constant is K g(F) =
k_r(F)/kr(F). This equation gives the equilibrium thermal
population of the state P*Q,~ in an electric field in the dark. If
the zerofield free energy AG, is known, then this equation provides
ameanstodetermine thelocal field correction. Using the principle
of microscopic reversibility, we can write

A[P*HQ, )/[PHQA]y, =

exp(-[AGy ~ Aug/F1/KT) (B.8)

where f'is the local field correction, Aug = u(P*Q4~) — u(PQa),
and effects due to the failure of quantum yield have been ignored.
This equation can be orientation averaged analytically, yielding
the electric-field-induced change in the equilibrium constant.

A[P*HQ,’]
[PHQA] Tot

(B.7)

= exp{-AGg/kT} X

exp(AupfF/kT) - exp(—Aug fF/kT)
[ A /F/KT ] (B.9)

The time-dependent behavior of this signal is obtained by
multiplying by 1 — exp{~(kr(F) + k_r(F))¢} and orientation
averaging analogous to eq B.6. This result is important because
it provides a means to determine the local field correction
experimentally.52
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