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#### Abstract

The block cipher Simon has a very simple round function. This simplicity allows us to compute the correlation matrix of the round function. Despite its simplicity, Simon exhibits some very interesting phenomena with respect to linear cryptanalysis. The combination of an expanding linear function and a compressing nonlinear function creates one-round hulls. These hulls complicate the estimation of the correlation contribution of trails as well as the potential of linear hulls. They cause difficulties in the commonly used methods to estimate the cipher's security against linear cryptanalysis. Finally, because most hulls contain many trails with similar correlation contributions, we can demonstrate erratical behaviour of Matsui's Algorithm 1 when applied in the default way. We also show how Algorithm 1 can be adapted to this situation and recover multiple key bits.
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## 1 Introduction

Linear cryptanalysis is introduced by Matsui and applied to DES in [10]. The formalism of linear cryptanalysis is extended in $[3,5,12]$. These works emphasise the similarity with the formalism for differential cryptanalysis that existed before. The linear hull is introduced as the counterpart of a differential. It is often used to prove the security of block ciphers against cryptanalysis, e.g. in [9]. A critical study of the linear hull effect is presented in [11]. A different framework for linear cryptanalysis, called correlation matrices, is introduced in [6].

In this paper, we revisit [6] an apply it to the block cipher Simon reduced to 3 rounds. Firstly, Simon's simple structure allows to construct simple and illustrative examples to highlight the similarities and differences between the two formalisms for linear cryptanalysis in practice. Secondly, the structure of Simon is sufficiently different from other mainstream ciphers to highlight the impact of some theoretical observations.

In Section 3 we follow the 'classical' formalism and show that the round function of Simon exhibits one-round hulls. In Section 4 we repeat the analysis using correlation matrices and illustrate that these matrices can facilitate the automatic analysis of ciphers, even when one-round hulls exist.

In Section 5 we present our first theoretical observation. We use the theoretical contributions of [6] to discuss the validity of a popular method to compute the potential of a linear hull.

In Section 6 we present our second theoretical observation. We show that when several trails with comparable correlation contributions exist, the performance of Matsui's Algorithm 1 strongly depends on the values of some roundkey bits. When this fact is neglected, the average success rate of Algorithm 1 drops, sometimes dramatically. When this dependency is taken into account, the algorithm can be extended to recover multiple roundkey bits.

## 2 Notation and terminology

In this section, we recall some definitions and terminology from the literature on linear cryptanalysis $[3,5,6,9,10]$.

### 2.1 Boolean functions

We denote the field with two elements by GF(2) and the vector space of dimension $n$ over this field by $\operatorname{GF}(2)^{n}$. We use + to denote addition in this field and in this vector space.

A boolean function $b=f(a)$ is a function $f: \mathrm{GF}(2)^{n} \rightarrow \mathrm{GF}(2)$ mapping a vector of size $n$ with binary components into a single bit. A vector boolean function $b=\alpha(a)$ is a function $\alpha: \operatorname{GF}(2)^{n} \rightarrow \mathrm{GF}(2)^{m}$ that maps a binary vector of size $n$ into a binary vector of size $m$. A permutation is an invertible vector boolean function. A boolean vector function $b=\alpha(a)$ with output size $m$ can be viewed as the parallel execution of $m$ boolean functions such that $b_{i}=\alpha_{i}(a)$ where $0 \leq i \leq m-1$ denotes the bit position.

A keyed boolean vector function $b=f(a, k)=f_{k}(a)$ is a family of boolean vector functions, indexed by a key $k$. An iterative block cipher with $r$ rounds is a composition of $r$ permutations $f_{k_{r-1}} \circ f_{k_{r-2}} \circ \ldots \circ f_{k_{0}}(a)$. Observe that many $r$-round ciphers contain in fact a reduced extra round, consisting only of an extra key addition. We will ignore this. In this paper we will assume that the roundkeys $k_{i}$ are independent. Hence the key of a block cipher, denoted by $k$, is defined as the vector consisting of the concatenation of the $r$ roundkeys $k_{i}$.

### 2.2 Masks and approximations

Let $\alpha, a$ be two vectors of size $n$. Then

$$
\alpha^{t} a=\sum_{i=0}^{n-1} \alpha_{i} \cdot a_{i}
$$

We will call $\alpha$ the mask of $a$. In practical examples, the masks will often contain many zero bits. In order to emphasize which bits are nonzero, we will sometimes use the following set notation:

$$
\alpha=\left\{i_{1}, i_{2}, \ldots, i_{t}\right\} \Leftrightarrow\left\{\begin{array}{l}
\alpha_{j}=1, \forall j \in\left\{i_{1}, i_{2}, \ldots, i_{t}\right\} \\
\alpha_{j}=0, \forall j \notin\left\{i_{1}, i_{2}, \ldots, i_{t}\right\}
\end{array}\right.
$$

Using this notation, the addition (XOR) of two masks corresponds to the symmetric difference operation on the sets.

A linear approximation for a keyed boolean permutation is a tuple $(\alpha, \beta, \gamma)$ such that $\alpha, \beta$ and $\gamma$ are masks for the input, the output and the key, respectively. Let $p$ be the fraction of inputs $a$ for which the equation

$$
\alpha^{t} a+\beta^{t} f_{k}(a)+\gamma^{t} k=0
$$

holds. The correlation of the linear approximation $(\alpha, \beta, \gamma)$ is defined as

$$
\operatorname{cor}(\alpha, \beta, \gamma)=2 \cdot\left(p-\frac{1}{2}\right)=2 p-1
$$

In general, both $p$ and $\operatorname{cor}(\alpha, \beta, \gamma)$ will depend on the value of $k$. When $\gamma=0$, we abbreviate the notation $(\alpha, \beta, 0)$ and $\operatorname{cor}(\alpha, \beta, 0)$ to $(\alpha, \beta)$ and $\operatorname{cor}(\alpha, \beta)$.

### 2.3 Linear hulls and trails

A (linear) trail $\Omega$ covering $r$ rounds of an iterative block cipher is a concatenation of linear approximations each covering a single round such that the output mask of round $i$ equals the input mask of round $i+1$. Hence we can identify the trail with a vector of $r+1$ masks $\omega_{i}, 0 \leq i<r$

$$
\begin{equation*}
\Omega=\left(\omega_{0}, \omega_{1}, \ldots, \omega_{r}\right) \tag{1}
\end{equation*}
$$

Round $i$ has input mask $\omega_{i}$ and output mask $\omega_{i+1}$. The correlation contribution of a trail $\Omega$ is the product of the correlations of the individual rounds:

$$
\begin{equation*}
\operatorname{cor}_{\mathrm{p}}(\Omega)=\prod_{i=0}^{r-1} \operatorname{cor}_{\text {round } i}\left(\omega_{i}, \omega_{i+1}\right) \tag{2}
\end{equation*}
$$

In a key-alternating cipher the round consists of a fixed part $g$ followed by an addition with the round key. We can write:

$$
\begin{equation*}
\operatorname{cor}_{\text {round } i}\left(\omega_{i}, \omega_{i+1}\right)=(-1)^{\omega_{i}^{t} k_{i}} \operatorname{cor}_{g}\left(\omega_{i}, \omega_{i+1}\right) \tag{3}
\end{equation*}
$$

Note, however, that this notation implicitly assumes that to each bit of the round input a different bit of the roundkey is added. We will say more on this in Section 5.3. We obtain:

$$
\begin{equation*}
\operatorname{cor}_{\mathrm{p}}(\Omega)=\prod_{i}(-1)^{\omega_{i}^{t} k_{i}} \operatorname{cor}_{g}\left(\omega_{i}, \omega_{i+1}\right)=\left|\operatorname{cor}_{\mathrm{p}}(\Omega)\right| \cdot(-1)^{d_{\Omega}+\sum_{i} \omega_{i}^{t} k_{i}} \tag{4}
\end{equation*}
$$

with $d_{\Omega}=1$ if $\prod_{i} \operatorname{cor}_{g}\left(\omega_{i}, \omega_{i+1}\right)$ is negative; otherwise $d_{\Omega}=0$.
A linear hull covering $r$ rounds of a block cipher is a tuple $(\alpha, \beta)$. The hull is composed from a set of linear trails all having the same input mask and output masks but that can differ in the intermediate masks. The correlation of a linear hull is

$$
\begin{equation*}
\operatorname{cor}(\alpha, \beta)=\sum_{\substack{\Omega \\ \omega_{0}=\alpha, \omega_{r}=\beta}} \operatorname{cor}_{\mathrm{p}}(\Omega) \tag{5}
\end{equation*}
$$

## 3 One-round hulls in Simon

In this section, we briefly recall the definition of Simon's round function. We prove the existence of one-round hulls, which impact the computation of correlations of multi-round hulls.

### 3.1 Simon

Simon is a family of lightweight block ciphers designed by the US National Security Agency and published in 2013 [2]. The Simon2n/mn family of lightweight block ciphers has 10 members differing in the block and key sizes. All members of the family have a Feistel structure with round function $R$ employing a nonlinear function $f$. In each round $i, R$ receives two $n$-bit input words $X^{i}$ and $Y^{i}$, and outputs two $n$-bit words $X^{i+1}$ and $Y^{i+1}$. The round function uses three operations: addition in $\operatorname{GF}(2)^{n}$, bitwise AND, and a left circular shift by $j$ positions, which we denote by,$+ \&$, and $\lll j$, respectively. The internal non-linear function $f$ is defined as:

$$
f\left(X^{i}\right)=\left[\left(X^{i} \lll 1\right) \&\left(X^{i} \lll 8\right)\right]+\left(X^{i} \lll 2\right)
$$

The output of the round function $R$ on input block $\left(X^{i}, Y^{i}\right)$ is:

$$
R^{i}\left(X^{i}, Y^{i}\right)=\left(Y^{i}+f\left(X^{i}\right)+k^{i}, X^{i}\right)
$$

where $i$ is the round number. The entire cipher is $R^{r-1} \circ R^{r-2} \circ \ldots \circ R^{0}\left(X^{0}, Y^{0}\right)$. The structure of the round function of Simon is depicted in Fig. 1.

### 3.2 Linear hulls and trails through one round of Simon

We use the notation $(a, b, c, d, e)$ to describe a linear trail through one round of Simon. Here $a$ and $b$ denote the left and right input masks; $c$ and $d$ denote the masks at the outputs of the two topmost rotations; $e$ and $b$ denote the left and right output masks (before the swap operation), cf. Figure 1.

We now study the behavior of linear trails over one round of Simon using the rules of propagation of linear trails introduced in [3,5]. The rule for trail propagation over the branch operation implies the following constraint on $a, b, c, d, e$ :

$$
\begin{equation*}
a+e=(b \ggg 2)+(c \ggg 1)+(d \ggg 8) \tag{6}
\end{equation*}
$$

Note that the rule for trail propagation over the addition operation is already implicit in the way we propagate the $b$ mask through Fig. 1. The output bit $z$ of a bitwise AND operation $z=x$ AND $y$ is correlated to the 4 linear functions of the two input bits:

$$
\operatorname{cor}(z, 0)=\operatorname{cor}(z, x)=\operatorname{cor}(z, y)=1 / 2, \operatorname{cor}(z, x+y)=-1 / 2
$$



Fig. 1. Trail through one round of Simon (without the final swap operation). The dashed box indicates the part of the round that we discuss in Section 4.

It follows that the AND operation in Simon leads to the following constraints on $b, c, d$ : if a bit in $c$ or $d$ is set, then the bit in $b$ at the corresponding position needs to be set. This translates to:

$$
\begin{align*}
& \bar{c} \text { OR } b=1  \tag{7}\\
& \bar{d} \text { OR } b=1 \tag{8}
\end{align*}
$$

The following lemma expresses that some one-round trails come in groups.
Lemma 1. Let $(a, b, c, d, e)$ be a one-round trail over Simon. If there exists an index $i$ such that $b_{i}=b_{i+7}=1$, then the trail ( $a, b, c, d, e$ ) satisfies the constraints (6)-(8) if and only if the trail $(a, b, c+(1 \lll i), d+(1 \lll(i+7)), e)$ satisfies the constraints (6)-(8).

Proof. For constraint (6) we have:

$$
\begin{aligned}
((c+(1 \lll i)) & \gg 1)+((d+(1 \lll(i+7))) \ggg 8) \\
& =(c \ggg 1)+(1 \lll(i-1))+(d \ggg 8)+(1 \lll(i+7-8)) \\
& =(c \ggg 1)+(d \ggg 8)
\end{aligned}
$$

Hence both satisfy (6) or neither does. For constraint (7) we see that if bit $i$ of $b$ is set, then the value of $c$ at position $i$ doesn't matter. Hence both $c$ and $c+(1 \lll i)$ satisfy (7), or they both don't satisfy (7). Similar for constraint (8) and $d+(1 \lll(i+7))$.

Since the trails in Lemma 1 have the same input masks $(a, b)$ and the same output masks $(e, b)$, they are in the same one-round linear hull. Fig. 2-Fig. 4 each show two trails derived from one another by means of Lemma 1. Notice that in each set both trails select exactly the same bits of the roundkeys.


Fig. 2. Two trails of a one-round hull.


Fig. 3. Two trails of a second one-round hull.


Fig. 4. Two trails of a third one-round hull. The trails have nonzero contributions of the same magnitude and opposite sign. The hull has correlation zero.

### 3.3 Correlations and correlation contributions

We now want to compute the correlation contributions of the trails of Fig. 2Fig. 4. The usual rule is to assume that all nonlinear functions act independently and to multiply all the correlations. This results in the following values for the correlation contributions of the six trails:

|  | $c$ | $d$ | cor |
| :--- | :---: | :---: | :---: |
| Fig. 2 | $\varnothing$ | $\{14\}$ | $2^{-2}$ |
|  | $\{7\}$ | $\varnothing$ | $2^{-2}$ |
| Fig. 3 | $\varnothing$ | $\varnothing$ | $2^{-2}$ |
|  | $\{5\}$ | $\{12\}$ | $2^{-2}$ |
| Fig. 4 | $\{12\}$ | $\varnothing$ | $2^{-2}$ |
|  | $\{5,12\}$ | $\{12\}$ | $-2^{-2}$ |

In each case by adding the correlation contributions of the two trails we obtain the correct correlation of the hull. However, starting from the observation that when $b_{i}=b_{i+7}=1$, there are pairs of AND gates that share one input bit, we can follow a different approach. Let

$$
s=x \mathrm{AND} y, t=y \mathrm{AND} z
$$

Then we have

$$
s+t=y \operatorname{AND}(x+z)
$$

which implies the following:

$$
\begin{aligned}
\operatorname{cor}(s+t, x+z)=\operatorname{cor}(s+t, 0)=\operatorname{cor}(s+t, y) & =1 / 2 \\
\operatorname{cor}(s+t, x+y+z) & =-1 / 2 \\
\operatorname{cor}(s+t, x+y)=\operatorname{cor}(s+t, y+z) & =0 \\
\operatorname{cor}(s+t, x)=\operatorname{cor}(s+t, z) & =0
\end{aligned}
$$

These values can be used to derive immediately the exact correlations of the linear hulls of Fig. 2-Fig. 4.

## 4 Correlation matrices

In this section, we follow the alternative approach of [6] to compute correlations and correlation contributions.

### 4.1 Correlation matrix for Simon

In order not to repeat too much from the previous approach, we concentrate on the most interesting part of the round function: the AND function combined with the preceding expanding linear function $\operatorname{lin}(x)=(x \lll 1, x \lll 8)$. This part is indicated by a dashed box in Fig. 1. The correlation matrix of a map $f$ is defined as follows:

## Definition 1 (Correlation matrix [6]).

$$
\mathbf{C}_{u w}^{f}=\operatorname{cor}\left(u^{t} f(x), w^{t} x\right)
$$

For a linear map $y=\mathbf{M} x$, we have:

$$
\mathbf{C}_{u w}=\delta\left(\mathbf{M}^{t} u+w\right)
$$

where $\delta$ is the Kronecker-delta function (which is defined by $\delta(0)=1$ and $\delta(x)=$ $0, \forall x \neq 0)$. This gives for $\operatorname{lin}(x)$ :

$$
\mathbf{C}_{u v, w}^{\operatorname{lin}}=\delta(w+(u \ggg 1)+(v \ggg 8))
$$

where we denote the row index of $\mathbf{C}^{\mathrm{lin}}$ by $u v$ in order to make it more clear from the notation this is an expansion function, and hence, the row index of the matrix (i.e., the output) is twice as long as the column index.

The correlation matrix for a 1-bit AND operation $z=x$ AND $y$ is given by:

$$
\mathbf{C}^{\mathrm{A}}=\left[\begin{array}{l}
\operatorname{cor}(0,0) \operatorname{cor}(0, x) \\
\operatorname{cor}(0, y) \\
\operatorname{cor}(z, 0) \\
\operatorname{cor}(z, x) \\
\operatorname{cor}(0, x+y) \\
(z, y) \\
\operatorname{cor}(z, x+y)
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & -\frac{1}{2}
\end{array}\right]
$$

We can express the matrix elements by means of the following formula:

$$
\mathbf{C}_{a, b c}^{\mathrm{A}}=(1-a)(1-b)(1-c)+\frac{1}{2} a(-1)^{b c}
$$

The 16-bit parallel AND operation is a special case of the boxed map discussed in [6]. Hence, we obtain:

$$
\mathbf{C}_{a, b c}^{\mathrm{AND}}=\prod_{i} \mathbf{C}_{a_{i}, b_{i} c_{i}}^{\mathrm{A}}=\prod_{i}\left(\left(1-a_{i}\right)\left(1-b_{i}\right)\left(1-c_{i}\right)+\frac{1}{2} a_{i}(-1)^{b_{i} c_{i}}\right)
$$

In order to compute the correlation matrix for a combined map, we only have to multiply the correlation matrices of its components [6]:

$$
\mathbf{C}^{f_{2} \circ f_{1}}=\mathbf{C}^{f_{2}} \times \mathbf{C}^{f_{1}}
$$

For the combination of $\operatorname{lin}(x)$ and AND, we obtain:

$$
\begin{aligned}
\mathbf{C}_{u, w} & =\sum_{x y} \mathbf{C}_{u, x y}^{\mathrm{AND}} \mathbf{C}_{x y, w}^{\operatorname{lin}} \\
& =\sum_{x y} \prod_{i}\left(\left(1-u_{i}\right)\left(1-x_{i}\right)\left(1-y_{i}\right)+\frac{1}{2} u_{i}(-1)^{x_{i} y_{i}}\right) \delta(w+(x \ggg 1)+(y \ggg 8))
\end{aligned}
$$

The $\delta$-function is nonzero only when $y=(w \lll 8)+(x \lll 7)$. Hence, we obtain:

$$
\begin{equation*}
\mathbf{C}_{u, w}=\sum_{x} \prod_{i}\left(\left(1-u_{i}\right)\left(1-x_{i}\right)\left(1-\left(w_{i-8}+x_{i-7}\right)\right)+\frac{1}{2} u_{i}(-1)^{x_{i}\left(w_{i-8}+x_{i-7}\right)}\right) \tag{9}
\end{equation*}
$$

### 4.2 Examples

We now apply (9) to compute the correlations and correlation contributions of the linear hulls, respectively trails, shown in Fig. 2-4. Remember that we consider only the combination of the linear map lin and the AND operation. We denote the input mask for this combined map by $w$ and the output mask by $u$. They are related as follows to the masks ( $a, b, c, d, e$ ) defining a trail over one round, cf. Fig. 1:

$$
\begin{aligned}
w & =a+e+(b \ggg 2) \\
u & =b
\end{aligned}
$$

The hull of Fig. 2 has input $w=\{6\}=0040_{\mathrm{x}}$ and output $u=\{7,14\}=4080_{\mathrm{x}}$. Filling out these values in (9), we obtain

$$
\mathbf{C}_{4080,0040}=\sum_{x} \prod_{i=7,14}\left(\frac{1}{2}(-1)^{x_{i}\left(w_{i-8}+x_{i-7}\right)}\right) \prod_{i \neq 7,14}\left(1-x_{i}\right)\left(1-\left(w_{i-8}+x_{i-7}\right)\right)
$$

From the first factor of the product on the right, we see that in order to obtain a nonzero contribution, $x_{i}$ must equal 0 for all $i$ except $i=7,14$. Combined with the second factor we obtain that $x_{7}$ is free and all other $x_{i}=0$. Hence we obtain:

$$
\begin{aligned}
\mathbf{C}_{4080,0040} & =\sum_{x_{7}} \prod_{i=7,14} \frac{1}{2}(-1)^{x_{i}\left(w_{i-8}+x_{i-7}\right)} \\
& =\underbrace{\frac{1}{4}(-1)^{0}(-1)^{0}}_{x_{7}=0, \text { trail of Fig. } 2, \text { left }}+\underbrace{\frac{1}{4}(-1)^{0}(-1)^{0}}_{x_{7}=1, \text { trail of Fig. 2, right }}=\frac{1}{2}
\end{aligned}
$$

The two terms in the sum are the correlation contributions of the two trails that are shown in Fig. 2 and that together form the one-round hull.

The hull of Fig. 3 has $w=\varnothing=0000_{\mathrm{x}}$ and $u=\{7,14\}=4080_{\mathrm{x}}$. We obtain:

$$
\mathbf{C}_{4080,0000}=\sum_{x} \prod_{i=7,14}\left(\frac{1}{2}(-1)^{x_{i} x_{i-7}}\right) \prod_{i \neq 7,14}\left(1-x_{i}\right)\left(1-x_{i-7}\right)
$$

From the product on the right, we obtain that $x_{7}$ is free and all other $x_{i}=0$. Hence we obtain

$$
\begin{aligned}
\mathbf{C}_{4080,0000} & =\sum_{x_{7}} \prod_{i=7,14} \frac{1}{2}(-1)^{x_{i} x_{i-7}} \\
& =\underbrace{\frac{1}{4}(-1)^{0}(-1)^{0}}_{x_{7}=0, \text { trail of Fig. 3, left }}+\underbrace{\frac{1}{4}(-1)^{0}(-1)^{0}}_{x_{7}=1, \text { trail of Fig. 3, right }}=\frac{1}{2}
\end{aligned}
$$

The hull of Fig. 4 has $w=\{13\}=2000_{\mathbf{x}}$ and $u=\{7,14\}=4080_{\mathbf{x}}$. We obtain:

$$
\mathbf{C}_{4080,2000}=\sum_{x} \prod_{i=7,14}\left(\frac{1}{2}(-1)^{x_{i}\left(w_{i-8}+x_{i-7}\right)}\right) \prod_{i \neq 7,14}\left(1-x_{i}\right)\left(1-\left(w_{i-8}+x_{i-7}\right)\right)
$$

From the product on the right, we obtain that $x_{7}$ is free, $x_{14}=1$ and all other $x_{i}=0$.

$$
\begin{aligned}
\mathbf{C}_{1040,0800} & =\sum_{x_{7}} \prod_{i=7,14} \frac{1}{2}(-1)^{x_{i}\left(w_{i-8}+x_{i-7}\right)} \\
& =\frac{1}{4}(-1)^{0}(-1)^{0}+\frac{1}{4}(-1)^{0}(-1)^{1}=0
\end{aligned}
$$

We see that the two trails of this hull have opposite contributions, resulting in a correlation zero for the hull.

### 4.3 Conclusion

As expected, this method gives the same results as the method of Section 3. Observe that the dependence between the inputs of the AND operation is taken care of automatically. Observe also that while the end result of this method is the correlation of the linear hull, we also obtain the correlation contributions of all the individual trails as the nonzero terms in the final sum.

## 5 Expected correlation and potential

Several recent works provide bounds for the security of ARX ciphers and other ciphers defined at bit-level against linear cryptanalysis by bounding the potential of linear hulls [14-16]. The bounds on the hulls are computed by summing the squares of the expected values of the correlation contributions of the linear trails, which are constructed automatically using mixed-integer linear programming (MILP) techniques.

Several of these works mention the problem that may arise in the computation of the correlation contribution of a linear trail when non-linear functions share inputs. We showed in Section 4 that correlation matrices don't have this problem.

In this section we address a second problem with the computation of the potential. Note that this problem doesn't occur for differential characteristics and differentials. It is one reason why we do not agree that differential and linear trails can be treated in exactly the same way, as is claimed e.g. in [16].

### 5.1 Expected correlation

For a key-alternating cipher, the expected value (over all roundkeys) of the correlation contribution of a linear trail equals

$$
\begin{equation*}
\mathrm{E}\left[\operatorname{cor}_{\mathrm{p}}(\Omega)\right]=0 \tag{10}
\end{equation*}
$$

This follows directly by taking the expectation of (4). Intuitively, (10) might look contradictory to [10], in particular to Algorithm 1. The apparent contradiction can be solved as follows. Although [6] writes:

The multiple-round linear expressions described in [10] correspond with what we call linear trails.
there is in fact a difference. The approximations of [10] are linear expressions in terms of plaintext bits, ciphertext bits and roundkey bits. In the trails of [6], the roundkey bits are left out of the expression. It follows that the expected value of the correlation contribution becomes zero. By (5) we obtain that the expected value over all roundkeys of the correlation of a linear hull is

$$
\mathrm{E}[\operatorname{cor}(a, b)]=0 .
$$

### 5.2 Potential

Since the data complexity of a linear attack is inversely proportional to the square of the correlation, it is of importance to know or to bound the value

$$
\mathrm{E}\left[(\operatorname{cor}(a, b))^{2}\right]
$$

In [12], Nyberg calls this quantity the potential of the linear hull, and gives the following formula to compute it:

$$
\begin{equation*}
\mathrm{E}\left[(\operatorname{cor}(a, b))^{2}\right]=\sum_{\substack{\Omega \\ \omega_{0}=a, \omega_{r}=b}}\left(\operatorname{cor}_{\mathrm{p}}(\Omega)\right)^{2} \tag{11}
\end{equation*}
$$

The potential is also called the Expected Linear Probability (ELP). We briefly recall here the proof for (11), using our own notation. By definition of expectation, we have:

$$
\mathrm{E}\left[(\operatorname{cor}(a, b))^{2}\right]=\frac{1}{K} \sum_{k}\left(\sum_{\substack{\Omega \\ \omega_{0}=a, \omega_{r}=b}} \operatorname{cor}_{\mathrm{p}}(\Omega)\right)\left(\sum_{\substack{\Omega^{\prime} \\ \omega_{0}^{\prime}=a, \omega_{r}^{\prime}=b}} \operatorname{cor}_{\mathrm{p}}\left(\Omega^{\prime}\right)\right)
$$

Using (4):

$$
=\frac{1}{K} \sum_{\Omega} \sum_{\Omega^{\prime}}\left(\sum_{k}(-1)^{d_{\Omega}+d_{\Omega^{\prime}}+\sum_{i}\left(\omega_{i}+\omega_{i}^{\prime}\right)^{t} k_{i}}\left|\operatorname{cor}_{\mathrm{p}}(\Omega)\right|\left|\operatorname{cor}_{\mathrm{p}}\left(\Omega^{\prime}\right)\right|\right)
$$

Since

$$
\sum_{k}(-1)^{\sum_{i}\left(\omega_{i}+\omega_{i}^{\prime}\right)^{t} k_{i}}= \begin{cases}K & \text { if } \omega_{i}=\omega_{i}^{\prime}, \forall i  \tag{12}\\ 0 & \text { else }\end{cases}
$$

we have:

$$
\begin{equation*}
\mathrm{E}\left[(\operatorname{cor}(a, b))^{2}\right]=\sum_{\Omega}\left(\operatorname{cor}_{\mathrm{p}}(\Omega)\right)^{2} \tag{13}
\end{equation*}
$$

### 5.3 Additions/corrections

If a cipher exhibits one-round hulls like described in Section 3, Formula (13) is no longer correct. Since in this case we no longer have a one-to-one mapping between the linear masks of the roundkey and the linear mask of the round input, (3) has to be slightly rewritten.

Firstly, we need new notation to distinguish between the mask for the round input and the mask for the roundkey. From now on, we will use $\omega_{i}$ to denote the mask for the roundkey of round $i$, and $\Omega$ to denote the vector of roundkey masks. We will use $w_{i}$ to denote the mask for the "data" input of round $i$ and $W$ to denote the vector of data masks: $W=\left(w_{0}, w_{1}, \ldots w_{r}\right)$. We denote by $l$, respectively $L$, the functions mapping $w_{i}$ to the corresponding $\omega_{i}$, respectively $W$ to the corresponding $\Omega$. These functions are specific to the cipher. With this notation, (3) becomes:

$$
\operatorname{cor}_{\mathrm{round}} i\left(w_{i}, w_{i+1}\right)=(-1)^{\omega_{i}^{t} k_{i}} \operatorname{cor}_{g}\left(w_{i}, w_{i+1}\right)
$$

with $\omega_{i}=l\left(w_{i}\right)$.
When $L$ is one-to-one, formula (13) applies without modifications. However, if $L$ is a non-injective map, then the sum of (12) become nonzero as soon as $\Omega=\Omega^{\prime}$, which still allows $W \neq W^{\prime}$. Hence (13) becomes:

$$
\mathrm{E}\left[(\operatorname{cor}(a, b))^{2}\right]=\sum_{\Omega} \sum_{\substack{W, W^{\prime} \\ L(W)=L\left(W^{\prime}\right)=\Omega}}\left(\operatorname{cor}_{\mathrm{p}}(W)\right)\left(\operatorname{cor}_{\mathrm{p}}\left(W^{\prime}\right)\right)
$$

Converting back, we obtain:

$$
\begin{equation*}
\mathrm{E}\left[(\operatorname{cor}(a, b))^{2}\right]=\sum_{\Omega}\left(\sum_{\substack{W \\ L(W)=\Omega}} \operatorname{cor}_{\mathrm{p}}(W)\right)^{2} \tag{14}
\end{equation*}
$$

Comparing (11) to (14), we see that the difference between the two values can take positive as well as negative values. In particular when there are several trails with correlation contributions of comparable magnitude, the difference can be significant.

### 5.4 Conclusion

Finally, we would like to discuss when (14) has to be used instead of (13), or in other words: "For which ciphers is the map $L$ from data-input masks to roundkey masks not one-to-one?" We already demonstrated that Simon is such a cipher. Also Speck and ciphers using Substitution-Permutation-Substitution (SPS) round functions like Camellia [1] are in this category.

Perhaps we should conclude that the difference between (13) and (14) points to a problem with the methodology being used to construct linear trails. Indeed, it would be possible to define a linear trail by its roundkey mask, and then adapt the method to compute its correlation contribution to make sure that all terms are included.

## 6 On Matsui's Algorithm 1

In this section, we show by example that the success rate of Matsui's Algorithm 1 is influenced by all the trails in the same linear hull. Sometimes, the success rate will be worse than the estimate based on the study of a single trail. We are aware that Matsui's Algorithm 2 is used more often than Algorithm 1, but in this paper, we study only Algorithm 1.

We adopt the figures of [10, Table 2] to express the relation between correlation of a hull, the number of known plaintext and the success rate. Concretely, we derive from the table that if the hull has correlation $c$, then using $c^{-2}, 4 \cdot c^{-2}$ and $8 c^{-2}$ known plaintexts, the algorithm achieves success rates of respectively $84 \%, 98 \%$ and $100 \%$.

### 6.1 Four trails through three rounds of Simon

Fig. 5 and Fig. 6 show four trails through three rounds of Simon-32. All four trails start from the plaintext bits $\{8,10,16,28\}$ and end in the ciphertext bit $\{16\}$. Hence they belong to the same 3 -round linear hull. It can be shown that this 3 -round hull doesn't have any other trails with nonzero correlation contribution. Observe that these 4 linear trails are linearly dependent: denoting the vector of roundkey masks of Trail $i$ by $\Omega_{i}$, we have

$$
\Omega_{1}+\Omega_{2}+\Omega_{3}+\Omega_{4}=0
$$

All trails involve bits $\{0,12\}$ from the first roundkey and bit $\{0\}$ from the third roundkey. The bits of the second roundkey are involved as follows:

> Trail 1: bit 14
> Trail 2: bits 8,14
> Trail 3: bits 14,15
> Trail 4: bits $8,14,15$

We denote by $Z$ the sum of the roundkey bits involved in Trail 1. The sum of the roundkey bits involved in Trail 2,3 and 4 , we denote respectively by $Z+z_{0}$, $Z+z_{1}$ and $Z+z_{0}+z_{1}$.

### 6.2 Correlation contributions of the trails

Straightforward computations similar to the computations in Section 3 and Section 4 show that the trails have the following correlation contributions:

$$
\begin{aligned}
& \text { Trail 1: } \operatorname{cor}_{\mathrm{p}}^{(1)}=(-1)^{Z} \cdot 2^{-4} \\
& \text { Trail 2: } \operatorname{cor}_{\mathrm{p}}^{(2)}=(-1)^{Z+z_{0}} \cdot 2^{-5} \\
& \text { Trail 3: } \operatorname{cor}_{\mathrm{p}}^{(3)}=(-1)^{Z+z_{1}+1} \cdot 2^{-5} \\
& \text { Trail 4: } \operatorname{cor}_{\mathrm{p}}^{(4)}=(-1)^{Z+z_{0}+z_{1}} \cdot 2^{-5}
\end{aligned}
$$



Fig. 5. Two trails in a 3 -round linear hull. Trail 1 is shown on the left, Trail 2 on the right.


Fig. 6. Two more trails in the same 3-round linear hull as Figure 5. Trail 3 is shown on the left, Trail 4 on the right.

Table 1. The possible values for $\operatorname{cor}_{h}$.

| $Z$ | $z_{0}$ | $z_{1}$ | Correlation. |
| :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=3 \cdot 2^{-5}$ |
| 0 | 0 | 1 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=3 \cdot 2^{-5}$ |
| 0 | 1 | 0 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=-2^{-5}$ |
| 0 | 1 | 1 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=3 \cdot 2^{-5}$ |
| 1 | 0 | 0 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=-3 \cdot 2^{-5}$ |
| 1 | 0 | 1 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=-3 \cdot 2^{-5}$ |
| 1 | 1 | 0 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=2^{-5}$ |
| 1 | 1 | 1 | $(-1)^{0} \cdot 2^{-5} \cdot\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)=-3 \cdot 2^{-5}$ |

Note that these correlation contributions exist only as intermediate mathematical results. In an experiment, we can only measure the sum of the four correlation contributions, i.e. the correlation of the hull. We denote the correlation of the hull by cor $_{h}$ and obtain:

$$
\begin{align*}
\operatorname{cor}_{h} & =(-1)^{Z} \cdot 2^{-4}+(-1)^{Z+z_{0}} 2^{-5}+(-1)^{Z+z_{1}+1} 2^{-5}+(-1)^{Z+z_{3}} 2^{-5}  \tag{15}\\
& =(-1)^{Z} \cdot 2^{-5}\left(2+(-1)^{z_{0}}+(-1)^{z_{1}+1}+(-1)^{z_{0}+z_{1}}\right)  \tag{16}\\
& =(-1)^{Z+z_{0}} \cdot 2^{-5}\left((-1)^{z_{0}} \cdot 2+1+(-1)^{z_{1}+z_{0}+1}+(-1)^{z_{1}}\right)  \tag{17}\\
& =(-1)^{Z+z_{1}} \cdot 2^{-5}\left((-1)^{z_{1}} \cdot 2+(-1)^{z_{0}+z_{1}}-1+(-1)^{z_{0}}\right)  \tag{18}\\
& =(-1)^{Z+z_{0}+z_{1}} \cdot 2^{-5}\left((-1)^{z_{0}+z_{1}} \cdot 2+(-1)^{z_{1}}+(-1)^{z_{0}+1}+1\right) \tag{19}
\end{align*}
$$

From (15) we see that the correlation is determined by the values of $Z, Z+$ $z_{0}, Z+z_{1}+1$, and $Z+z_{0}+z_{1}$. Table 1 considers the 8 possible assignments for these variables and their correlations. We see that for a fixed $Z$, the value $(-1)^{Z} \cdot 3 \cdot 2^{-5}$ is three times more likely to occur than the value $(-1)^{Z+1} \cdot 2^{-5}$. In the following, we will investigate how likely each value is, and show how different values affect the success rate of Matsui's Algorithm 1 when different trails are considered as if they are the only trails.

### 6.3 Knowing Trail 1 only

In order to apply Algorithm 1 using Trail 1, the adversary first computes the correlation contribution of Trail 1:

$$
\begin{equation*}
\operatorname{cor}_{\mathrm{p}}^{(1)}=(-1)^{Z} \cdot 2^{-4} \tag{20}
\end{equation*}
$$

Using the assumption that the correlation of the hull is approximately equal to the correlation contribution of Trail 1, the adversary concludes that a sample of $N=2^{10}$ known plaintexts should be sufficient to estimate $Z$ with a success rate of $98 \%$.

Subsequently, the adversary collects a sample of $N$ known plaintexts and uses them to compute the experimental correlation $\hat{c}$. Depending on the value
of $\hat{c}$, the adversary "guesses" a value for the sum (XOR) of the roundkey bits associated with the trail. Using (20) the adversary is led to believe that the actual bias can only take the values $2^{-4}$ and $-2^{-4}$ and so the obvious decision rule is to guess for the XOR of the roundkey bits the value 1 if $\hat{c}<0$, and the value 0 if $\hat{c}>0$. From (16), however, we obtain:

$$
\begin{aligned}
& z_{0}=0, z_{1}=0 \rightarrow \operatorname{cor}_{h}=(-1)^{Z} \cdot 3 \cdot 2^{-5} \\
& z_{0}=0, z_{1}=1 \rightarrow \operatorname{cor}_{h}=(-1)^{Z} \cdot 3 \cdot 2^{-5} \\
& z_{0}=1, z_{1}=0 \rightarrow \operatorname{cor}_{h}=(-1)^{Z} \cdot(-1) \cdot 2^{-5} \\
& z_{0}=1, z_{1}=1 \rightarrow \operatorname{cor}_{h}=(-1)^{Z} \cdot 3 \cdot 2^{-5}
\end{aligned}
$$

In the first, the second and the last case, the actual correlation is $(-1)^{Z} \cdot 3 \cdot 2^{-5}$, which is $50 \%$ larger than the value that was obtained using Trail 1 only. Using $2^{10}$ known plaintexts, the success rate of Algorithm 1 increases from the predicted $98 \%$ to $100 \%$.

In the third case, however, not only the magnitude of the correlation has decreased, but also the sign has changed. This means that Algorithm 1's estimate for $Z$ will be usually wrong! The success rate drops from the predicted $98 \%$ to $100-84=16 \%$. We conclude that the average success rate of Matsui's Algorithm 1 drops from the predicted $98 \%$ to

$$
0.75 \cdot 100 \%+0.25 \cdot 16 \%=79 \%
$$

When the data complexity is increased, the estimate of the actual correlation through the sample correlation is improved. This means that the first term in the sum increases, while the second one decreases. The success probability in the general case is given by:

$$
1-0.75 \cdot \phi\left(\frac{-\left(\frac{N}{2}+3 \cdot N \cdot 2^{-6}-\frac{N}{2}\right)}{\sqrt{\frac{N}{4}-9 \cdot N \cdot 2^{-12}}}\right)+0.25 \cdot \phi\left(\frac{-\left(\frac{N}{2}-N \cdot 2^{-6}-\frac{N}{2}\right)}{\sqrt{\frac{N}{4}+\cdot N \cdot 2^{-12}}}\right)
$$

Differentiating with respect to $N$ shows that the function is maximised with a success rate of $80 \%$ when $N=2^{9.12}$, and tends to $75 \%$ as $N$ tends to $2^{32}$.

### 6.4 Knowing only one of the the Trails 2-4

Similar to the case of Trail 1, we can use (17)-(19) to compute the ratio of the correlation of the hull over the correlation contribution of one trail. Table 2 shows the results: at the top of each column we see the correlation contribution of each trail; below we find the ratio, for the different values of $z_{0}$ and $z_{1}$. Hence, for Trail 2 , the adversary will compute

$$
\operatorname{cor}_{\mathrm{p}}^{(2)}=(-1)^{Z+z_{0}} 2^{-5}
$$

and conclude that $2^{12}$ known plaintexts should be sufficient to estimate $Z+z_{0}$ with a success rate of $98 \%$. Since the predicted correlation differs only in sign,

Table 2. Correlation contributions of the four trails (top) and the ratio of the correlation of the hull over the correlation contribution of one trail, for the different values of $z_{0}$ and $z_{1}$

|  | Trail 1 <br> $z_{0}$ <br> $z_{1}$ | Trail 2 <br> $(-1)^{Z} \cdot 2^{-4}$ | Trail 3 <br> $(-1)^{Z+z_{0}} \cdot 2^{-5}$ | Trail 4 <br> $(-1)^{Z+z_{1}+1} \cdot 2^{-5}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $3 / 2$ | 3 | 3 | 3 |
| 0 | 1 | $3 / 2$ | 3 | -3 | $-1)^{Z+z_{0}+z_{1}} \cdot 2^{-5}$ |

the decision rule for the guessed sum of the roundkey bits is as before. Repeating the success rate analysis and using the numbers from Table 2, we learn that the success rate with $2^{12}$ known plaintexts drops from the predicted $98 \%$ to

$$
0.5 \cdot 100 \%+0.25 \cdot 98 \%+0.25 \cdot 0 \%=74.5 \%
$$

The success rate is maximised and saturates with $75 \%$ when $N$ grows beyond $2^{12.1}$ as the middle term tends to $100 \%$ and the others stay steady. Similar computations give for Trail 4 the same result as for Trail 2. For Trail 3, setting $N=2^{12}$ gives a reduced success rate of:

$$
0.25 \cdot 100 \%+0.5 \cdot 0 \%+0.25 \cdot 2 \%=25.5 \%
$$

A success rate below $50 \%$ means that Algorithm 1 will more often produce the wrong answer.

### 6.5 Knowing all Trails

When all trails are taken into account, Matsui's Algorithm 1 can be extended and recover more than a single bit. The approach can be summarized as follows. The adversary knows now that the correlation of the hull can take 4 values, distanced $2 \cdot 2^{-5}$ apart, cf. (15) and Table 1. The adversary divides the space of possible $\hat{c}$ outcomes into four regions instead of just two. After collecting $N$ plaintexts, the adversary computes $\hat{c}$ and guesses for the key bits the values that produce the correlation the closest to $\hat{c}$. We can compute the success rate as follows.

If $Z=0$ and $z_{0} z_{1} \in\{00,01,11\}$, then $\operatorname{cor}_{h}=3 \cdot 2^{-5}$. The attack will be succesful if $\hat{c}>2^{-4}$. When $N=2^{12}$, this happens with probability 0.98 . The adversary obtains $1+3\left(-1 / 3 \log _{2}(1 / 3)\right)=1+\log _{2}(3) \approx 2.6$ bits of information.
If $Z=0$ and $z_{0} z_{1}=10$, then $\operatorname{cor}_{h}=-1 \cdot 2^{-5}$. The attack will be succesful if $-2^{-4}<\hat{c}<0$. When $N=2^{12}$, this happens with probability 0.95 . The adversary obtains 3 bits of information.

If $Z=1$ and $z_{0} z_{1}=10$, then cor $_{h}=2^{-5}$. The attack will be succesful if $0<$ $\hat{c}<2^{-4}$. When $N=2^{12}$, this happens with probability 0.95 . The adversary obtains 3 bits of information.
If $Z=1$ and $z_{0} z_{1} \in\{00,01,11\}$, then $\operatorname{cor}_{h}=-3 \cdot 2^{-5}$. The attack will be succesful if $\hat{c}<-2^{-4}$. When $N=2^{12}$, this happens with probability 0.98 . The adversary obtains 2.6 bits of information.

### 6.6 Conclusion

It has been observed before that the accuracy of linear attacks can be improved if multiple trails are taken into account [4,7,8]. The example that we treated in this section illustrates this for the specific case where we use Matsui's Algorithm 1 and all trails are in the same linear hull.

When we take the dependencies on the roundkey bits into account, we can use Algorithm 1 to recover more than 1 key bit. However, when we do not take into account these dependencies, there are cases where Algorithm 1 systematically provides the wrong outcome, no matter how much we increase $N$.

It remains to be investigated how we can extend this analysis to hulls over more rounds, when it becomes infeasible to enumerate all the trails. Secondly, it would be interesting to investigate the consequences for Matsui's Algorithm 2. Algorithm 2 tries to find the last-round keys that minimise the distance between the correlation over $R-x$ rounds that is predicted by the adversary and the experimental correlation computed from ciphertexts and known plaintexts. If the actual correlation is very far from the predicated correlation, as we observed here, there could be many wrong keys ranked above the correct key.
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