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Research on Methods of Mining
Multiple Predicate Information for Semantic Role Labeling

YANG Haitong

ABSTRACT

Semantic Role Labeling (SRL) is a kind of shallow semantic parsing in Natural Language
Processing. Given a sentence, it analyzes the semantic relations between the predicate and the
arguments and the shallow semantic of the sentence can be obtained. Since SRL can provide
simple, accurate and useful semantic analysis, it has caught much attention from researchers and has
been applied in many NLP tasks such as information retrieval, question answering, and machine
translation etc.

Semantic Role Labeling analyzes the semantic relations between the predicate and the arguments
in a sentence and the predicate dominates the predicate-argument structure. In other words, the
predicate dominates the semantic expression of a sentence and its arguments serve for the predicate.
However, in existing methods, the predicate is just treated as a feature in argument classification,
which could not match its dominated position of the predicate-argument structure. Therefore, this
thesis has conducted researches on how to mine the predicate information to improve semantic role
labeling. This thesis focuses on three kinds of predicate information: the predicate prior, the
multi-predicate information and bilingual predicates’ complementary information. To incorporate
the three kinds of information into semantic role labeling, this thesis has proposed the following
methods:




1. Aglobal generative model for semantic role labeling
In a sentence, the predicate and its arguments compose of a whole and have close relations. But,
existing methods ignore the relations between the predicate and its arguments. In these methods,
each argument is classified independently. In fact, there are common points for predicates, like no
duplication for core arguments, and characteristics, like a location argument accompanying “45
13” . These phenomena show the close relations between the predicate and its arguments and these
knowledge can be thought of the predicate prior information. We think the predicate prior is helpful
for semantic role labeling. To incorporate the predicate prior information, we construct a novel
concept called Predicate-Argument-Coalition (PAC) and based on PAC we have proposed a global
generative model for semantic role labeling. The experimental results show that our method can
handle the relations between the predicate and its arguments, fully mine the characteristics of each
predicate and improve significantly the performance of semantic role labeling.

2. Discriminative reranking-based multi-predicate semantic role labeling. The existing systems of
semantic role labeling, for a given predicate, recognize its arguments and perform argument
classifications and then analyze the next predicate. In other words, the existing systems perform
semantic parsing for each predicate independently. These systems only focus on one predicate’s
semantic parsing while ignoring other predicates in the same sentence. In the daily life, it is very
common that a sentence contains multiple predicates. According to statistics, more than 80%
sentences constrains more than two predicates. These predicates are in the same sentence and they
convey the whole semantic of the sentence together. Thus, the semantic parsing of these predicates
should have relations. In this thesis, we investigate multiple predicates’ effects on argument
identification and argument classification. In specific, we add some novel predicate-related features
in argument identification which are proved to remove many identification errors; in argument
classification, we propose a discriminative reranking approach which is proved to improve
argument classification significantly with global information.

3. Bilingual semantic role labeling via dual decomposition
Since cross lingual tasks such as machine translation need bilingual semantic analysis, this thesis
investigates the task of bilingual semantic role labeling. Bilingual semantic role labeling is a task of
making semantic parsing on bilingual parallel corpora. The semantic equivalence of the parallel
bi-texts means that they should have the same predicate semantic structure. A conventional way to
perform bilingual SRL is using monolingual SRL systems to perform SRL on each side of bi-texts
separately. But, this method completely ignore the consistence of bi-texts’ semantics. And, if the
results for a bi-text are inconsistent, there must be an incorrect one. We could correct the case by
utilizing the information of the other end. Therefore, we think there are a lot of complementary
information in the two sides of bi-texts. To utilize these information, we proposed a novel method
called bilingual semantic role labeling via dual decomposition. Experimental results show that our
method yields significant improvements over the state-of-the-art monolingual systems and also is
very fast.

In summary, the predicate dominates the predicate-argument structure but in existing methods,
the predicate is just treated as a feature in argument classification, which could not match its
dominate position. Therefore, this thesis investigates how to utilize the predicate information to
improve the system of semantic role labeling. In specific, we have investigated three kinds of
predicate information: the predicate prior, multi-predicate information and bilingual predicate
complementary information. Experimental results show that these predicate information are very
helpful for improving semantic role labeling.

Key words: semantic role labeling, predicate prior information, multi-predicate information,
bilingual predicates, bilingual semantic role labeling, dual decomposition
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