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## 1. Introduction

During the last 15 years econometric techniques for evaluating macroeconomic policy using dynamic stochastic models in which expectations are consistent, or rational, have been developed extensively. Designed to solve, control, estimate, or test such models, these techniques have become essential for theoretical and applied research in macroeconomics. Many recent macro policy debates have taken place in the setting of dynamic rational expectations models. At their best they provide a realistic framework for evaluating policy and empirically testing assumptions and theories. At their worst, they serve as a benchmark from which the effect of alternative assumptions can be examined. Both "new Keynesian" theories with sticky prices and rational expectations, as well as "new Classical" theories with perfectly flexible prices and rational expectations fall within the domain of such models. Although the models entail very specific assumptions about expectation formation and about the stochastic processes generating the macroeconomic time series, they may serve as an approximation in other circumstances where the assumptions do not literally hold.

The aim of this chapter is to describe and explain these recently developed policy evaluation techniques. The focus is on discrete time stochastic models, though some effort is made to relate the methods to the geometric approach (i.e. phase diagrams and saddlepoint manifolds) commonly used in theoretical continuous time models. The exposition centers around a number of specific prototype rational expectations models. These models are useful for motivating the solution methods and are of some practical interest per se. Moreover, the techniques for analyzing these prototype models can be adapted fairly easily to more general models. Rational expectations techniques are much like techniques to solve differential equations: once some of the basic ideas, skills, and tricks are learned, applying them to more general or higher order models is straightforward and, as in many differential equations texts, might be left as exercises.

Solution methods for several prototype models are discussed in Section 2. The effects of anticipated, unanticipated, temporary, or permanent changes in the policy variables are calculated. The stochastic steady state solution is derived, and the possibility of non-uniqueness is discussed. Evaluation of policy rules and estimation techniques oriented toward the prototype models are discussed in Sections 3 and 4. Techniques for general linear and nonlinear models are discussed in Sections 5 and 6.

## 2. Solution concepts and techniques

The sine qua non of a rational expectations model is the appearance of forecasts of events based on information available before the events take place. Many
different techniques have been developed to solve such models. Some of these techniques are designed for large models with very general structures. Others are designed to be used in full information estimation where a premium is placed on computing reduced form parameters in terms of structural parameters as quickly and efficiently as possible. Others are short-cut methods designed to exploit special features of a particular model. Still others are designed for exposition where a premium is placed on analytic tractability and intuitive appeal. Graphical methods fall in this last category.

In this section, I examine the basic solution concept and explain how to obtain the solutions of some typical linear rational expectations models. For expositional purposes I feel the method of undetermined coefficients is most useful. This method is used in time series analysis to convert stochastic difference equations into deterministic difference equations in the coefficients of the infinite moving average representation. [See Anderson (1971, p. 236) or Harvey (1981, p. 38)]. The difference equations in the coefficients have exactly the same form as a deterministic version of the original model, so that the method can make use of techniques available to solve deterministic difference equations. This method was used by Muth (1961) in his original exposition of the rational expectations assumption. It provides a general unified treatment of most stochastic rational expectations models without requiring knowledge of any advanced techniques, and it clearly reveals the nature of the assumptions necessary for existence and uniqueness of solutions. It also allows for different viewpoint dates for expectations, and provides an easy way to distinguish between the effects of anticipated versus unanticipated policy shifts. The method gives the solution in terms of an infinite moving average representation which is also convenient for comparing a model's properties with the data as represented in estimated infinite moving average representations. An example of such a comparison appears in Taylor (1980b). An infinite moving average representation, however, is not useful for maximum likelihood estimation for which a finite ARMA model is needed. Although it is usually easy to convert an infinite moving average model into a finite ARMA model, there are computationally more advantageous ways to compute the ARMA model directly as we will describe below.

### 2.1. Scalar models

Let $y_{t}$ be a random variable satisfying the relationship

$$
\begin{equation*}
y_{t}=\alpha \underset{t}{\mathrm{E}} y_{t+1}+\delta u_{t}, \tag{2.1}
\end{equation*}
$$

where $\alpha$ and $\delta$ are parameters and $\mathrm{E}_{t}$ is the conditional expectation based on all information through period $t$. The variable $u_{t}$ is an exogenous shift variable or "shock" to the equation. It is assumed to follow a general linear process with the
representation

$$
\begin{equation*}
u_{t}=\sum_{i=0}^{\infty} \theta_{i} \varepsilon_{t-i} \tag{2.2}
\end{equation*}
$$

where $\theta_{i}=0,1,2, \ldots$ is a sequence of parameters, and where $\varepsilon_{i}$ is a serially uncorrelated random variable with zero mean. The shift variable could represent a policy variable or a stochastic error term as in an econometric equation. In the latter case, $\delta$ would normally be set to 1 .

The information upon which the expectation in (2.1) is conditioned includes past and current observations on $\varepsilon_{t}$ as well as the values of $\alpha, \delta$, and $\theta_{i}$. The presence of the expected value of a future endogenous variable $\mathrm{E}_{t} y_{t+1}$ is emphasized in this prototype model because the dynamic properties that this variable gives to the model persist in more complicated models and raise many important conceptual issues. Solving the model means finding a stochastic process for the random variable $y_{t}$ that satisfies eq. (2.1). The forecasts generated by this process will then be equal to the expectations that appear in the model. In this sense, expectations are consistent with the model, or equivalently, expectations are rational.

A macroeconomic example. An important illustration of eq. (2.1) is a classical full-employment macro model with flexible prices. In such a model the real rate of interest and real output are unaffected by monetary policy and thus they can be considered fixed constants. The demand for real money balances-normally a function of the nominal interest rate and total output-is therefore a function only of the expected inflation rate. If $p_{t}$ is the $\log$ of the price level and $m_{t}$ is the $\log$ of the money supply, then the demand for real money can be represented as

$$
\begin{equation*}
m_{t}-p_{t}=-\beta\left(\underset{t}{\mathrm{E}} p_{t+1}-p_{t}\right), \tag{2.3}
\end{equation*}
$$

with $\beta>0$. In other words, the demand for real money balances depends negatively on the expected rate of inflation, as approximated by the expected first difference of the $\log$ of the price level. Eq. (2.3) can be written in the form of eq. (2.1) by setting $\alpha=\beta /(1+\beta)$ and $\delta=1 /(1+\beta)$, and by letting $y_{t}=p_{t}$ and $u_{t}=m_{i}$. In this example the variable $u_{t}$ represents shifts in the supply of money, as generated by the process (2.2). Alternatively, we could add an error term $v_{t}$ to the right hand side of eq. (2.3), to represent shifts in the demand for money. Eq. (2.3) was originally introduced in the seminal work by Cagan (1956), but with adaptive, rather than rational expectations. The more recent rational expectations version has been used by many researchers including Sargent and Wallace (1973).

### 2.1.1. Some economic policy interpretations of the shocks

The stochastic process for the shock variable $u_{i}$ is assumed in eq. (2.2) to have a general form. This form includes any stationary ARMA process [see Harvey (1981), p. 27, for example]. For empirical applications this generality is necessary because both policy variables and shocks to equations frequently have complicated time series properties. In many policy applications (where $u_{t}$ in (2.2) is a policy variable), one is interested in "thought experiments" in which the policy variable is shifted in a special way and the response of the endogenous variables is examined. In standard econometric model methodology, such thought experiments require one to calculate policy multipliers [see Chow (1983), p. 147, for example]. In forward-looking rational expectations models, the multipliers depend not only on whether the shift in the policy variable is temporary or permanent, but also on whether it is anticipated or unanticipated. Eq. (2.2) can be given a special form to characterize these different thought experiments, as the following examples indicate.

Temporary versus permanent shocks. The shock $u_{t}$ is purely temporary when $\theta_{0}=1$ and $\theta_{i}=0$ for $i>0$. Then any shock $u_{t}$ is expected to disappear in the period immediately after it has occurred; that is $\mathrm{E}_{t} u_{t+i}=0$ for $i>0$ at every realization of $u_{t}$. At the other extreme the shock $u_{t}$ is permanent when $\theta_{i}=1$ for $i>0$. Then any shock $u_{t}$ is expected to remain forever; that is $\mathrm{E}_{t} u_{t+i}=u_{t}$ for $i>0$ at every realization of $u_{t}$. In this permanent case the $u_{t}$ process can be written as $u_{t}=u_{t-1}+\varepsilon_{t}$. (Although $u_{t}$ is not a stationary process in this case, the solution can still be used for thought experiments, or transformed into a stationary series by first-differencing.)

By setting $\theta_{i}=\rho^{i}$, a range of intermediate persistence assumptions can be modeled as $\rho$ varies from 0 to 1 . For $0<\rho<1$ the shock $u_{t}$ is assumed to phase out geometrically. In this case the $u_{t}$ process is simply $u_{t}=\rho u_{t-1}+\varepsilon_{t}$, a first order autoregressive model. When $\rho=0$, the disturbances are purely temporary. When $\rho=1$, they are permanent.

Anticipated versus unanticipated shocks. In policy applications it is also important to distinguish between anticipated and unanticipated shocks. Time delays between the realization of the shock and its incorporation in the current information set can be introduced for this purpose by setting $\theta_{i}=0$ for values of $i$ up to the length of time of anticipation. For example, in the case of a purely temporary shock, we can set $\theta_{0}=0, \theta_{1}=1, \theta_{i}=0$ for $i>1$ so that $u_{t}=\varepsilon_{t-1}$. This would characterize a temporary shock which is anticipated one period in advance. In other words the expectation of $u_{t+1}$ at time $t$ is equal to $u_{t+1}$ because $\varepsilon_{t}=u_{t+1}$ is in the information set at time $t$. More generally a temporary shock anticipated $k$ periods in advance would be represented by $u_{t}=\varepsilon_{t-k}$.

A permanent shock which is anticipated $k$ periods in advance would be modeled by setting $\theta_{i}=0$ for $i=1, \ldots, k-1$ and $\theta_{i}=1$ for $i=k, k+1, \ldots$.

Table 1
Summary of alternative policies and their effects.

| Model: | $y_{t}=\alpha \mathrm{E} y_{t+1}+\delta u_{i},\|\alpha\|<1$. |
| :--- | :--- |
| Policy: | $u_{t}=\sum_{i=0}^{\infty} \theta_{i} \varepsilon_{t-i} \Rightarrow \theta_{i}=\frac{\mathrm{d} u_{t+i}}{\mathrm{~d} \varepsilon_{t}}, i=0,1, \ldots$ |
| Solution Form: | $y_{t}=\sum_{i=0}^{\infty} \gamma_{i} \varepsilon_{t-i} \Rightarrow \gamma_{i}=\frac{\mathrm{d} y_{t+i}}{\mathrm{~d} \varepsilon_{t}}, i=0,1, \ldots$. |

Stochastics: $\varepsilon_{t}$ is serially uncorrelated with zero mean.
Thought Experiment: One time unit impulse to $\varepsilon_{t}$.
Theorem: For every integer $k \geq 0$.
if

$$
\theta_{i}=\left\{\begin{array}{l}
0 \text { for } i<k, \\
\rho^{i-k} \text { for } i \geq k,
\end{array}\right.
$$

then

$$
\gamma_{i}=\left\{\begin{array}{l}
\frac{\delta \alpha^{-(i-k)}}{1-\alpha \rho} \text { for } i<k \\
\frac{\delta \rho^{i-k}}{1-\alpha \rho} \text { for } i \geq k
\end{array}\right.
$$

Interpretation:
Policy is anticipated $k$ periods in advance, $k=0$ means unanticipated.
Policy is phased-out at geometric rate $\rho, 0 \leq \rho \leq 1$, $\rho=0$ means purely temporary (N.B. $\rho^{0}=1$ when $\rho=0$ ), $\rho=1$ means permanent.

Similarly, a shock which is anticipated $k$ periods in advance and which is then expected to phase out gradually would be modeled by setting $\theta_{i}=0$ for $i=$ $1, \ldots, k-1$ and $\theta_{i}=\rho^{i-k}$ for $i=k, k+1, \ldots$, with $0<\rho<1$. In this case (2.2) can be written alternatively as $u_{t}=\rho u_{t-1}+\varepsilon_{t-k}$, a first-order autoregressive model with a time delay.

The various categories of shocks and their mathematical representations are summarized in Table 1. Although in practice, we interpret $\varepsilon_{t}$ in eq. (2.2) as a continually perturbed random variable, for these thought experiments we examine the effect of a one-time unit impulse to $\varepsilon_{t}$. The solution for $y_{t}$ derived below can be used to calculate the effects on $y_{t}$ of such single realizations of $\varepsilon_{t}$.

### 2.1.2. Finding the solution

In order to find a solution for $y_{t}$ (that is, a stochastic process for $y_{t}$ which satisfies the model (2.1) and (2.2)), we begin by representing $y_{t}$ in the unrestricted infinite moving average form

$$
\begin{equation*}
y_{t}=\sum_{i=0}^{\infty} \gamma_{i} \varepsilon_{t-i} \tag{2.4}
\end{equation*}
$$

Finding a solution for $y_{t}$ then requires determining values for the undetermined coefficients $\gamma_{i}$ such that eq. (2.1) and (2.2) are satisfied. Current and past $\varepsilon_{t}$ represent the entire history of the perturbations to the model. Eq. (2.4) simply states that $y_{t}$ is a general function of all possible events that may potentially influence $y_{t}$. The linear form is used in (2.4) because the model (2.2) is linear. Note that the solution for $y_{t}$ in eq. (2.4) can easily be used to calculate the effect of a one time unit shock to $\varepsilon_{r}$. The dynamic impact of such a shock is simply $\mathrm{d} y_{t+s} / \mathrm{d} \varepsilon_{t}=\gamma_{s}$.

To find the unknown coefficients, the most direct procedure is to substitute for $y_{t}$ and $\mathrm{E}_{t} y_{t+1}$ in (2.1) using (2.4), and solve for the $\gamma_{i}$ in terms of $\alpha, \delta$ and $\theta_{i}$. The conditional expectation $\mathrm{E}_{t} y_{t+1}$ is obtained by leading (2.4) by one period and taking expectations, making use of the equalities $\mathrm{E}_{t} \varepsilon_{t+i}=0$ for $i>0$. The first equality follows from the assumption that $\varepsilon_{t}$ has a zero unconditional mean and is uncorrelated; the second follows from the fact that $\varepsilon_{i+i}$ for $i<0$ is in the conditioning set at time $t$. The conditional expectation is

$$
\begin{equation*}
\underset{t}{\mathrm{E}} y_{t+1}=\sum_{i=1}^{\infty} \gamma_{i} \varepsilon_{t-i+1} \tag{2.5}
\end{equation*}
$$

Substituting (2.2), (2.4) and (2.5) into (2.1) results in

$$
\begin{equation*}
\sum_{i=0}^{\infty} \gamma_{i} \varepsilon_{t-1}=\alpha \sum_{i=1}^{\infty} \gamma_{i} \varepsilon_{t-i+1}+\delta \sum_{i=0}^{\infty} \theta_{i} \varepsilon_{t-i} . \tag{2.6}
\end{equation*}
$$

Equating the coefficients of $\varepsilon_{t}, \varepsilon_{t-1}, \varepsilon_{t-2}, \ldots$ on both sides of the equality (2.6) results in the set of equations

$$
\begin{equation*}
\gamma_{i}=\alpha \gamma_{i+1}+\delta \theta_{i} \quad i=0,1,2, \ldots . \tag{2.7}
\end{equation*}
$$

The first equation in (2.7) for $i=0$ equates the coefficients of $\varepsilon_{t}$ on both sides of (2.6); the second equation similarly equates the coefficient for $\varepsilon_{t-1}$ and so on.

Note that (2.7) is a deterministic difference equation in the $\gamma_{i}$ coefficients with $\theta_{i}$ as a forcing variable. This deterministic difference equation has the same structure as the stochastic difference eq. (2.1). It can be thought of as a deterministic perfect foresight model of the "variable" $\gamma_{i}$. Hence, the problem of solving a stochastic difference equation with conditional expectations of future variables has been converted into a problem of solving a deterministic difference equation.

### 2.1.3. The solution in the case of unanticipated shocks

Consider first the most elementary case where $u_{t}=\varepsilon_{t}$. That is, $\theta_{i}=0$ for $i \geq 1$. This is the case of unanticipated shocks which are temporary. Then eq. (2.7) can
be written

$$
\begin{align*}
& \gamma_{0}=\alpha \gamma_{1}+\delta .  \tag{2.8}\\
& \gamma_{i+1}=\frac{1}{\alpha} \gamma_{i} \quad i=1,2, \ldots \tag{2.9}
\end{align*}
$$

From eq. (2.9) all the $\gamma_{i}$ for $i>1$ can be obtained once we have $\gamma_{1}$. However, eq. (2.8) gives only one equation in the two unknowns $\gamma_{0}$ and $\gamma_{1}$. Hence without further information we cannot determine the $\gamma_{i}$ coefficients uniquely. The number of unknowns is one greater than the number of equations. This indeterminacy is what leads to non-uniqueness in rational expectations models and has been studied by many researchers including Blanchard (1979), Flood and Garber (1980), McCallum (1983), Gourieroux, Laffont, and Monfort (1982), Taylor (1977), and Whiteman (1983).

If $|\alpha| \leq 1$ then the requirement that $y_{t}$ is a stationary process will be sufficient to yield a unique solution. (The case where $|\alpha|>1$ is considered below in Section 2.1.4.). To see this suppose that $\gamma_{1} \neq 0$. Since eq. (2.9) is an unstable difference equation, the $\gamma_{i}$ coefficients will explode as $i$ gets large. But then $y_{t}$ would not be a stationary stochastic process. The only value for $\gamma_{1}$ that will prevent the $\gamma_{i}$ from exploding is $\gamma_{1}=0$. From (2.9) this in turn implies that $\gamma_{i}=0$ for all $i>1$. From eq. (2.8) we then have that $\gamma_{0}=\delta$. Hence, the unique stationary solution is simply $y_{t}=\delta \varepsilon_{t}$. In this case, the impact of a unit shock $\mathrm{d} y_{t+s} / \mathrm{d} \varepsilon_{t}$ is equal to $\delta$ for $s=0$ and is equal to 0 for $s \geq 1$. This simple impact effect is illustrated in Figure 1a. (The more interesting charts in Figures 1b, 1c, and 1d will be described below).

## Example

In the case of the Cagan money demand equation this means that the price $p_{t}=(1+\beta)^{-1} m_{t}$. Because $\beta>0$, a temporary unanticipated increase in the money supply increases the price level by less than the increase in money. This is due to the fact that the price level is expected to decrease to its normal value (zero) next period, thereby generating an expected deflation. The expected deflation increases the demand for money so that real balances must increase. Hence, the price $p_{t}$ rises by less than $m_{t}$. This is illustrated in Figure 2a.

For the more general case of unanticipated shifts in $u_{t}$ that are expected to phase-out gradually we set $\theta_{i}=\rho^{i}$, where $\rho<1$. Eq. (2.7) then becomes

$$
\begin{equation*}
\gamma_{i+1}=\frac{1}{\alpha} \gamma_{i}-\frac{\delta \rho^{i}}{\alpha} \quad i=0,1,2,3, \ldots \tag{2.10}
\end{equation*}
$$

Again, this is a standard deterministic difference equation. In this more general case, we can obtain the solution $\gamma_{i}$ by deriving the solution to the homogeneous part $\gamma_{i}^{(H)}$ and the particular solution to the non-homogeneous part $\gamma_{i}^{(P)}$.


Figure 1(a). Effect on $y_{t}$ of an unanticipated unit shift in $u_{t}$ which is temporary ( $u_{t}=\varepsilon_{t}$ ). (b). Effect on $y_{t}$ of an unanticipated unit shift in $u_{t}$ which is phased-out gradually ( $u_{t}=\rho u_{t-1}+\varepsilon_{t}$ ). (c). Effect on $y_{t}$ of an anticipated unit shift in $u_{t}$ which is temporary (anticipated at time 0 and to occur at time k) $\left(u_{t}=\varepsilon_{t-k}\right)$. (d). Effect on $y_{t}$ of an anticipated shift in $u_{t}$ which is phased-out gradually (anticipated at time 0 and to occur at time $k)\left(u_{t}=\rho u_{t-1}+\varepsilon_{t-k}\right)$.

The solution to (2.10) is the sum of the homogeneous solution and the particular solution $\gamma_{i}=\gamma_{i}^{(I)}+\gamma_{i}^{(P)}$. [See Baumol (1970) for example, for a description of this solution technique for deterministic difference equations]. The homogeneous part is

$$
\begin{equation*}
\gamma_{i+1}^{(H)}=\frac{1}{\alpha} \gamma_{i}^{(H)} \quad i=0,1,2, \ldots, \tag{2.11}
\end{equation*}
$$

with solution $\gamma_{i+1}^{(H)}=(1 / \alpha)^{i+1} \gamma_{0}^{(H)}$. As in the earlier discussion if $|\alpha|<1$ then for stationarity we require that $\gamma_{0}^{(H)}=0$. For any other value of $\gamma_{0}^{(H)}$ the homogeneous solution will explode. Stationarity therefore implies that $\gamma_{i}^{(H)}=0$ for $i=0,1,2, \ldots$.


Figure 2(a). Price level effect of an unanticipated unit increase in $m_{t}$ which lasts for one period. (b). Price level effect of an unanticipated increase in $m_{t}$ which is phased-out gradually. (c). Price level effect of an anticipated unit increase in $m_{t+k}$ which lasts for one period. The increase is anticipated $k$ periods in advance. (d). Price level of an anticipated unit increase in $m_{t+k}$ which is phased-out gradually. The increase is anticipated $k$ periods in advance.

To find the particular solution we substitute $\gamma_{i}^{(P)}=h b^{i}$ into (2.10) and solve for the unknown coefficients $h$ and $b$. This gives:

$$
\begin{align*}
& b=\rho  \tag{2.12}\\
& h=\delta(1-\alpha \rho)^{-1}
\end{align*}
$$

Because the homogeneous solution is identically equal to zero, the sum of the homogeneous and the particular solutions is simply

$$
\begin{equation*}
\gamma_{i}=\frac{\delta \rho^{i}}{1-\alpha \rho}, \quad i=0,1,2, \ldots \tag{2.13}
\end{equation*}
$$

In terms of the representation for $y_{t}$ this means that

$$
\begin{align*}
y_{t} & =\frac{\delta}{1-\alpha \rho} \sum_{i=0}^{\infty} \rho^{i} \varepsilon_{t-i} \\
& =\frac{\delta}{1-\alpha \rho} u_{t} . \tag{2.14}
\end{align*}
$$

The variable $y_{t}$ is proportional to the shock $u_{t}$ at all $t$. The effect of a unit shock $\varepsilon_{t}$ is shown in Figure 1b. Note that $y_{t}$ follows the same type of first order stochastic process that $u_{t}$ does; that is,

$$
\begin{equation*}
y_{t}=\rho y_{t-1}+\frac{\delta \varepsilon_{t}}{1-\alpha \rho} . \tag{2.15}
\end{equation*}
$$

## Example

For the money demand example, eq. (2.14) implies that

$$
\begin{align*}
p_{t} & =\frac{1}{1-\left(\frac{\beta}{1+\beta}\right) \rho}\left(\frac{1}{1+\beta}\right) m_{t} \\
& =\left(\frac{1}{1+\beta(1-\rho)}\right) m_{t} \tag{2.16}
\end{align*}
$$

As long as $\rho<1$ the increase in the price level will be less than the increase in the money supply. The dynamic impact on $p_{t}$ of a unit shock to the money supply is shown in Figure 2b. The price level increases by less than the increase in the money supply because of the expected deflation that occurs as the price level gradually returns to its equilibrium value of 0 . The expected deflation causes an increase in the demand for real money balances which is satisfied by having the price level rise less than the money supply. For the special case that $\rho=1$, a permanent increase in the money supply, the price level moves proportionately to money as in the simple quantity theory. In that case there is no change in the expected rate of inflation since the price level remains at its new level.

### 2.1.4. A digression on the possibility of non-uniqueness

If $|\alpha|>1$, then simply requiring that $y_{t}$ is a stationary process will not yield a unique solution. In this case eq. (2.9) is stable, and any value of $\gamma_{1}$ will give a stationary time series. There is a continuum of solutions and it is necessary to place additional restrictions on the model if one wants to obtain a unique solution
for the $\gamma_{i}$. There does not seem to be any completely satisfactory approach to take in this case.

One possibility raised by Taylor (1977) is to require that the process for $y_{t}$ have a minimum variance. Consider the case where $u_{t}$ is uncorrelated. The variance of $y_{t}$ is given by

$$
\begin{equation*}
\operatorname{Var} y_{t}=\gamma_{0}^{2}+\left(\gamma_{0}-\delta\right)^{2}\left(\alpha^{2}-1\right)^{-1} \tag{2.17}
\end{equation*}
$$

where the variance of $\varepsilon_{t}$ is supposed to be 1 . The minimum occurs at $\gamma_{0}=\delta_{\alpha}^{-2}$ from which the remaining $\gamma_{i}$ can be calculated. Although the minimum variance condition is a natural extension of the stationarity (finite variance) condition, it is difficult to give it an economic rationale.

An alternative rule for selecting a solution was proposed by McCallum (1983), and is called the "minimum state variable technique". In this case it chooses a representation for $y_{t}$ which involves the smallest number of $\varepsilon_{t}$ terms; hence, it would give $y_{t}=\delta \varepsilon_{t}$. McCallum (1983) examines this selection rule in several different applications.

Chow (1983, p. 361) has proposed that the uniqueness issue be resolved empirically by representing the model in a more general form. To see this substitute eq. (2.8) with $\delta=1$ and eq. (2.9) into eq. (2.4) for an arbitrary $\gamma_{1}$. That is, from eq. (2.4) we write

$$
\begin{align*}
y_{t} & =\sum_{i=0}^{\infty} \gamma_{i} \varepsilon_{t-1} \\
& =\left(\alpha \gamma_{1}+1\right) \varepsilon_{t}+\gamma_{1} \varepsilon_{t-1}+\left(\gamma_{1} / \alpha\right) \varepsilon_{t-2}+\left(\gamma_{1} / \alpha^{2}\right) \varepsilon_{t-3}+\cdots \tag{2.18}
\end{align*}
$$

Lagging (2.18) by one time period, multiplying by $\alpha^{-1}$ and subtracting from (2.18) gives

$$
\begin{equation*}
y_{t}=\frac{1}{\alpha} y_{t-1}+\left(\alpha \gamma_{1}+1\right) \varepsilon_{t}-\frac{1}{\alpha} \varepsilon_{t-1} \tag{2.19}
\end{equation*}
$$

which is ARMA $(1,1)$ model with a free parameter $\gamma_{1}$. Clearly if $\gamma_{1}=0$ then this more general solution reduces to the solution discussed above. But, rather than imposing this condition, Chow (1983) has suggested that the parameter $\gamma_{1}$ be estimated, and has developed an appropriate econometric technique. Evans and Honkapohja (1984) use a similar procedure for representing ARMA models in terms of a free parameter.

Are there any economic examples where $|\alpha|>1$ ? In the case of the Cagan money demand equation, $\alpha=\beta /(1+\beta)$ which is always less than 1 since $\beta$ is a positive parameter. One economic example where $\alpha>1$ is a flexible-price macro-
economic model with money in the production function. To see this consider the following equations:

$$
\begin{align*}
& m_{t}-p_{t}=a z_{t}-\beta i_{t} .  \tag{2.20}\\
& z_{t}=-c\left(i_{t}-\left(\underset{t}{\mathrm{E}} p_{t+1}-p_{t}\right)\right),  \tag{2.21}\\
& z_{t}=d\left(m_{t}-p_{t}\right) \tag{2.22}
\end{align*}
$$

where $z_{t}$ is real output, $i_{t}$ is the nominal interest rate, and the other variables are as defined in the earlier discussion of the Cagan model. The first equation is the money demand equation. The second equation indicates that real output is negatively related to the real rate of interest (an " $I S$ " equation). In the third equation $z_{t}$ is positively related to real money balances. The difference between this model and the Cagan model (in eq. (2.3)) is that output is a positive function of real money balances. The model can be written in the form of eq. (2.1) with

$$
\begin{equation*}
\alpha=\frac{\beta}{1+\beta-d\left(a+\beta c^{-1}\right)} \tag{2.23}
\end{equation*}
$$

Eq. (2.23) is equal to the value of $\alpha$ in the Cagan model when $d=0$. In the more general case where $d>0$ and money is a factor in the production function, the parameter $\alpha$ can be greater than one. This example was explored in Taylor (1977). Another economic example which arises in an overlapping generation model of money was investigated by Blanchard (1979).

Although there are examples of non-uniqueness such as these in the literature, most theoretical and empirical applications in economics have the property that there is a unique stationary solution. However, some researchers, such as Gourieroux, Laffont, and Monfort (1982), have even questioned the appeal to stationarity. Sargent and Wallace (1973) have suggested that the stability requirement effectively rules out speculative bubbles. But there are examples in history where speculative bubbles have occurred and some analysts feel they are quite common. There have been attempts to model speculative bubbles as movements of $y_{t}$ along a self-fulfilling nonstationary (explosive) path. Blanchard and Watson (1982) have developed a model of speculative bubbles in which there is a positive probability that the bubble will burst. Flood and Garber (1980) have examined whether the periods toward the end of the eastern European hyperinflations in the 1920s could be described as self-fulfilling speculative bubbles. To date, however, the vast majority of rational expectations research has assumed that there is a unique stationary solution. For the rest of this paper we assume that $|\alpha|<1$, or the equivalent in higher order models, and we assume that the solution is stationary.

### 2.1.5. Finding the solution in the case of anticipated shocks

Consider now the case where the shock is anticipated $k$ periods in advance and is purely temporary. That is, $u_{t}=\varepsilon_{t-k}$ so that $\theta_{k}=1$ and $\theta_{i}=0$ for $i \neq k$. The difference equations in the unknown parameters can be written as:

$$
\begin{align*}
& \gamma_{i}=\alpha \gamma_{i+1} \quad i=0,1,2, \ldots k-1  \tag{2.24}\\
& \gamma_{k+1}=\frac{1}{\alpha} \gamma_{k}-\frac{\delta}{\alpha}  \tag{2.25}\\
& \gamma_{i+1}=\frac{1}{\alpha} \gamma_{i} \quad i=k+1, k+2, \ldots \tag{2.26}
\end{align*}
$$

The set of equations in (2.26) is identical in form to what we considered earlier except that the initial condition is at $k+1$. For stationarity we therefore require that $\gamma_{k+1}=0$. This implies from eq. (2.25) that $\gamma_{k}=\delta$. The remaining coefficients are obtained by working back using (2.24) starting with $\gamma_{k}=\delta$. This gives $\gamma_{i}=\delta \alpha^{k-i}, i=0,1,2, \ldots k-1$.

The pattern of the $\gamma_{i}$ coefficients is shown in Figure 1c. These coefficients give the impact of $\varepsilon_{t}$ on $y_{t+s}$, for $s>0$, or equivalently the impact of the news that the shock $u_{t}$ will occur $k$ periods later. The size of $\gamma_{0}$ depends on how far in the future the shock is anticipated. The farther in advance the shock is known (that is, the larger is $k$ ), the smaller will be the current impact of the news.

## Example

For the demand for money example we have

$$
\begin{equation*}
p_{t}=\delta\left[\alpha^{k} \varepsilon_{t}+\alpha^{k-1} \varepsilon_{t-1}+\cdots+\alpha \varepsilon_{t-(k-1)}+\varepsilon_{t-k}\right] \tag{2.27}
\end{equation*}
$$

Substituting $\alpha=\beta /(1+\beta), \delta=1 /(1+\beta)$, and $\varepsilon_{t}=u_{t+k}=m_{t+k}$ into (2.27) we get

$$
\begin{equation*}
p_{t}=\left(\frac{1}{1+\beta}\right) \sum_{i=0}^{k}\left(\frac{\beta}{1+\beta}\right)^{k-i} m_{t+k-i} \tag{2.28}
\end{equation*}
$$

Note how this reduces to $p_{t}=(1+\beta)^{-1} m_{t}$ in the case of unanticipated shocks ( $k=0$ ), as we calculated earlier. When the temporary increase in the money supply is anticipated in advance, the price level "jumps" at the date of announcement and then gradually increases until the money supply does increase. This is illustrated in Figure 2c.

Finally, we consider the case where the shock is anticipated in advance, but is expected to be permanent or to phase-out gradually. Then, suppose that $\boldsymbol{\theta}_{\boldsymbol{i}}=0$ for
$i=1, \ldots, k-1$ and $\theta_{i}=\rho^{i-k}$ for $i \geq k$. Eq. (2.7) becomes

$$
\begin{align*}
& \gamma_{i}=\alpha \gamma_{i+1} \quad i=0,1,2, \ldots, k-1,  \tag{2.29}\\
& \gamma_{i+1}=\frac{1}{\alpha} \gamma_{i}-\frac{\delta \rho^{i-k}}{\alpha} \quad i=k, k+1, \ldots \tag{2.30}
\end{align*}
$$

Note that eq. (2.30) is identical to eq. (2.10) except that the initial condition starts at $k$ rather than 0 . The homogeneous part of (2.30) is

$$
\begin{equation*}
\gamma_{i+1}^{(H)}=\frac{1}{\alpha} \gamma_{i}^{(H)} \quad i=k, k+1, \ldots . \tag{2.31}
\end{equation*}
$$

In order to prevent the $\gamma_{i}^{(H)}$ from exploding as $i$ increases it is necessary that $\gamma_{k}^{(H)}=0$. Therefore $\gamma_{i}^{(H)}=0$ for $i=k, k+1, \ldots$. The unknown coefficients $h$ and $b$ of the particular solution $\gamma_{i}^{(P)}=h b^{i-k}$ are

$$
\begin{align*}
h & =\delta(1-\alpha p)^{-1} \\
b & =\rho \tag{2.32}
\end{align*}
$$

Since the homogeneous part is zero we have that

$$
\begin{equation*}
\gamma_{i}=\frac{\delta \rho^{i-k}}{1-\alpha \rho} \quad i=k, k+1, \ldots \tag{2.33}
\end{equation*}
$$

The remaining coefficients can be obtained by using (2.29) backwards starting with $\gamma_{k}=\delta(1-\alpha \rho)^{-1}$. The solution for $y_{t}$ is

$$
\begin{align*}
y_{t}= & \frac{\delta}{1-\alpha \rho}\left(\alpha^{k} \varepsilon_{t}+\alpha^{k-1} \varepsilon_{t-1}+\cdots+\alpha \varepsilon_{t-k+1}+\varepsilon_{t-k}\right. \\
& \left.+\rho \varepsilon_{t-k-1}+\rho^{2} \varepsilon_{t-k-2}+\cdots\right) . \tag{2.34}
\end{align*}
$$

After the immediate impact of the announcement, $y_{t}$ will grow smoothly until it equals $\delta(1-\alpha \rho)^{-1}$ at the time that $u_{t}$ increases. The effect then phases out geometrically. This pattern is illustrated in Figure 1d.

## Example

For the money demand model, the effect on the price level $p_{t}$ is shown in Figure 2d. As before the anticipation of an increase in the money supply causes the price level to jump. The price level then increases gradually until the increase in money actually occurs. During the period before the actual increase in money, the level of real balances is below equilibrium because of the expected inflation. The initial increase becomes larger as the phase-out parameter $\rho$ gets larger. For the permanent case where $\rho=1$ the price level eventually increases by the same amount that the money supply increases.

### 2.1.6. General ARMA processes for the shocks

The above solution procedure can be generalized to handle the case where (2.2) is an autoregressive moving average (ARMA) model. We consider only unanticipated shocks where there is no time delay. Suppose the error process is

$$
\begin{equation*}
u_{t}=\rho_{1} u_{t-1}+\cdots+\rho_{p} u_{t-p}+\varepsilon_{t}+\psi_{1} \varepsilon_{t-1}+\cdots+\psi_{q} \varepsilon_{t-q} \tag{2.35}
\end{equation*}
$$

an ARMA $(p, q)$ model. The coefficients in the linear process for $u_{t}$ in the form of (2.2) can be derived from:

$$
\begin{align*}
& \theta_{j}=\psi_{j}+\sum_{i=1}^{\min (j, p)} \rho_{i} \theta_{j-1} \quad j=0,1,2, \ldots, q, \\
& \theta_{j}=\sum_{i=1}^{\min (j, p)} \rho_{i} \theta_{j-i} \quad j>q . \tag{2.36}
\end{align*}
$$

wherre $\psi_{0}=1$. See Harvey (1981, p. 38), for example.
Starting with $j=M \equiv \max (p, q+1)$ the $\theta_{j}$ coefficients in (2.36) are determined by a $p$ th order difference equation. The $p$ initial conditions ( $\theta_{M-1}, \ldots, \theta_{M-p}$ ) for this difference equation are given by the $p$ equations that preceed the $\theta_{M}$ equation in (2.36).

To obtain the $\gamma_{i}$ coefficients, (2.36) can be substituted into eq. (2.7). As before, the solution to the homogeneous part is $\gamma_{i}^{(H)}=0$ for all $i$. The particular solution to the non-homogeneous part will have the same form as (2.36) for $j \geq M$. That is,

$$
\begin{equation*}
\gamma_{j}=\sum_{i=1}^{p} \rho_{i} \gamma_{j-1} \quad j=M, M+1, \ldots \tag{2.37}
\end{equation*}
$$

The initial conditions ( $\gamma_{M-1}, \ldots, \gamma_{M-p}$ ) for (2.37), as well as the remaining $\gamma$ values ( $\gamma_{M-p-1}, \ldots, \gamma_{0}$ ) can then be obtained by substitution of $\theta_{i}$ for $i=0, \ldots, M$ -1 into (2.37). That is,

$$
\begin{equation*}
\gamma_{i+1}=\frac{1}{\alpha} \gamma_{i}-\frac{\delta}{\alpha} \theta_{i} \quad i=0,1, \ldots, M-1 \tag{2.38}
\end{equation*}
$$

Comparing the form of (2.37) and (2.38) with (2.36) indicates that the $\gamma_{i}$ coefficients can be interpreted as the infinite moving average representation of an ARMA $(p, M-1)$ model. That is, the solution for $y_{t}$ is an ARMA $(p, M-1)$ model with an autoregressive part equal to the autoregressive part of the $u_{t}$ process defined in eq. (2.35). This result is found in Gourieroux, Laffont, and Monfort (1982). The methods of Hansen and Sargent (1980) and Taylor (1980a)
can also be used to compute the ARMA representations directly as summarized in Section 2.4 below.
Example : $p=3, q=1$
In this case $M=3$ and eq. (2.36) becomes

$$
\begin{align*}
& \theta_{0}=1 \\
& \theta_{1}=\psi_{1}+\rho_{1} \theta_{0} \\
& \theta_{2}=\rho_{1} \theta_{1}+\rho_{2} \theta_{0} \\
& \theta_{i}=\rho_{1} \theta_{i-1}+\rho_{2} \theta_{i-2}+\rho_{3} \theta_{i-3} \quad i=3,4, \ldots \tag{2.39}
\end{align*}
$$

The $\gamma$ coefficients are then given by

$$
\begin{equation*}
\gamma_{i}=\rho_{1} \gamma_{i-1}+\rho_{2} \gamma_{i-2}+\rho_{3} \gamma_{i-3} \quad i=3,4, \ldots . \tag{2.40}
\end{equation*}
$$

and the initial conditions $\gamma_{0}, \gamma_{1}$ and $\gamma_{2}$ are given by solving the three linear equations

$$
\begin{align*}
& \gamma_{1}=\frac{1}{\alpha} \gamma_{0}-\frac{\delta}{\alpha} \\
& \gamma_{2}=\frac{1}{\alpha} \gamma_{1}-\frac{\delta}{\alpha}\left(\psi_{1}+\rho_{1}\right)  \tag{2.41}\\
& \gamma_{2}=\left(\rho_{1}-\alpha^{-1}\right)^{-1}\left(\rho_{2} \gamma_{1}+\rho_{3} \gamma_{0}-\frac{\delta}{2}\left(\rho_{1}^{2}+\rho_{1} \psi_{1}+\rho_{2}\right)\right)
\end{align*}
$$

Eqs. (2.40) and (2.41) imply that $y_{t}$ is an ARMA $(3,2)$ model.

### 2.1.7. Different viewpoint dates

In some applications of rational expectation models the forecast of future variables might be made at different points in time. For example, a generalization of (2.1) is

$$
\begin{equation*}
y_{t}=\alpha_{1} \underset{t}{\mathrm{E}} y_{t+1}+\alpha_{2} \underset{t-1}{\mathrm{E}} y_{t+1}+\alpha_{3} \mathrm{E}_{t-1} y_{t}+u_{t} \tag{2.42}
\end{equation*}
$$

Substituting for $y_{t}$ and expected $y_{t}$ from (2.4) into (2.42) results in a set of equations for the $\gamma$ coefficients much like the equations that we studied above. Suppose $u_{t}=\rho u_{t-1}+\varepsilon_{t}$. Then, the equations for $\gamma$ are

$$
\begin{align*}
& \gamma_{0}=\alpha_{1} \gamma_{1}+\delta \\
& \gamma_{i+1}=\left(\frac{1-\alpha_{3}}{\alpha_{1}+\alpha_{2}}\right) \gamma_{i}-\frac{\delta \rho^{i}}{\alpha_{1}+\alpha_{2}} \quad i=1,2, \ldots \tag{2.43}
\end{align*}
$$

Hence, we can use the same procedures for solving this set of difference equations. The solution is

$$
\begin{aligned}
& \gamma_{0}=\alpha_{1} b \rho+\delta, \\
& \gamma_{i}=b \rho^{i} \quad i=1,2, \ldots
\end{aligned}
$$

where $b=\delta /\left(1-\alpha_{3}-\rho \alpha_{2}-\rho \alpha_{1}\right)$. Note that this reduces to (2.13) when $\alpha_{2}=\alpha_{3}$ $=0$.

### 2.1.8. Geometric interpretation

The solution of the difference eq. (2.7) that underlies this technique has an intuitive graphical interpretation which corresponds to the phase diagram method used to solve continuous time models with rational expectations. [See Calvo (1980) or Dixit (1980) for example]. Eq. (2.7) can be written

$$
\begin{equation*}
\gamma_{i+1}-\gamma_{i}=\left(\frac{1}{\alpha}-1\right) \gamma_{i}-\frac{\delta}{\alpha} \theta \quad i=0,1, \ldots \tag{2.44}
\end{equation*}
$$

The set of values for which $\gamma_{i}$ is not changing are given by setting the right-hand side of (2.44) to zero. These values of $\left(\gamma_{i}, \theta_{i}\right)$ are plotted in Figure 3. In the case where $\theta_{i}=\rho^{i}$, for $0<\rho<1$ there is a difference equation representation for $\theta_{i}$ of the form

$$
\begin{equation*}
\theta_{i+1}-\theta_{i}=(\rho-1) \theta_{i} \tag{2.45}
\end{equation*}
$$

where $\theta_{0}=1$. The set of points where $\theta$ is not changing is a vertical line at $\theta_{i}=0$ in Figure 3. The forces which move $\gamma$ and $\theta$ in different directions are also shown in Figure 3. Points above (below) the upward sloping line cause $\gamma_{i}$ to increase (decrease). Points to the right (left) of the vertical line cause $\theta_{i}$ to decrease (increase). In order to prevent the $\gamma_{i}$ from exploding we found in Section 2.1.3


Figure 3. Illustration of the rational expectations solution and the saddle path. Along the saddle path the motion is towards the origin at geometric rate $\rho$. That is, $\theta_{i}=\rho \theta_{i-1}$.
that it was necessary for $\gamma_{i}=(\delta / 1-\alpha \rho) \theta_{i}$. This linear equation is shown as the straight line with the arrows in Figure 3. This line balances off the unstable vertical forces and uses the stable horizontal forces to bring $\gamma_{i}$ back to the values $\gamma_{i}=0$ and $\theta_{i}=0$ and $i \rightarrow \infty$. For this reason it is called a saddle point and corresponds to the notion of a saddle path in differential equation models [see Birkhoff and Rota (1962), for example].

Figure 3 is special in the sense that one of the zero-change lines is perfectly vertical. This is due to the fact that the shock variable $u_{t}$ is exogenous to $y_{t}$. If we interpret (2.1) and (2.2) as a two variable system with variables $y_{t}$ and $u_{t}$ as the two variables, then the system is recursive in that $u_{t}$ affects $y_{t}$ in the current period and there are no effects of past $y_{t}$ on $u_{i}$. In Section 2.2 we consider a more general two variable system in which $u_{t}$ is endogenous.

In using Figure 3 for thought experiments about the effect of one time shocks, recall that $\gamma_{i}$ is $\mathrm{d} y_{t+i} / \mathrm{d} \varepsilon_{i}$ and $\theta_{i}$ is $\mathrm{d} u_{t+i} / \mathrm{d} \varepsilon_{i}$. The vertical axis thereby gives the paths of the endogenous variable $y_{t}$ corresponding to a shock $\varepsilon_{t}$ to the policy eq. (2.2). The horizontal axis gives the path of the policy variable. The points in Figure 3 can be therefore viewed as displacements of $y_{t}$ and $u_{t}$ from their steady state values in response to a one-time unit shock.

The arrows in Figure 3 show that the saddle path line must have a slope greater than zero and a slope less than the zero-change line for $\gamma$. That is, the saddle path line must lie in the shaded region of Figure 3. Only in this region is the direction of motion toward the origin. The geometric technique to determine whether the saddle path is upward or downward sloping is frequently used in practice to obtain the sign of an impact effect of policy. [See Calvo (1980), for example].

In Figure 4 the same diagram is used to determine the qualitative movement of $y_{t}$ in response to a shock to $u_{t}$ which is anticipated $k$ periods in advance and which is expected to then phase out geometrically. This is the case considered


Figure 4. Illustration of the effect of an anticipated shock to $u_{t}$ which is then expected to be phased out gradually at geometric rate $\rho$. The shock is anticipated $k$ periods in advance. This thought experiment corresponds to the chart in Figure 1(d).
above in Section 2.1.5. The endogenous variable $y$ initially jumps at time 0 when the future increase in $u$ becomes known; it then moves along an explosive path through period $k$ when $u$ increases by 1 unit. From time $k$ on the motion is along the saddle path as $y$ and $u$ approach their steady state values of zero.

### 2.1.9. Nonstationary forcing variables

In many economic applications the forcing variables are nonstationary. For example the money supply is a highly nonstationary series. One typically wants to estimate the effects of changes in the growth rate of the money supply. What happens when the growth rate is reduced gradually? What if the reduction in growth is anticipated? Letting $u_{t}$ be the $\log$ of the money supply $m_{t}$, these alternatives can be analyzed by writing the growth rate of money as $g_{t}=m_{t}-m_{t-1}$ and assuming that

$$
g_{t}-g_{t-1}=\rho\left(g_{t-1}-g_{t-2}\right)+\varepsilon_{t-k} .
$$

Thus, the change in the growth rate is anticipated $k$ periods in advance. The new growth rate is phased in at a geometric rate $\rho$. By solving the model for the particular solution corresponding to this equation, one can solve for the price level and the inflation rate. In this case, the inflation rate is nonstationary, but the change in the inflation rate is stationary.

### 2.2. Bivariate models

Let $y_{1 t}$ and $y_{2 t}$ be given by

$$
\begin{align*}
& y_{1 t}=\alpha_{1} \underset{t}{\mathrm{E}} y_{1 t+1}+\beta_{10} y_{2 t}+\beta_{11} y_{2 t-1}+\delta_{1} u_{t},  \tag{2.46}\\
& y_{2 t}=\alpha_{2} \underset{t}{\mathrm{E}} y_{1 t+1}+\beta_{20} y_{1 t}+\beta_{21} y_{2 t-1}+\delta_{2} u_{t},
\end{align*}
$$

where $u_{t}$ is a shock variable of the form (2.2). Model (2.46) is a special bivariate model in that there are no lagged values of $y_{1 t}$ and no lead values of $y_{2 t}$. This asymmetry is meant to convey the continuous time idea that one variable $y_{1 t}$ is a "jump" variable, unaffected by its past while $y_{2 t}$ is a more slowly adjusting variable that is influenced by its past values. Of course in discrete time all variables tend to jump from one period to the next so that the terminology is not exact. Nevertheless, the distinction is important in practice. Most commonly, $y_{1 t}$ would be a price and $y_{2 t}$ a stock which cannot change without large costs in the short run.

We assume in (2.46) that there is only one shock $u_{t}$. This is for notational convenience. The generalization to a bivariate shock ( $u_{1 t}, u_{2 t}$ ) where $u_{1 t}$ appears
in the first equation and $u_{2 t}$ in the second equation is straightforward, as should be clear below.

Because (2.46) has this special form it can be reduced to a first order 2-dimensional vector process:

$$
\left(\begin{array}{cc}
1 & -\beta_{11}  \tag{2.47}\\
-\beta_{20} & -\beta_{21}
\end{array}\right)\binom{y_{1 t}}{y_{2 t-1}}=\left(\begin{array}{cc}
\alpha_{1} & \beta_{10} \\
\alpha_{2} & -1
\end{array}\right)\binom{\mathrm{E} y_{1 t+1}}{y_{2 t}}+\binom{\delta_{1}}{\delta_{2}} u_{t} .
$$

This particular way to construct a first order process follows that of Blanchard and Kahn (1980). A generalization to the case of viewpoint dates earlier than time $t$ is fairly straightforward. If $y_{1 t-1}$ or $\mathrm{E}_{t} y_{2 t+1}$ also appeared in (2.46) then a first-order model would have to be more than 2 dimensional.

### 2.2.1. Some examples

There are many interesting examples of this simple bivariate model. Five of these are summarized below.

## Example 1: Exchange rate overshooting

Dornbusch (1976) considered the following type of model of a small open economy [see also Wilson (1979) and Buiter and Miller (1983)]:

$$
\begin{aligned}
& m_{t}-p_{t}=-\alpha\left(\underset{t}{\mathrm{E}} e_{t+1}-e_{t}\right), \\
& p_{t}-p_{t-1}=\beta\left(e_{t}-p_{t}\right)
\end{aligned}
$$

where $e_{t}$ is the $\log$ of the exchange rate, and $p_{t}$ and $m_{t}$ are as defined in the Cagan model. The first equation is simply the demand for money as a function of the nominal interest rate. In a small open economy with perfect capital mobility the nominal interest rate is equal to the world interest rate (assumed fixed) plus the expected rate of depreciation $\mathrm{E}_{t} e_{t+1}-e_{t}$. The second equation describes the slow adjustment of prices in response to the excess demand for goods. Excess demand is assumed to be a negative function of the relative price of home goods. Here prices adjust slowly and the exchange rate is a jump variable. This model is of the form (2.47) with $y_{1 t}=e_{t}, y_{2 t}=p_{t}, \alpha_{1}=1, \beta_{10}=-1 / \alpha, \beta_{11}=0, \delta_{1}=1 / \alpha$, $\alpha_{2}=0, \beta_{20}=\beta /(1+\beta), \beta_{21}=1 /(1+\beta), \delta_{2}=0$.

## Example 2: Open economy portfolio balance model

Kouri (1976), Rodriquez (1980), and Papell (1984) have considered the following type of rational expectations model which is based on a portfolio demand for
foreign assets rather than on perfect capital mobility:

$$
\begin{aligned}
& e_{t}+f_{t}=\alpha\left(\underset{t}{\mathrm{E}} e_{t+1}-e_{t}\right)+u_{t} \\
& f_{t}-f_{t-1}=\beta e_{t}
\end{aligned}
$$

The first equation represents the demand for foreign assets $f_{t}$ (in logs) evaluated in domestic currency, as a function of the expected rate of depreciation. Here $u_{t}$ is a shock. The second equation is the "current account" (the proportional change in the stock of foreign assets) as a function of the exchange rate. Prices are assumed to be fixed and out of the picture. This model reduces to (2.47) with $y_{1 t}=e_{t}, \quad y_{2 t}=f_{t}, \alpha_{1}=\alpha(1+\alpha), \quad \beta_{10}=1 /(1+\alpha), \quad \beta_{11}=0, \delta_{1}=1 / 1+\alpha, \quad \alpha_{2}=0$, $\beta_{20}=\beta, \beta_{21}=-1, \delta_{2}=0$.

## Example 3: Money and capital

Fischer (1979) developed the following type of model of money and capital.

$$
\begin{aligned}
& y_{t}=\gamma k_{t-1}, \\
& r_{t}=-(1-\gamma) k_{t-1}, \\
& m_{t}-p_{t}=-a_{1} \underset{t}{\mathrm{E} r_{t+1}-a_{2}\left(\mathrm{E}_{t} p_{t+1}-p_{t}\right)+y_{t},} \\
& k_{t}=b_{1} \mathrm{E}_{t} r_{t+1}+b_{2}\left(\underset{t}{\mathrm{E}} p_{t+1}-p_{t}\right)+y_{t} .
\end{aligned}
$$

The first two equations describe output $y_{t}$ and the marginal efficiency of capital $r_{t}$ as a function of the stock of capital at the end of period $t-1$. The third and fourth equations are a pair of portfolio demand equations for capital and real money balances as a function of the rates of return on these two assets. Lucas (1976) considered a very similar model. Substituting the first two equations into the third and fourth we get model (2.47) with

$$
\begin{aligned}
& y_{1 t}=p_{t}, \quad y_{2 t}=k_{t}, \quad \alpha_{1}=\frac{a_{2}}{1+a_{2}}, \quad \beta_{10}=\frac{-a_{1}(1-\gamma)}{1+a_{2}}, \\
& \beta_{11}=0, \quad \delta_{1}=\frac{1}{1+a_{2}}, \quad \alpha_{2}=\frac{b_{2}}{\left(1+b_{1}(1-\gamma)\right)} \\
& \beta_{20}=\frac{-b_{2}}{\left(1+b_{1}(1-\gamma)\right)}, \quad \beta_{21}=\frac{\gamma}{\left(1+b_{1}(1-\gamma)\right)}
\end{aligned}
$$

## Example 4: Staggered contracts model

The model $y_{t}=a_{1} \mathrm{E}_{t} y_{t+1}+a_{2} y_{t-1}+\delta u_{t}$ of a contract wage $y_{t}$ can occur in a staggered wage setting model as in Taylor (1980a). The future wage appears because workers and firms forecast the wage set by other workers and firms. The lagged wage appears because contracts last two periods. This model can be put in the form of (2.47) by stacking the $y$ 's into a vector:

$$
\left(\begin{array}{rc}
1 & -a_{2} \\
-1 & 0
\end{array}\right)\binom{y_{t}}{y_{t-1}}=\left(\begin{array}{cc}
a_{1} & 0 \\
0 & -1
\end{array}\right)\binom{\mathrm{E} y_{t+1}}{y_{t}}+\binom{\delta}{0} u_{t} .
$$

## Example 5: Optimal control problem

Hansen and Sargent (1980) consider the following optimal control problem. A firm chooses a contingency plan for a single factor of production (labor) $n_{t}$ to maximize expected profits.

$$
\underset{t}{\mathrm{E}} \sum_{j=0}^{\infty} \beta^{j}\left[p_{t+j} y_{t+j}-\frac{\delta}{2}\left(n_{t+j}-n_{t+j-1}\right)^{2}-w_{t+j} n_{t+j}\right],
$$

subject to the linear production function $y_{t}=\gamma n_{t}$. The random variables $p_{t}$ and $w_{t}$ are the price of output and the wage, respectively. The first order conditions of this maximization problem are:

$$
\beta \underset{t}{\mathrm{E} n_{t+1}-(1+\beta) n_{t}+n_{t-1}=\frac{\beta}{\delta}\left(w_{t}-\gamma p_{t}\right) . . . . . .}
$$

This model is essentially the same as that in Example (4) where $u_{t}=w_{t}-\gamma p_{t}$.

### 2.2.2. Finding the solution

Equation (2.47) is a vector version of the univariate eq. (2.1). The technique for finding a solution to $(2.47)$ is directly analogous with the univariate case.

The solution can be represented as

$$
\begin{align*}
& y_{1 t}=\sum_{i=0}^{\infty} \gamma_{1 i} \varepsilon_{t-i} \\
& y_{2 t}=\sum_{i=0}^{\infty} \gamma_{2 i} \varepsilon_{t-i} . \tag{2.48}
\end{align*}
$$

These representations for the endogenous variables are an obvious generalization of eqs. (2.4).

Utilizing matrix notation we rewrite (2.47) as

$$
\begin{align*}
& B z_{t}=C \underset{t}{\mathrm{E}} z_{t+1}+\delta u_{t}  \tag{2.49}\\
& \underset{t}{\mathrm{E} z_{t+1}}=A z_{t}+\mathrm{d} u_{t} \tag{2.50}
\end{align*}
$$

where the definitions of the matrices $B$ and $C$, and the vectors $z_{t}$ and $\delta$ in (2.49) should be clear, and where $A=C^{-1} B$ and $d=-C^{-1} \delta$. Let $\gamma_{i}=\left(\gamma_{1 i}, \gamma_{2 i-1}\right)^{\prime}$, $i=0,1,2, \ldots$ and set $\gamma_{2,-1}=0$. Substitution of (2.2) and (2.48) into (2.50) gives

$$
\begin{equation*}
\gamma_{i+1}=A \gamma_{i}+\mathrm{d} \theta_{i} \quad i=0,1,2, \ldots . \tag{2.51}
\end{equation*}
$$

Eq. (2.51) is analogous to eq. (2.7). For $i=0$ we have three unknown elements of the unknown vectors $\gamma_{0}=\left(\gamma_{10}, 0\right)^{\prime}$ and $\gamma_{1}=\left(\gamma_{11}, \gamma_{20}\right)^{\prime}$. The 3 unknowns are $\gamma_{10}$, $\gamma_{11}$ and $\gamma_{20}$. However, there are only two equations (at $i=0$ ) in (2.51) that can be used to solve for these three parameters. Much as in the scalar case considering $i=1$ gives two more equations, but it also gives two more unknowns ( $\gamma_{12}, \gamma_{21}$ ); the same is true for $i=2$ and so on. To determine the solution for the $\gamma_{i}$ process we therefore need another equation. As in the scalar case this third equation comes by imposing stationarity on the process for $y_{1 t}$ and $y_{2 t}$ or equivalently in this context by preventing either element of $\gamma_{i}$ from exploding. For uniqueness we will require that one root of $A$ be greater than one in modulus, and one root be less than one in modulus. The additional equation thus comes from choosing $\gamma_{1}=$ $\left(\gamma_{11}, \gamma_{20}\right)^{\prime}$ so that $\gamma_{i}$ does not explode as $i \rightarrow \infty$. This condition implies a unique linear relationship between $\gamma_{11}$ and $\gamma_{20}$. This relationship is the extra equation. It is the analogue of setting the scalar $\gamma_{1}=0$ in model (2.1).

To see this, we decompose the matrix $A$ into $H^{-1} \Lambda H$ where $\Lambda$ is a diagonal matrix with $\lambda_{1}$ and $\lambda_{2}$ on the diagonal. $H$ is the matrix whose rows are the characteristic vectors of $A$. Assume that the roots are distinct and that $\left|\lambda_{1}\right|>1$ and $\left|\lambda_{2}\right|<1$. Let $\mu_{i} \equiv\left(\mu_{1 i}, \mu_{2 i}\right)^{\prime}=H \gamma_{i}$. Then the homogeneous part of (2.51) is

$$
\begin{equation*}
\gamma_{i+1}=H^{-1} \Lambda H \gamma_{i} \quad i=1,2, \ldots \tag{2.52}
\end{equation*}
$$

so that

$$
\mu_{i+1}=\Lambda \mu_{i} \quad i=1,2, \ldots
$$

or

$$
\begin{align*}
& \mu_{1 i+1}=\lambda_{1} \mu_{1 i} \quad i=1,2, \ldots  \tag{2.53}\\
& \mu_{2 i+1}=\lambda_{2} \mu_{2 i} \quad i=1,2, \ldots
\end{align*}
$$

For stability of $\mu_{1 i}$ as $i \rightarrow \infty$ we therefore require that $\mu_{11}=0$ which in turn implies that $\mu_{1 i}=0$ for all $i>1$. In other words we want

$$
\begin{equation*}
\mu_{11}=h_{11} \gamma_{11}+h_{12} \gamma_{20}=0 \tag{2.54}
\end{equation*}
$$

where $\left(h_{11}, h_{12}\right)$ is the first row of $H$ and is the characteristic vector of $A$ corresponding to the unstable root $\lambda_{1}$. Eq. (2.54) is the extra equation. When combined with (2.51) at $i=0$ we have 3 linear equations that can be solved for $\gamma_{10}, \gamma_{11}$ and $\gamma_{20}$. From these we can use (2.51) or equivalently (2.53) to obtain the remaining $\gamma_{i}$ for $i>1$. In particular $\mu_{1 i}=0$ implies that

$$
\begin{equation*}
\gamma_{1 i}=-\frac{h_{12}}{h_{11}} \gamma_{2 i-1} \quad i=1,2, \ldots \tag{2.55}
\end{equation*}
$$

From the second equation in (2.53) we have that

$$
h_{21} \gamma_{1 i+1}+h_{22} \gamma_{2 i}=\lambda_{2}\left(h_{21} \gamma_{1 i}+h_{22} \gamma_{2 i-1}\right) .
$$

Substituting for $\gamma_{1 i+1}$ and $\gamma_{1 i}$ from (2.55) this gives

$$
\begin{equation*}
\gamma_{2 i+1}=\lambda_{2} \gamma_{2 i} \quad i=0,1,2, \ldots \tag{2.56}
\end{equation*}
$$

Given the initial values $\gamma_{21}$ we compute the remaining coefficients from (2.55) and (2.56).

### 2.2.3. The solution in the case of unanticipated shocks

When the shock $u_{t}$ is unanticipated and purely temporary, $\theta_{0}=1$ and $\theta_{i}=0$ for all $i>0$. In this case eq. (2.51) for $i=0$ is

$$
\begin{align*}
& \gamma_{11}=a_{11} \gamma_{10}+d_{1} \\
& \gamma_{20}=a_{21} \gamma_{10}+d_{2} \tag{2.57}
\end{align*}
$$

and the difference equation described by (2.51) for $i>0$ is homogeneous. Hence the solution given by (2.55), (2.56), and (2.57) is the complete solution.

For the more general case where $\theta_{i}=\rho^{i}$, eq. (2.57) still holds but the difference equation in (2.51) for $i \geq 1$ has a nonhomogeneous part. The particular solution to the nonhomogeneous part is of the form $\gamma_{i}^{(P)}=g b^{i}$ where $g$ is a $2 \times 1$ vector. Substituting this form into (2.51) for $i \geq 1$ and equating coefficients we obtain the particular solution

$$
\begin{equation*}
\gamma_{i}^{(P)}=(\rho I-A)^{-1} \mathrm{~d} \rho^{i}, \quad i=1,2, \ldots \tag{2.58}
\end{equation*}
$$

Since eq. (2.55) is the requirement for stability of the homogeneous solution, the complete solution can be obtained by substituting $\gamma_{11}^{(H)}=\gamma_{11}-\gamma_{11}^{(P)}$ and $\gamma_{20}^{(H)}=$ $\gamma_{20}-\gamma_{20}^{(P)}$ into (2.54) to obtain

$$
\begin{equation*}
\gamma_{11}-\gamma_{11}^{(P)}=-\frac{h_{12}}{h_{11}}\left(\gamma_{20}-\gamma_{20}^{(P)}\right) \tag{2.59}
\end{equation*}
$$

Eq. (2.59) can be combined with (2.57) to obtain $\gamma_{10}, \gamma_{11}$, and $\gamma_{20}$. The remaining coefficients are obtained by adding the appropriate elements of particular solutions (2.58) to the homogeneous solutions of (2.56) and (2.57).

### 2.2.4. The solution in the case of anticipated shocks

For the case where the shock is anticipated $k$ periods in advance, but is purely temporary ( $\theta_{0}=0$ for $i=1, \ldots, k-1, \theta_{i}=0$ for $i=k+1, \ldots$ ), we break up the difference eq. (2.51) as:

$$
\begin{align*}
& \gamma_{i+1}=A \gamma_{i} \quad i=0,1, \ldots, k-1  \tag{2.60}\\
& \gamma_{k+1}=A \gamma_{k}+d  \tag{2.61}\\
& \gamma_{i+1}=A \gamma_{i} \quad \cdot i=k+1, k+2, \ldots \tag{2.62}
\end{align*}
$$

Looking at the equations in (2.62) it is clear that for stationarity, $\gamma_{k+1}=$ $\left(\gamma_{1 k+1}, \gamma_{2 k}\right)^{\prime}$ must satisfy the same relationship that the vector $\gamma_{1}$ satisfied in eq. (2.55). That is,

$$
\begin{equation*}
\gamma_{1 k+1}=-\frac{h_{12}}{h_{11}} \gamma_{2 k} \tag{2.63}
\end{equation*}
$$

Once $\gamma_{2 k}$ and $\gamma_{1 k+1}$ have been determined the $\gamma$ values for $i>k$ can be computed as above in eqs. (2.55) and (2.56). That is,

$$
\begin{align*}
& \gamma_{1 i+1}=-\frac{h_{12}}{h_{11}} \gamma_{2 i} \quad i=k, \ldots  \tag{2.64}\\
& \gamma_{2 i+1}=\lambda_{2} \gamma_{2 i} \quad i=k, \ldots \tag{2.65}
\end{align*}
$$

To determine $\gamma_{2 k}$ and $\gamma_{1 k+1}$ we solve eq. (2.63) jointly with the $2(k+1)$ equations in (2.60) and (2.61) for the $2(k+1)+1$ unknowns $\gamma_{11}, \ldots, \gamma_{1 k+1}$ and $\gamma_{20}, \ldots, \gamma_{2 k}$. (Note how this reduces to the result obtained for the unanticipated case above when $k=0$ ). A convenient way to solve these equations is to first solve the three
equations consisting of the two equations from:

$$
\begin{equation*}
\gamma_{k+1}=A^{k+1} \gamma_{0}+d \tag{2.66}
\end{equation*}
$$

(obtained by "forecasting" $\gamma_{i}$ out $k$ periods) and eq. (2.61) for $\gamma_{2 k}, \gamma_{1 k+1}$ and $\gamma_{10}$. Then the remaining coefficients can be obtained from the difference equations in (2.60) starting with the calculated value for $\gamma_{10}$.

The case where $\theta_{i}=0$ for $i=1, \ldots, k-1$ and $\theta_{k}=\rho^{k-i}$ for $i=k, k-1$ can be solved by adding the particular solution to the nonhomogeneous equation

$$
\begin{equation*}
\gamma_{i+1}=A \gamma_{i}+\mathrm{d} \rho^{(i-k)} \quad i=k, k+1, k+2, \ldots \tag{2.67}
\end{equation*}
$$

in place of (2.62) and solving for the remaining coefficients using eqs. (2.60) and (2.61) as above. The particular solution of (2.67) is

$$
\begin{equation*}
\gamma_{i}^{(P)}=(\rho I-A)^{-1} \mathrm{~d} \rho^{i-k} \quad i=k, k+1, k+2, \ldots \tag{2.68}
\end{equation*}
$$

### 2.2.5. The exchange rate overshooting example

The preceding calculations can be usefully illustrated with Example 1 of Section 2.2.1.: the two variable "overshooting" model in which the exchange rate ( $y_{1 t}=e_{t}$ ) is the jump variable and the price level $\left(y_{2 t}=p_{t}\right)$ is the slowly moving variable. For this model eq. (2.50) is

$$
\left(\begin{array}{c}
\mathrm{E} e_{t+1}  \tag{2.69}\\
t \\
p_{t}
\end{array}\right)=A\binom{e_{t}}{p_{t-1}}+\mathrm{d} m_{t}
$$

where the matrix

$$
A=\frac{1}{1+\beta}\left(\begin{array}{cc}
1+\beta\left(1+\frac{1}{\alpha}\right) & \frac{1}{\alpha}  \tag{2.70}\\
\beta & 1
\end{array}\right)
$$

and the vector $d=(-1 / \alpha, 0)^{\prime}$. Suppose that $\alpha=1$ and $\beta=1$. Then the characteristic roots of $A$ are

$$
\begin{equation*}
\lambda=1 \pm-0.707 \tag{2.71}
\end{equation*}
$$

The characteristic vector associated with the unstable root is obtained from

$$
\begin{equation*}
\left(h_{11}, h_{12}\right) A=\lambda_{1}\left(h_{11}, h_{12}\right) \tag{2.72}
\end{equation*}
$$

this gives $-h_{12} / h_{11}=-0.414$ so that according to eq. (2.56) the coefficients of the (homogeneous) solution must satisfy

$$
\begin{equation*}
\gamma_{1 i+1}=-0.414 \gamma_{2 i} \quad i=0,1, \ldots . \tag{2.73}
\end{equation*}
$$

Using the stable root we have

$$
\begin{equation*}
\gamma_{2 i+1}=0.293 \gamma_{2 i} \quad i=0,1, \ldots \tag{2.74}
\end{equation*}
$$

The particular solution is given by the vector $(\rho I-A)^{-1} \mathrm{~d} \rho^{i-k}$ as in eq. (2.68). That is

$$
\begin{align*}
\gamma_{1 i}^{(P)}=\frac{(0.5-\rho) \rho^{i-k}}{(1.5-\rho)(0.5-\rho)-0.25} & i=k, k+1, k+2, \ldots  \tag{2.75}\\
\gamma_{2 i-1}^{(P)}=\frac{-0.5 \rho^{i-k}}{(1.5-\rho)(0.5-\rho)-0.25} & i=k, k+1, k+2, \ldots, \tag{2.76}
\end{align*}
$$

where $k$ is the number of periods in advance that the shock to the money supply is anticipated ( $k=0$ for unanticipated shocks).

In Tables 2, 3, and 4 and in Figures 5, 6, and 7, respectively, the effects of temporary unanticipated money shocks ( $k=0, \rho=0$ ), permanent unanticipated money shocks ( $k=0, \rho=1$ ), and permanent money shocks anticipated 3 periods

Table 2
Effect of an unanticipated temporary increase in money on the exchange rate and the price level ( $k=0, \rho=0$ ).

| Period after shock: | $i$ | 0 | 1 | 2 | 3 | 4 |
| :--- | :---: | :---: | :---: | :---: | ---: | :---: |
| Effect on exchange rate: | $\gamma_{1 i}$ | 0.59 | -0.12 | -0.04 | -0.01 | -0.00 |
| Effect on price level: | $\gamma_{2 i}$ | 0.29 | 0.09 | 0.03 | 0.01 | 0.00 |

Table 3
Effect of unanticipated permanent increase in money on the exchange rate and the price level $(k=0, \rho=1)$.

| Period after shock: | $i$ | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Effect on exchange rate: | $\gamma_{1(P)}$ | 1.41 | 1.12 | 1.04 | 1.01 | 1.00 |
| particular solution: | $\gamma_{1(P)}$ | - | 1 | 1 | 1 | 1 |
| homogeneous solution: | $\gamma_{1 i}^{(H)}$ | - | 0.12 | 0.04 | 0.01 | 0.00 |
| Effect on price level: | $\gamma_{2 i}$ | 0.71 | 0.91 | 0.97 | 0.99 | 1.00 |
| particular solution: | $\gamma_{2 i}^{(P)}$ | 1 | 1 | 1 | 1 | 1 |
| homogeneous solution: | $\gamma_{2 i}^{(H)}$ | -0.29 | -0.09 | -0.03 | -0.01 | -0.00 |

Table 4
Effect of a permanent increase in money anticipated 3 periods in advance on the exchange rate and the price level $(k=3, \rho=1)$.

| Period after the shock: | $i$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Effect on the exchange rate: | $\gamma_{1(i,}$ | 0.28 | 0.43 | 0.71 | 1.21 | 1.06 | 1.02 | 1.00 |
| particular solution: | $\gamma_{(P)}^{(P)}$ | - | - | - | - | 1.00 | 1.00 | 1.00 |
| homogeneous solution: | $\gamma_{1 i}^{(H)}$ | - | - | - | - | 0.06 | 0.02 | 0.01 |
| Effect on the price level: | $\gamma_{2 i}$ | 0.14 | 0.28 | 0.50 | 0.85 | 0.96 | 0.99 | 1.00 |
| particular solution: | $\gamma_{2 i}^{(P)}$ | - | - | - | 1.00 | 1.00 | 1.00 | 1.00 |
| homogeneous solution: | $\gamma_{2 i}^{(H)}$ | - | - | - | -0.15 | -0.04 | -0.01 | -0.00 |




Figure 5. Temporary unanticipated increase in money.


Figure 6. Permanent unanticipated increase in money.
in advance ( $k=3, \rho=1$ ) are shown. In each case the increase in money is by 1 percent.

A temporary unanticipated increase in money causes the exchange rate to depreciate ( $e$ rises) and the price level to increase in the first period. Subsequently, the price level converges monotonically back to equilibrium. In the second period, $e$ falls below its equilibrium value and then gradually rises again back to zero (Table 2 and Figure 5).

A permanent unanticipated increase in money of 1 percent eventually causes the exchange rate to depreciate by 1 percent and the price level to rise by 1 percent. But in the short run $e$ rises above the long-run equilibrium and then gradually falls back to zero. This is the best illustration of overshooting (Table 3 and Figure 6).


Figure 7. Permanent increase in money, anticipated 3 periods in advance.

If the increase in the money supply is anticipated in advance, then the price level rises and the exchange rate depreciates at the announcement date. Subsequently, the price level and $e$ continue to rise. The exchange rate reaches its lowest value ( $e$ reaches its highest value) on the announcement date, and then appreciates back to its new long-run value of 1 (Table 4 and Figure 7). Note that $\rho$ and $e$ are on explosive paths from period 0 until period 3.

### 2.2.6. Geometric interpretation

The solution of the bivariate model has a helpful geometric interpretation. Writing out eq. (2.51) with $\theta_{i}=0$ in scalar form as two different equations and
subtracting $\gamma_{1 i}$ and $\gamma_{2 i-1}$ from the first and second equation respectively results in

$$
\begin{align*}
& \Delta \gamma_{1 i+1} \equiv \gamma_{1 i+1}-\gamma_{1 i}=\left(a_{11}-1\right) \gamma_{1 i}+a_{12} \gamma_{2 i-1}, \\
& \Delta \gamma_{2 i} \equiv \gamma_{2 i}-\gamma_{2 i-1}=a_{21} \gamma_{1 i}+\left(a_{22}-1\right) \gamma_{2 i-1} . \tag{2.77}
\end{align*}
$$

According to (2.77) there are two linear relationships between $\gamma_{1 i}$ and $\gamma_{2 i-1}$ consistent with no change in the coefficients: $\Delta \gamma_{1 i=1}=0$ and $\Delta \gamma_{2 i}=0$. For example, in the exchange rate model in eq. (2.69), the equations in (2.77) become

$$
\begin{align*}
& \Delta \gamma_{1 i+1}=\frac{\beta}{\alpha(1+\beta)} \gamma_{1 i}+\frac{1}{\alpha(1+\beta)} \gamma_{2 i-1}  \tag{2.78}\\
& \Delta \gamma_{2 i}=\frac{\beta}{1+\beta} \gamma_{1 i}-\frac{\beta}{1+\beta} \gamma_{2 i-1}
\end{align*}
$$



Figure 8. Geometric interpretation of the solution in the bivariate model. The darker line is the saddle point path along which the impact coefficients converge to the equilibrium value of $(0,0)$.


Figure 9. Solution values for the case of temporary-unanticipated shocks. ( $k=0, \rho=0$ ). The numbered points are the values of $i$. See also Table 2 and Figure 5.

The two no-change lines are

$$
\begin{align*}
\gamma_{1 i} & =-\frac{1}{\beta} \gamma_{2 i-1}  \tag{2.79}\\
\gamma_{1 i} & =\gamma_{2 i-1}
\end{align*}
$$

and are plotted in Figure 8. The arrows in Figure 8 show the directions of motion according to eq. (2.78) when the no-change relationships in (2.79) are not satisfied. It is clear from these arrows that if the $\gamma$ coefficients are to converge to


Figure 10. Solution values for a permanent unanticipated increase in the money supply. The open circles give the $\left(\gamma_{1 i}, \gamma_{2 i}\right)$ pairs starting with $i=0$.


Figure 11. Solution values for an anticipated permanent increase in the money supply. The open circles give the $\gamma_{1 i}, \gamma_{2 i}$ pairs starting with $i=0$.
their equilibrium value $(0,0)$ they must move along the "saddle point" path shown by the darker line in Figure 8. Points off this line will lead to ever-increasing values of the $\gamma$ coefficients. The linear combination of $\gamma_{1 i}$ and $\gamma_{2 i-1}$ along this saddle point path is given by the characteristic vector associated with the unstable root $\lambda_{1}$ as given in general by eq. (2.55) and for this example in eq. (2.73). Note how Figure 8 immediately shows that the saddle point path is downward sloping. In Figure 9 the solution values for the impacts on the exchange rate and the price level are shown for the case of a temporary shock as considered in Table 2 and Figure 5. In Figures 10 and 11, the solution values are shown for the case where the increase in money is permanent. The permanent increase shifts the reference point from $(0,0)$ to $(1,1)$. The point $(1,1)$ is simply the value of the particular
solution in this case. Figure 10 is the case where the permanent increase is unanticipated; Figure 11 is the anticipated case.

Note that these diagrams do not give the impact on the exchange rate and the price level in the same period; they are one period out of synchronization. Hence, the points do not correspond to a scatter diagram of the effects of a change in money on the exchange rate and on the price level. It is a relatively simple matter to deduce a scatter diagram as shown by the open circles in Figures 10 and 11.

### 2.3. The use of operators, generating functions, and $z$-transforms

As the previous Sections have shown, the problem of solving rational expectations models is equivalent to solving nonhomogeneous deterministic difference equations. The homogeneous solution is obtained simply by requiring that the stochastic process for the endogenous variables be stationary. Once this is accomplished, most of the work comes in obtaining the particular solution to the nonhomogeneous part. Lag or lead operators, operator polynomials, and the power series associated with these polynomials (i.e. generating functions or $z$-transformations) have frequently been found useful in solving the nonhomogeneous part of difference equations [see Baumol (1970), for economic examples]. These methods have also been useful in rational expectations analysis. Futia (1981) and Whiteman (1983) have exploited the algebra of $z$-transforms in solving a wide range of linear rational expectations models.

To illustrate the use of operators, let $F^{s} x_{t}=x_{t+s}$ be the forward lead operator. Then the scalar equation in the impact coefficients that we considered in eq. (2.7), can be written

$$
\begin{equation*}
(1-\alpha F) \gamma_{i}=\delta \theta_{i} \quad i=0,1,2, \ldots \tag{2.80}
\end{equation*}
$$

Consider the case where $\theta_{i}=\rho^{i}$ and solve for $\gamma_{i}$ by operating on both sides by the inverse of the polynomial $(1-\alpha F)$. We then have

$$
\begin{align*}
\gamma_{i} & =\frac{\delta \rho^{i}}{1-\alpha F} \\
& =\frac{\delta \rho^{i}}{1-\alpha \rho} \quad i=0,1,2 \ldots \tag{2.81}
\end{align*}
$$

the last equality follows from the algebra of operator polynomials [see for example Baumol (1970)]. The result is identical to what we found in Section 2.1 using the method of undetermined coefficients to obtain the particular solution. The procedure easily generalizes to the bivariate case and yields the particular
solution shown in eq. (2.58). It also generalizes to handle other time series specifications of $\boldsymbol{\theta}_{i}$.

The operator notation used in (2.80) is standard in difference equation analysis. In some applications of rational expectations models, a non-standard operator has been used directly on the basic model (2.1). To see this redefine the operator $F$ as $F \mathrm{E}_{t} y_{t}=\mathrm{E}_{t} y_{t+1}$. That is, $F$ moves the date on the variable but the viewpoint date in the expectation is held constant. Then eq. (2.1) can be written (note that $\mathrm{E}_{t} y_{t}=y_{t}$ ):

$$
\begin{equation*}
(1-\alpha F) \underset{t}{\mathrm{E}} y_{t}=\delta_{t} . \tag{2.82}
\end{equation*}
$$

Formally, we can apply the inverse of $(1-\alpha F)$ to (2.82) to obtain

$$
\begin{align*}
\underset{t}{\mathrm{E}} y_{t} & =\delta(1-\alpha F)^{-1} u_{t} \\
& =\delta\left(1+\alpha F+(\alpha F)^{2}+\cdots\right) u_{t} \\
& =\delta\left(u_{t}+\alpha \mathrm{E} u_{t+1}+\alpha^{2} \mathrm{E} u_{t+2}+\cdots\right) \\
& =\delta\left(u_{t}+\alpha \rho u_{t}+(\alpha \rho)^{2} u_{t}+\cdots\right) \\
& =\frac{\delta}{1-\alpha \rho} u_{t} \tag{2.83}
\end{align*}
$$

and where we again assume that $u_{t}=\rho u_{t-1}+\varepsilon_{t}$. Eq. (2.83) gives the same answer that the previous methods did (again note that $\mathrm{E}_{t} y_{t}=y_{t}$ ). As Sargent (1979, p. 337) has discussed, the use of this type of operator on conditional expectations can lead to confusion or mistakes, if it is interpreted as a typical lag operator that shifts all time indexes, including the viewpoint dates. The use of operators on conventional difference operations like (2.6) is much more straightforward, and perhaps it is best to think of the algebra in (2.82) and (2.83) in terms of (2.80) and (2.81).

Whiteman's (1983) use of the generating functions associated with the operator polynomials can be illustrated by writing the power series corresponding to eqs. (2.2) and (2.4):

$$
\begin{aligned}
& \gamma(z)=\sum_{i=0}^{\infty} \gamma_{i} z^{i} \\
& \theta(z)=\sum_{i=0}^{\infty} \theta_{i} z^{i}
\end{aligned}
$$

These are the $z$-transforms [see Dhrymes (1971) for a short introduction to $z$-transforms and their use in econometrics]. Equating the coefficients of $\varepsilon_{t-i}$ in eq. (2.6) is thus the same as equating the coefficients of powers of $z$. That is, (2.6) means that

$$
\begin{equation*}
\gamma(z)=\alpha z^{-1}\left(\gamma(z)-\gamma_{0}\right)+\delta \theta(z) \tag{2.84}
\end{equation*}
$$

Solving (2.84) for $\gamma(z)$ we have

$$
\begin{equation*}
\gamma(z)=\left(1-\alpha^{-1} z\right)^{-1}\left(\gamma_{0}-\delta \alpha^{-1} z \theta(z)\right) \tag{2.85}
\end{equation*}
$$

As in Section 2.1, eq. (2.85) has a free parameter $\gamma_{0}$ which must be determined before $\gamma(z)$ can be evaluated. For $y_{t}$ to be a stationary process, it is necessary that $\gamma(z)$ be a convergent power series (or equivalently an analytic function) for $|z|<1$. The term $\left(1-\alpha^{-1} z\right)^{-1}$ on the right-hand side of (2.85) is divergent if $\alpha^{-1}>1$. Hence, the second term in parentheses must have a factor to "cancel out" this divergent series. For the case of serially uncorrelated shocks, $\theta(z)$ iş a constant $\theta_{0}=1$ so that it is obvious that $\gamma_{0}=\delta$ will cancel out the divergent series. We then have $\gamma(z)=\delta$ which corresponds with the results in Section 2.1. Whiteman (1983) shows that in general $\gamma(z)$ will be convergent when $|\alpha|<1$ if $\gamma_{0}=\delta \theta(\alpha)$. For the unanticipated autoregressive shocks this implies that $\gamma(z)=$ $\delta(1-\rho \alpha)^{-1}(1-\rho z)$ which is the $z$-transform of the solution we obtained earlier. When $|\alpha|>1$ there is no natural way to determine $\gamma_{0}$, so we are left with non-uniqueness as in Section 2.1.

### 2.4. Higher order representations and factorization techniques

We noted in Section 2.2 that a first-order bivariate model with one lead variable could be interpreted as a second-order scalar model with a lead and a lag. That is,

$$
\begin{equation*}
y_{t}=\alpha_{1} \underset{t}{\mathrm{E}} y_{t+1}+\alpha_{2} y_{t-1}+\delta u_{t}, \tag{2.86}
\end{equation*}
$$

can be written as a bivariate model and solved using the saddle point stability method. An alternative approach followed by Sargent (1979), Hansen and Sargent (1980) and Taylor (1980a) is to work with (2.86) directly. That the two approaches give the same result can be shown formally.

Substitute for $y_{t}, y_{t-1}$, and $\mathrm{E}_{t} y_{t+1}$ in eq. (2.86) using (2.4) to obtain the equations

$$
\begin{align*}
& \gamma_{1}=\frac{1}{\alpha_{1}}\left(\gamma_{0}-\delta \theta_{0}\right)  \tag{2.87}\\
& \gamma_{i+1}=\frac{1}{\alpha_{1}} \gamma_{i}-\frac{\alpha_{2}}{\alpha_{1}} \gamma_{i-1}-\frac{\delta}{\alpha_{1}} \theta_{i} \quad i=1,2, \ldots \tag{2.88}
\end{align*}
$$

As above, we need one more equation to solve for all the $\gamma$ coefficients. Consider first the homogeneous part of (2.88). Its characteristic polynomial is

$$
\begin{equation*}
z^{2}-\frac{1}{\alpha_{1}} z+\frac{\alpha_{2}}{\alpha_{1}}, \tag{2.89}
\end{equation*}
$$

which can be factored into

$$
\begin{equation*}
\left(\lambda_{1}-z\right)\left(\lambda_{2}-z\right) \tag{2.90}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are the roots of (2.89). The solution to the homogeneous part is $\gamma_{i}^{(H)}=k_{1} \lambda_{1}^{i}+k_{2} \lambda_{2}^{i}$. As we discussed above, in many economic applications one root, say $\lambda_{1}$, will be larger than 1 in modulus and the other will be smaller than 1 in modulus. Thus, the desired solution to the homogeneous part is achieved by setting $k_{1}=0$ so that $\gamma_{i}^{(H)}=k_{2} \lambda_{2}^{i}$ where $k_{2}$ equals the initial condition $\gamma_{0}^{(H)}$. Equivalently we can interpret the setting of $k_{1}=0$ as reducing the characteristic polynomial (2.89) to ( $z-\lambda_{2}$ ). Thus, the $\gamma$ coefficients satisfy

$$
\begin{equation*}
\gamma_{i}=\lambda_{2} \gamma_{i-1} \quad i=1,2, \ldots \tag{2.91}
\end{equation*}
$$

Equivalently, we have "factored out" $\left(z-\lambda_{1}\right)$ from the characteristic polynomial.
For the case where $u_{t}$ is uncorrelated so that $\theta_{i}=0$ for $i>0$, difference equation in (2.88) is homogeneous. We can solve for $\gamma_{0}$ by using $\gamma_{1}=\lambda_{2} \gamma_{0}$ along with eq. (2.87). This gives $\gamma_{0}=\delta\left(1-\alpha_{1} \lambda_{2}\right)^{-1} \lambda_{2}^{i} \quad i=0,1, \ldots$

To see how this result compares with the saddle-point approach, write (2.88) as

$$
\binom{\gamma_{i+1}}{\gamma_{i}}=\left(\begin{array}{cc}
\frac{1}{\alpha_{1}} & -\frac{\alpha_{2}}{\alpha_{1}}  \tag{2.92}\\
1 & 0
\end{array}\right)\binom{\gamma_{i}}{\gamma_{i-1}}-\binom{\frac{\delta}{\alpha_{1}}}{0} \theta_{i} \quad i=1,2, \ldots .
$$

The characteristic equation of the matrix $A$ is $\lambda^{2}-\left(1 / \alpha_{1}\right) \lambda-\alpha_{2} / \alpha_{1}=0$. Hence, the roots of $A$ are identical to the roots of the characteristic polynomial associated with the second-order difference eq. (2.88). [This is a well-known result shown for the general $p$ th order difference equation in Anderson (1971)].

The characteristic vector of the matrix $A$ associated with the unstable root $\lambda_{1}$ is found from the equation $\left(h_{11}, h_{12}\right) A=\lambda_{1}\left(h_{11}, h_{12}\right)$. Thus, the saddle point path is given by

$$
\begin{equation*}
\gamma_{i}=-\frac{h_{12}}{h_{11}} \gamma_{i-1}=\left(\frac{1}{\alpha_{1}}-\lambda_{1}\right) \gamma_{i-1} . \tag{2.93}
\end{equation*}
$$

For the two methods to be equivalent, we need to show that (2.91) and (2.93) are equivalent, or that $\lambda_{2}=1 / \alpha_{1}-\lambda_{1}$. This follows immediately from the fact
that the sum of the roots $\left(\lambda_{1}+\lambda_{2}\right)$ of a second-order polynomial equals the coefficients of the linear term in the polynomial: $\lambda_{1}+\lambda_{2}=1 / \alpha_{1}$.

For the case where $\theta_{i}=\rho^{i}$, we need to compare the particular solutions as well. For the second-order scalar model we guess the form $\gamma_{i}^{(P)}=a b^{i}$. Substituting this into (2.88) we find that $b=\rho$ and $a=\delta\left(1-\alpha_{1} \rho-\alpha_{2} \rho \neg^{1}\right)^{-1}$. To see that this gives the same value for the particular solution that emerges from the matrix formulation in eq. (2.58), note that

$$
\begin{align*}
(\rho I-A)^{-1} \mathrm{~d} \rho^{i} & =\left(\begin{array}{cc}
\rho-\frac{1}{\alpha_{1}} & -\frac{\alpha_{2}^{-1}}{\alpha_{1}} \\
-1 & \rho
\end{array}\right)\binom{-\frac{\delta}{\alpha_{1}}}{0} \rho^{i} \\
& =\frac{1}{\rho^{2}-\frac{1}{\alpha_{1}} \rho+\frac{\alpha_{2}}{\alpha_{1}}}\binom{-\rho \frac{\delta}{\alpha_{1}}}{-\frac{\delta}{\alpha_{1}}} \rho^{i} . \tag{2.94}
\end{align*}
$$

Eq. (2.94) gives the particular solution for the vector $\left(\gamma_{i}^{(P)}, \gamma_{i-1}^{(P)}\right)$, which corresponds to the vector $\gamma_{i}^{(P)}$ in eq. (2.58). Hence

$$
\begin{aligned}
\gamma_{i}^{(P)} & =\frac{-\rho \alpha_{1}^{-1} \delta \rho^{i}}{\rho^{2}-\rho \alpha_{1}^{-1}+\alpha_{2} \alpha_{1}^{-1}} \\
& =\frac{\delta \rho^{i}}{1-\alpha_{1} \rho-\alpha_{2} \rho^{-1}}
\end{aligned}
$$

which is the particular solution obtained from the second-order scalar representation.

Rather than obtaining the solution of the homogeneous system by factoring the characteristic equation, one can equivalently factor the polynomial in the time shift operators. Because the operator polynomials also provide a convenient way to obtain the nonhomogeneous solution (as was illustrated in Section 2.3), this approach essentially combines the homogeneous solution and the nonhomogeneous solution in a notationally and computationally convenient way.

Write (2.88) as

$$
\begin{equation*}
\left(-L^{-1}+\frac{1}{\alpha_{2}}-\frac{\alpha_{2}}{\alpha_{1}} L\right) \gamma_{i}=\frac{\delta}{\alpha_{1}} \theta_{i} \tag{2.95}
\end{equation*}
$$

Let $H(L)=L^{-1}-1 / \alpha_{1}+\left(\alpha_{2} / \alpha_{1}\right) L$ be the polynomial on the left-hand side of
(2.95) and let $P(z)=z^{2}-1 /\left(\alpha_{1}\right) z+\alpha_{2} / \alpha_{1}$ be the characteristic polynomial in (2.89). The polynomial $H(L)$ can be factored into

$$
\begin{equation*}
\mu\left(1-\phi L^{-1}\right)(1-\psi L) \tag{2.96}
\end{equation*}
$$

where $\phi=-\mu^{-1}, \psi=-\mu^{-1} \alpha_{2} \alpha_{1}^{-1}$, and where $\mu$ is one of the solutions of $P(\mu)=0$; that is one of the roots of $P(\cdot)$. This can be seen by equating the coefficient of $H(L)$ and the polynomial in (2.96). Continuing to assume that only one of the roots of $P(\cdot)$ is greater than one in modulus (say $\lambda_{1}$ ) we set $\phi=\lambda_{1}^{-1}<1$. Since the product of the roots of $P(\cdot)$ equals $\alpha_{2} \alpha_{1}^{-1}$ we immediately have that $\psi=\lambda_{2}$. Thus, there is a unique factorization of the polynomial with $\phi$ and $\psi$ both less than one in modulus.

Because $\psi=\lambda_{2}$, the stable solution (2.97) to the homogeneous difference equation can be written

$$
\begin{equation*}
(1-\psi L) \gamma_{i}^{(H)}=0 \tag{2.97}
\end{equation*}
$$

The particular solution also can be written using the operator notation:

$$
\begin{equation*}
\gamma_{i}^{(P)}=\frac{\delta \alpha_{1}^{-1} \rho^{i}}{\mu\left(1-\phi L^{-1}\right)(1-\psi L)} . \tag{2.98}
\end{equation*}
$$

The complete solution is given by $\gamma_{i}=\gamma_{i}^{(H)}+\gamma_{i}^{(P)}$ which implies that

$$
\begin{equation*}
\left(1-\lambda_{2} L\right) \gamma_{i}=\left(1-\lambda_{2} L\right) \gamma_{i}^{(H)}+\left(1-\lambda_{2} L^{-1}\right) \gamma_{i}^{(P)} . \tag{2.99}
\end{equation*}
$$

The first term on the right-hand side of (2.99) equals zero. Therefore the complete solution is given by

$$
\begin{align*}
\gamma_{i} & =\lambda_{2} \gamma_{i-1}+\frac{\delta \alpha_{1}^{-1} \rho^{i}}{\lambda_{1}\left(1-\lambda_{1}^{-1} L^{-1}\right)} \\
& =\lambda_{2} \gamma_{i-1}+\frac{\delta \alpha_{1}^{-1} \rho^{i}}{\lambda_{1}\left(1-\rho \lambda_{1}^{-1}\right)} \tag{2.100}
\end{align*}
$$

This solution is equivalent to that derived by adding the particular solution in (2.95) to the solution of the homogeneous solution of (2.91).

Note that this procedure or solving (2.95) can be stated quite simply in two steps: (1) factor the lag polynomial into two stable polynomials, one involving
positive powers of $L$ (lags) and the other involving negative powers of $L$ (leads), and (2) operate on both sides of (2.95) by the inverse of the polynomial involving negative powers of $L$.

It is clear from (2.94) that the $\gamma_{i}$ weights are such that the solution for $y_{t}$ can be represented as a first-order autoregressive process with a serially correlated error:

$$
\begin{equation*}
y_{t}=\lambda_{2} y_{t-1}+\delta \alpha_{1}^{-1}\left(\lambda_{1}-\rho\right)^{-1} u_{t}, \tag{2.101}
\end{equation*}
$$

where

$$
u_{t}=\rho u_{t-1}+\varepsilon_{t} .
$$

In the papers by Sargent (1979), Taylor (1980a) and Hansen and Sargent (1980), the difference equation in (2.95) was written $\gamma_{i}=\mathrm{E}_{t} y_{t+i}$ and $\theta_{i}=\mathrm{E}_{t} u_{t+i}$, a form which can be obtained by taking conditional expectations in eq. (2.86). In other words rather than working with the moving average coefficients they worked directly with the conditional expectations. As discussed in Section 2.3 this requires the use of a non-standard lag operator.

### 2.5. Rational expectations solutions as boundary value problems

It is useful to note that the problem of solving rational expectations models can be thought of as a boundary value problem where final conditions as well as initial conditions are given. To see this consider the homogeneous equation

$$
\begin{equation*}
\gamma_{i+1}=\frac{1}{\alpha} \gamma_{i} \quad i=0,1, \ldots \tag{2.102}
\end{equation*}
$$

The stationarity conditions place a restriction on the "final" value $\lim _{j \rightarrow \infty} \gamma_{j}=0$ rather than on the "initial" value $\gamma_{0}$. As an approximation we want $\gamma_{j}=0$ for large $j$. A traditional method to solve boundary value problems is "shooting": One guesses a value for $\gamma_{0}$ and then uses (2.102) to project (shoot) a value of $\gamma_{j}$ for some large $j$. If the resulting $\gamma_{j} \neq 0$ (or if $\gamma_{j}$ is further from 0 than some tolerance range) then a new value (chosen in some systematic fashion) of $\gamma_{0}$ is tried until one gets $\gamma_{j}$ sufficiently close to zero. It is obvious in this case that $\gamma_{0}=0$ so it would be impractical to use such a method. But in nonlinear models the approach can be quite useful as we discuss in Section 6.

This approach obviously generalizes to higher order systems; for example the homogeneous part of $(2.88)$ is

$$
\begin{equation*}
\gamma_{i+1}=\frac{1}{\alpha_{1}} \gamma_{i}-\frac{\alpha_{2}}{\alpha_{1}} \gamma_{i-1} \quad i=0,1,2, \ldots \tag{2.103}
\end{equation*}
$$

with $\gamma_{-1}=0$ as one initial condition and $\gamma_{j}=0$ for some large $j$ as the one "final" condition. This is a two point boundary problem which can be solved in the same way as (2.102).

## 3. Econometric evaluation of policy rules

Perhaps the main motivation behind the development of rational expectations models was the desire to improve policy evaluation procedures. Lucas (1976) argued that the parameters of the models conventionally used for policy evalua-tion-either through model simulation or formal optimal control-would shift when policy changed. The main reason for this shift is that expectations mechanisms are adaptive, or backward looking, in conventional models and thereby unresponsive to those changes in policy that would be expected to change expectations of future events. Hence, the policy evaluation results using conventional models would be misleading.

The Lucas criticism of conventional policy evaluation has typically been taken as destructive. Yet, implicit in the Lucas' criticism is a constructive way to improve on conventional evaluation techniques by modeling economic phenomena in terms of "structural" parameters; by "structural" one simply means invariant with respect to policy intervention. Whether a parameter is invariant or not is partly a matter of researcher's judgment, of course, so that any attempt to take the Lucas critique seriously by building structural models is subject to a similar critique that the researcher's assumption about which parameters are structural is wrong. If taken to this extreme that no feasible structural modeling is possible, the Lucas critique does indeed become purely destructive and perhaps even stifling.

Hansen and Sargent (1980), Kydland and Prescott (1982), Taylor (1982), and Christiano (1983) have examined policy problems where only the parameters of utility functions or production functions can be considered invariant or structural. Taylor $(1979,1980 b)$ has considered models where the parameters of the wage and price setting functions are invariant or structural.

The thought experiments described in Section 2 whereby multiplier responses are examined should be part of any policy evaluation technique. But it is unrealistic to think of policy as consisting of such one-shot changes in the policy instrument settings. They never occur. Rather, one wants to consider changes in
the way the policymakers respond to events - that is, changes in their policy rules. For this we can make use of stochastic equilibrium solutions examined in Section 2. We illustrate this below.

### 3.1. Policy evaluation for a univariate model

Consider the following policy problem which is based on model (2.1). Suppose that an econometric policy advisor knows that the demand for money is given by

$$
\begin{equation*}
m_{t}-p_{t}=-\beta\left(\mathrm{E}_{t} p_{t+1}-p_{t}\right)+u_{t} . \tag{3.1}
\end{equation*}
$$

Here there are two shocks to the system, the supply of money $m_{t}$ and the demand for money $u_{t}$. Suppose that $u_{t}=\rho u_{t-1}+\varepsilon_{t}$, and that in the past the money supply was fixed: $m_{t}=0$; suppose that under this fixed money policy, prices were thought to be too volatile. The policy advisor is asked by the Central Bank for advice on how $m_{t}$ can be used in the future to reduce the fluctuations in the price level. Note that the policy advisor is not asked just what to do today or tomorrow, but what to do for the indefinite future. Advice thus should be given as a contingency rule rather than as a fixed path for the money supply.

Using the solution technique of Section 2, the behavior of $p_{t}$ during the past is

$$
\begin{equation*}
p_{t}=\rho p_{t-1}-\frac{\varepsilon_{t}}{1+\beta(1-\rho)} . \tag{3.2}
\end{equation*}
$$

Conventional policy evaluation might proceed as follows: first, the econometrician would have estimated $\rho$ in the reduced form relation (3.2) over the sample period. The estimated equation would then serve as a model of expectations to be substituted into (3.1); that is, $\mathrm{E}_{t} p_{t+1}=\rho p_{t}$ would be substituted into

$$
\begin{equation*}
m_{t}-p_{t}=-\beta\left(\rho p_{t}-p_{t}\right)+u_{t} . \tag{3.3}
\end{equation*}
$$

The conventional econometricians model of the price level would then be

$$
\begin{equation*}
p_{t}=\frac{m_{t}-u_{t}}{1+\beta(1-\rho)} . \tag{3.4}
\end{equation*}
$$

Considering a feedback policy rule of the form $m_{t}=g u_{t-1}$ eq. (3.4) implies

$$
\begin{equation*}
\operatorname{var} p_{t}=\frac{1}{[1+\beta(1-\rho)]^{2}\left(1-\rho^{2}\right)} \sigma_{\varepsilon}^{2}\left[g^{2}+1-2 g \rho\right] . \tag{3.5}
\end{equation*}
$$

If there were no cost to varying the money supply, then eq. (3.5) indicates that the best choice for $g$ to minimize fluctuation in $p_{t}$ is $g=\rho$.

But we know that (3.5) is incorrect if $g \neq 0$. The error was to assume that $\mathrm{E}_{t} p_{t+1}=\rho p_{t}$ regardless of the choice of policy. This is the expectations error that rational expectations was designed to avoid. The correct approach would have been to substitute $m_{t}=g u_{t-1}$ directly into (3.1) and calculate the stochastic equilibrium for $p_{t}$. This results in

$$
\begin{equation*}
p_{t}=\frac{-1-\beta(1-g)}{(1+\beta)(1+\beta(1-\rho))} u_{t}+\frac{g}{1+\beta} u_{t-1} . \tag{3.6}
\end{equation*}
$$

Note how the parameters of (3.6) depend on the parameters of the policy rule. The variance of $p_{t}$ is

$$
\begin{equation*}
\operatorname{Var} p_{t}=\frac{1}{(1+\beta)^{2}\left(1-\rho^{2}\right)}\left[\frac{(1+\beta(1-g))^{2}}{(1+\beta(1-\rho))^{2}}-\frac{2 g(1+\beta(1-g)) \rho}{1+\beta(1-\rho)}+g^{2}\right] \sigma_{\varepsilon}^{2} \tag{3.7}
\end{equation*}
$$

The optimal policy is found by minimizing Var $p_{t}$ with respect to $g$.
This simple policy problem suggests the following approach to macro policy evaluation: (1) Derive a stochastic equilibrium solution which shows how the endogeneous variables behave as a function of the parameters of the policy rule; (2) Specify a welfare function in terms of the moments of the stochastic equilibrium, and (3) Maximize the welfare function across the parameters of the policy rule. In this example the welfare function is simply Var $p$. In more general models there will be several target variables. For example, in Taylor (1979) an optimal policy rule to minimize a weighted average of the variance of real output and the variance of inflation was calculated.

Although eq. (3.1) was not derived explicitly from an individual optimization problem, the same procedure could be used when the model is directly linked to parameters of a utility function. For instance, the model of Example (5) in Section 2.2 in which the parameters depend on a firm's utility function could be handled in the same way as the model in (3.1).

### 3.2. The Lucas critique and the Cowles Commission critique

The Lucas critique can be usefully thought of as a dynamic extension of the critique developed by the Cowles Commission researchers in the late 1940s and early 1950s and which gave rise to the enormous literature on simultaneous equations. At that time it was recognized that reduced forms could not be used
for many policy evaluation questions. Rather one should model structural relationships. The parameters of the reduced form are, of course, functions of the structural parameters in the standard Cowles Commission setup. The discussion by Marschak (1953), for example, is remarkably similar to the more recent rational expectations critiques; Marschak did not consider expectations variables, and in this sense the rational expectations critique is a new extension. But earlier analyses like Marschak's are an effort to explain why structural modeling is necessary, and thus has much in common with more recent research.

### 3.3. Game-theoretic approaches

In the policy evaluation procedure discussed above, the government acts like a dominant player with respect to the private sector. The government sets $g$ and the private sector takes $g$ as given. The government then maximizes its social welfare function across different values of $g$. One can imagine alternatively a game theoretic setup in which the government and the private sector each are maximizing utility. Chow (1983), Kydland (1975), Lucas and Sargent (1981), and Epple, Hansen, and Roberds (1983) have considered this alternative approach. It is possible to specify the game theoretic model as a choice of parameters of decision rules in the steady state or as a formal non-steady state dynamic optimization problem with initial conditions partly determining the outcome. Alternative solution concepts including Nash equilibria have been examined.

The game-theoretic approach naturally leads to the important time inconsistency problem raised by Kydland and Prescott (1977) and Calvo (1979). Once the government announces its policy, it will be optimal to change it in the future. The consistent solution in which everyone expects the government to change is generally suboptimal. Focussing on rules as in Section 3.1 effectively eliminates the time inconsistency issue. But even then, there can be temptation to change the rule.

## 4. Statistical inference

The statistical inference issues that arise in rational expectations models can be illustrated in a model like that of Section 2.

### 4.1. Full information estimation

Consider the problem of estimating the parameters of the structural model

$$
\begin{equation*}
y_{t}=\alpha \underset{t}{\mathrm{E}} y_{t+1}+\delta x_{t}+v_{t}, \tag{4.1}
\end{equation*}
$$

where $v_{t}$ is a serially uncorrelated random variable. Assume (for example) that $x_{t}$ has a finite moving average representation:

$$
\begin{equation*}
x_{t}=\varepsilon_{t}+\theta_{1} \varepsilon_{t-1}+\cdots+\theta_{q} \varepsilon_{t-q} \tag{4.2}
\end{equation*}
$$

where $\varepsilon_{t}$ is serially uncorrelated and assume that $\operatorname{Cov}\left(v_{t}, \varepsilon_{s}\right)=0$ for all $t$ and $s$.
To obtain the full information maximum likelihood estimate of the structural system (4.1) and (4.2) we need to reduce (4.1) to a form which does not involve expectations variables. This can be done by solving the model using one of the techniques described in Section 2. Using the method of undetermined coefficients, for example, the solution for $y_{t}$ is

$$
\begin{equation*}
y_{t}=\gamma_{0} \varepsilon_{t}+\cdots+\gamma_{q} \varepsilon_{t-q}+v_{t} \tag{4.3}
\end{equation*}
$$

where the $\gamma$ parameters are given by

$$
\left(\begin{array}{c}
\gamma_{0}  \tag{4.4}\\
\gamma_{1} \\
\vdots \\
\gamma_{q}
\end{array}\right)=\delta\left(\begin{array}{llllll}
1 & \alpha & \alpha^{2} & \cdots & \alpha^{q-1} & \alpha^{q} \\
0 & 1 & \alpha & \cdots & \alpha^{q-2} & \alpha^{q-1} \\
\cdot & & & & \cdot & \cdot \\
0 & & & & 1 & \alpha \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right)\left(\begin{array}{c}
1 \\
\theta_{1} \\
\vdots \\
\theta_{q}
\end{array}\right) .
$$

Eqs. (4.2) and (4.3) together form a two dimensional vector model.

$$
\begin{align*}
\binom{y_{t}}{x_{t}}= & \left(\begin{array}{ll}
\gamma_{0} & 1 \\
1 & 0
\end{array}\right)\binom{\varepsilon_{t}}{v_{t}}+\left(\begin{array}{ll}
\gamma_{1} & 0 \\
\theta_{1} & 0
\end{array}\right)\binom{\varepsilon_{t-1}}{v_{t-1}} \\
& +\cdots+\left(\begin{array}{cc}
\gamma_{q} & 0 \\
\theta_{q} & 0
\end{array}\right)\binom{\varepsilon_{t-q}}{v_{t-q}} . \tag{4.5}
\end{align*}
$$

Eq. (4.5) is an estimatable reduced form system corresponding to the structural form in (4.1) and (4.2).

If we assume that $\left(v_{t}, \varepsilon_{t}\right)$ is distributed normally and independently, then the full-information maximum likelihood estimate of $\left(\theta_{1}, \ldots, \theta_{q}, \alpha, \delta\right)$ can be obtained using existing methods to estimate multivariate ARMA models. See Chow (1983, Section 6.7 and 11.6). Note that the coefficients of the ARMA model (4.5) are constrained. There are cross-equation restrictions in that the $\theta$ and $\gamma$ parameters are related to each other by (4.4). In addition, relative to a fully unconstrained ARMA model, the off-diagonal elements of the autoregression are equal to zero.

Full information estimation maximum likelihood methods for linear rational expectations models have been examined by Chow (1983), Muth (1981), Wallis (1980), Hansen and Sargent (1980, 1981), Dagli and Taylor (1985), Mishkin
(1983), Taylor (1979, 1980a), and Wickens (1982). As in this example, the basic approach is to find a constrained reduced form and maximize the likelihood function subject to the constraints. Hansen and Sargent (1980, 1981) have emphasized these cross-equation constraints in their expositions of rational expectations estimation methods. In Muth (1981), Wickens (1982) and Taylor (1979) multivariate models were examined in which expectations are dated at $t-1$ rather than $t$ and $\mathrm{E}_{t-1} y_{t}$ appears in (4.1) rather than $\mathrm{E}_{t} y_{t+1}$. More general multivariate models with leads and lags are examined in the other papers.

For full information estimation, it is also important that the relationship between the structural parameters and the reduced form parameters can be easily evaluated. In this example the mapping from the structural parameters to the reduced form parameters is easy to evaluate. In more complex models the mapping does not have a closed form; usually because the roots of high-order polynomials must be evaluated.

### 4.2. Identification

There has been relatively little formal work on identification in rational expectations models. As in conventional econometric models, identification involves the properties of the mapping from the structural parameters to the reduced form parameters. The model is identified if the structural parameters can be uniquely obtained from the reduced form parameters. Over-identification and under-identification are similarly defined as in conventional econometric models. In rational expectations models the mapping from reduced form to structural parameters is much more complicated than in conventional models and hence it has been difficult to derive a simple set of conditions which have much generality. The conditions can usually be derived in particular applications as we can illustrate using the previous example.

When $q=0$, there is one reduced form parameter $\gamma_{0}$, which can be estimated from (4.2) and (4.3), recalling that $\operatorname{Cov}\left(v_{t}, \varepsilon_{t}\right)=0$, and two structural parameters $\delta$ and $\alpha$ in eq. (4.4). Hence, the model is not identified. In this case, $\delta=\gamma_{0}$ is identified from the regression of $y_{t}$ on the exogenous $x_{t}$, but $\alpha$ is not identified. When $q=1$, there are three reduced form parameters $\gamma_{0}, \gamma_{1}$ and $\theta_{1}$ which can be sstimated from (4.2) and (4.3), and three structural parameters $\delta, \alpha$, and $\theta_{1} .\left(\theta_{1}\right.$ is ooth a structural and reduced form parameter since $x_{t}$ is exogenous). Hence, the nodel is exactly identified according to a simple order condition. More generally, here are $q+2$ structural parameters $\left(\delta, \alpha, \theta_{1}, \ldots, \theta_{q}\right)$ and $2 q+1$ reduced form sarameters $\left(\gamma_{0}, \gamma_{1}, \ldots, \gamma_{q}, \theta_{1}, \ldots, \theta_{q}\right)$ in this model. According to the order condiions, therefore, the model is overidentified if $q>1$.

Treatments of identification in more general models focus on the properties of he cross-equation restrictions in more complex versions of eq. (4.4). Wallis (1980) ives conditions for identification for a class of rational expectations models; the
conditions may be checked in particular applications. Blanchard (1982) has derived a simple set of identification restrictions for the case where $x_{t}$ in (4.2) is autoregressive and has generalized this to higher order multivariate versions of (4.1) and (4.2).

### 4.3. Hypothesis testing

Tests of the rational expectations assumption have generally been constructed as a test of the cross-equation constraints. These constraints arise because of the rational expectations assumption. In the previous example, the null hypothesis that the cross-equation constraints in (4.5) hold can be tested against the alternative that (4.5) is a fully unconstrained moving average model by using a likelihood ratio test. Note, however, that this is a joint test of rational expectations and the specification of the model. Testing rational expectations against a specific alternative like adaptive expectations usually leads to non-nested hypotheses.

In more general linear models, the same types of cross-equation restrictions arise, and tests of the model can be performed analogously. However, for large systems the fully unconstrained ARMA model may be difficult to estimate because of the large number of parameters.

### 4.4. Limited information estimation methods

Three different types of "limited information" estimates have been used for rational expectations models. These can be described using the model in (4.1) and (4.2). One method investigated by Wallis estimates (4.2) separately in order to obtain the parameters $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{q}$. These estimates then are taken as given (as known parameters) in estimating (4.3). Clearly this estimator is less efficient than the full information estimator, but in more complex problems the procedure saves considerable time and effort. This method has been suggested by Wallis (1980) and has been used by Papell (1984) and others in applied work.

A second method proposed by Chow (1983) and investigated by Chow and Reny (1983) was mentioned earlier in our discussion of nonuniqueness. This method does not impose the saddle point stability constraints on the model. It leads to an easier computation problem than does imposing the saddle point constraints. If the investigator does not have any reason to impose this constraint, then this could prove quite practical.

A third procedure is to estimate eq. (4.1) as a single equation using instrumental variables. Much work has been done in this area in recent years, and because of computational costs of full information methods it has been used frequently in applied research. Consider again the problem of estimating eq. (4.1). Let $e_{t}=$ $\mathrm{E}_{t} y_{t+1}-y_{t+1}$ be the forecast error for the prediction of $y_{t}$. Substitute $\mathrm{E}_{t} y_{t+1}$ into
(4.1) to get

$$
\begin{equation*}
y_{t}=\alpha y_{t+1}+\delta x_{t}+v_{t}-\alpha e_{t+1} . \tag{4.6}
\end{equation*}
$$

By finding instruments of variables for $y_{t+1}$ that are uncorrelated with $v_{t}$ and $e_{t+1}$ one can estimate (4.6) using the method of instrumental variables. In fact this estimate would simply be the two stage least squares estimate with $y_{t+1}$ treated as if it were a right-hand side endogenous variable in a conventional simultaneous equation model. Lagged values of $x_{t}$ could serve as instruments here. This estimate was first proposed by McCallum (1976).

Several extensions of McCallum's method have been proposed to deal with serial correlation problems including Cumby, Huizinga and Obstfeld (1983), McCallum (1979), Hayashi and Sims (1983), Hansen (1982), and Hansen and Singleton (1982). A useful comparison of the efficiency of these estimators is found in Cumby, Huizinga and Obstfeld (1983).

## 5. General linear models

A general linear rational expectations model can be written as

$$
\begin{equation*}
B_{0} y_{t}+B_{1} y_{t-1}+\cdots+B_{p} y_{t-p}+A_{1} \underset{t}{\mathrm{E}} y_{t+1}+\cdots+A_{q} \underset{t}{\mathrm{E}} y_{t+q}=C u_{t} \tag{5.1}
\end{equation*}
$$

where $y_{t}$ is a vector of endogenous variables, $u_{t}$ is a vector of exogenous variables or shocks, and $A_{i}, B_{i}$ and $C$ are matrices containing parameters.

Two alternative approaches have been taken to solve this type of model. Once it is solved, the policy evaluation and estimation methods discussed above can be applied. One approach is to write the model as a large first-order vector system directly analogous to the 2-dimensional vector model in eq. (2.50). The other approach is to solve (5.1) directly by generalizing the approach taken to the second-order scalar model in eq. (2.86). The first approach is the most straightforward. The disadvantage is that it can easily lead to very large (although sparse) matrices with high-order polynomials to solve to obtain the characteristic roots. This type of generalization is used by Blanchard and Kahn (1980) and Anderson and Moore (1984) to solve deterministic rational expectations models.

### 5.1. A general first-order vector model

Equation (5.1) can be written as

$$
\begin{equation*}
\underset{t}{\mathbf{E}} z_{t+1}=A z_{t}+D u_{t} \tag{5.2}
\end{equation*}
$$

by stacking $y_{t}, y_{t-1}, \ldots, y_{t-p}$ into the vector $z_{t}$ much as in eq. (2.50). (It is necessary that $A_{q}$ be nonsingular to write (5.1) as (5.2)). Anderson and Moore (1984) have developed an algorithm that reduces equations with a singular $A_{q}$ into an equivalent form with a nonsingular matrix coefficient of $y_{t+q}$ and have applied it to an econometric model of the U.S. money market. (Alternatively, Preston and Pagan (1982, pp. 297-304) have suggested that a "shuffle" algorithm described by Luenberger (1977) be used for this purpose). In eq. (5.2) let $z_{t}$ be an $n$-dimensional vector and let $u_{t}$ be an $m$ dimensional vector of stochastic disturbances. The matrix $A$ is $n \times n$ and the matrix $D$ is $n \dot{\times} m$.

We describe the solution for the case of unanticipated temporary shocks: $u_{t}=\varepsilon_{t}$ where $\varepsilon_{t}$ is a serially uncorrelated vector with a zero mean. Alternative assumptions about $u_{t}$ can be handled by the methods discussed in Section 2.2. The solution for $z_{t}$ can be written in the general form:

$$
\begin{equation*}
z_{t}=\sum_{i=0}^{\infty} \Gamma_{i} \varepsilon_{t-i} \tag{5.3}
\end{equation*}
$$

where the $\Gamma_{i}$ are $n \times m$ matrices of unknown coefficients. Substituting (5.3) into (5.2) we get

$$
\begin{align*}
& \Gamma_{1}=A \Gamma_{0}+D \\
& \Gamma_{i+1}=A \Gamma_{i} \quad i=1,2, \ldots \tag{5.4}
\end{align*}
$$

Note that these matrix difference equations hold for each column of $\Gamma_{i}$ separately; that is

$$
\begin{align*}
& \gamma_{1}=A \gamma_{0}+d \\
& \gamma_{i+1}=A \gamma_{i} \quad i=1,2, \ldots \tag{5.5}
\end{align*}
$$

where $\gamma_{i}$ is any one of the $n \times 1$ column vectors in $\Gamma_{i}$ and where $d$ is the corresponding column of $D$. Eq. (5.5) is a deterministic first-order vector difference equation analogous to the stochastic difference equation in (5.2). The solution for the $\Gamma_{i}$ is obtained by solving for each of the columns of $\Gamma_{i}$ separately using (5.5).

The analogy from the 2-dimensional case is now clear. There are $n$ equations in (5.5). In a given application we will know some of the elements of $\gamma_{0}$, but not all of them. Hence, there will generally be more than $n$ unknowns in (5.5). The number of unknowns is $2 n-k$ where $k$ is the number of values of $\gamma_{0}$ which we know. For example, in the simple bivariate case of Section 2 where $n=2$, we know that the second element of $\gamma_{0}$ equals 0 . Thus, $k=1$ and there are 3 unknowns and 2 equations.

To get a unique solution in the general case, we therefore need $(2 n-k)-n=n$ $-k$ additional equations. These additional equations can be obtained by requiring that the solution for $y_{t}$ be stationary or equivalently in this context that the $\gamma_{i}$ do not explode. If there are exactly $n-k$ distinct roots of $A$ which are greater than one in modulus, then the saddle point manifold will give exactly the number of additional equations necessary for a solution. The solution will be unique. If there are less than $n-k$ roots then we have the same nonuniqueness problem discussed in Section 2.

Suppose this root condition for uniqueness is satisfied. Let the $n-k$ roots of $A$ that are greater than one in modulus be $\lambda_{1}, \ldots, \lambda_{n-k}$. Diagonalize $A$ as $H^{-1} \Lambda H=$ $A$. Then

$$
\begin{align*}
& H \gamma_{i+1}=\Lambda H \gamma_{i} \quad i=1,2, \ldots  \tag{5.6}\\
& \left(\begin{array}{ll}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{array}\right)\binom{\gamma_{i+1}^{(1)}}{\gamma_{i+1}^{(2)}}=\left(\begin{array}{cc}
\Lambda_{1} & 0 \\
0 & \Lambda_{2}
\end{array}\right)\left(\begin{array}{ll}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{array}\right)\binom{\gamma_{i}^{(1)}}{\gamma_{i}^{(2)}} \quad i=1,2, \ldots, \tag{5.7}
\end{align*}
$$

where $\Lambda_{1}$ is a diagonal matrix with all the unstable roots on the diagonal. The $\gamma$ vectors are partitioned accordingly and the rows ( $H_{11}, H_{12}$ ) of $H$ are the characteristic vectors associated with the unstable roots. Thus, for stability we require

$$
\begin{equation*}
H_{11} \gamma_{1}^{(1)}+H_{12} \gamma_{1}^{(2)}=0 \tag{5.8}
\end{equation*}
$$

These $n-k$ equations define the saddle point manifold and are the additional $n-k$ equations needed for a solution. Having solved for $\gamma_{1}$ and the unknown elements of $\gamma_{0}$ we then obtain the remaining $\gamma_{i}$ coefficients from

$$
\begin{align*}
& \gamma_{i}^{(1)}=-H_{11}^{-1} H_{12} \gamma_{i}^{(2)} \quad i=2, \ldots,  \tag{5.9}\\
& \gamma_{i+1}^{(2)}=\Lambda_{2} \gamma_{i}^{(2)} \quad i=1,2, \ldots \tag{5.10}
\end{align*}
$$

### 5.2. Higher order vector models

Alternatively the solution of (5.1) can be obtained directly without forming a large first order system. This method is essentially a generalization of the scalar method used in Section 2.4. Very briefly, by substituting the general solution of $y_{t}$ into (5.1) and examining the equation in the $\Gamma_{i}$ coefficients the solution can be obtained by factoring the characteristic polynomial associated with these equations.

This approach has been used by Hansen and Sargent (1981) in an optimal control example where $p=q$ and $B_{i}=h A_{i}^{\prime}$. In that case, the factorization can be
shown to be unique by an appeal to the factorization theorems for spectral density matrices. A similar result was used in Taylor (1980a) in the case of a factoring spectral density functions.

In general econometric applications, these special properties on the $A_{i}$ and $B_{i}$ matrices do not hold. Whiteman (1983) has a proof that a unique factorization exists under conditions analogous to those placed on the roots of the model in Section 5.1. Dagli and Taylor (1983) have investigated an iterative method to factor the polynomials in the lag operator in order to obtain a solution. This factorization method was used by Rehm (1982) to estimate a 7 -equation rational expectations model of the U.S. using full information maximum likelihood.

## 6. Techniques for nonlinear models

As yet there has been relatively little research with nonlinear rational expectations models. The research that does exist has been concerned more with solution and policy evaluation rather than with estimation. Fair and Taylor (1983) have investigated a full-information estimation method for a non-linear model based on a solution procedure described below. However, this method is extremely expensive to use given current computer technology. Hansen and Singleton (1982) have developed and applied a limited-information estimator for nonlinear models.

There are a number of alternative solution procedures for nonlinear models that have been investigated in the literature. They generally focus on deterministic models, but can be used for stochastic analysis by stochastic simulation techniques.

Three methods are reviewed here: (1) a "multiple shooting" method, adopted for rational expectations models from two-point boundary problems in the differential equation literature by Lipton, Poterba, Sachs, and Summers (1982), (2) an "extended path" method based on an iterative Gauss-Seidel algorithm examined by Fair and Taylor (1983), and (3) a nonlinear stable manifold method examined by Bona and Grossman (1983). This is an area where there is likely to be much research in the future.

A general nonlinear rational expectation model can be written

$$
\begin{equation*}
f_{i}\left(y_{t}, y_{t-1}, \ldots, y_{t-p}, \underset{t}{\mathrm{E}} y_{t+1}, \ldots, \underset{t}{\mathrm{E}} y_{t+q}, \alpha_{i}, x_{t}\right)=u_{i t} \tag{6.1}
\end{equation*}
$$

for $i=1, \ldots, n$, where $y_{t}$ is an $n$ dimensional vector of endogenous variables at time $t, x_{t}$ is a vector of exogenous variables, $\alpha_{i}$ is a vector of parameters, and $u_{i t}$ is a vector of disturbances. In some write-ups, (e.g. Fair-Taylor) the viewpoint date on the expectations in (6.1) is based on information through period $t-1$
rather than through period $t$. For continuity with the rest of this paper, we continue to assume that the information is through period $t$, but the methods can easily be adjusted for different viewpoint dates. We also distinguish between exogenous variables and disturbances, because some of the nonlinear algorithms can be based on known future values of $x_{t}$ rather than on forecasts of these from a model like (2.2).

### 6.1. Multiple shooting method

We described the shooting method to solve linear rational expectations models in Section 2.5. This approach is quite useful in nonlinear models. The initial conditions are the values for the lagged dependent variables and the final conditions are given by the long-run equilibrium of the system. In this case, a system of nonlinear equations must be solved using an iterative scheme such as Newton's method. One difficulty with this technique is that (6.1) is explosive when solved forward so that very small deviations of the endogenous variables from the solution can lead to very large final values. If this is a problem then the shooting method can be broken up in the series of shootings (multiple shooting) over intervals smaller than $(0, j)$. For example three intervals would be $\left(0, j_{1}\right),\left(j_{1}, j_{2}\right)$ and $\left(j_{2}, j\right)$ for $0<j_{1}<j_{2}<j$. In effect the relationship between the final values and the initial values is broken up into a relationship between intermediate values of these variables. The intervals can be made arbitrarily small. This approach has been used by Summers (1981) and others to solve rational expectations models of investment and in a number of other applications. It seems to work very well.

### 6.2. Extended path method

This approach has been examined by Fair and Taylor (1983) and used to solve large-scale nonlinear models. Briefly it works as follows. Guess values for the $\mathrm{E}_{t} y_{t+j}$ in eq. (6.1) for $j=1, \ldots, J$. Use these values to solve the model to obtain a new path for $y_{t+j}$. Replace the initial guess with the new solution and repeat the process until the path $y_{t+j}, j=1, \ldots, J$ converges, or changes by less than some tolerance range. Finally, extend the path from $J$ to $J+1$ and repeat the previous sequence of iterations. If the values of $y_{t+j}$ on this extended path are within the tolerance range for the values of $J+1$, then stop; otherwise extend the path one more period to $J+2$ and so on. Since the model is nonlinear, the Gauss-Seidel method is used to solve (6.1) for each iteration given a guess for $y_{t+j}$. There are no general proofs available to show that this method works for an arbitrary nonlinear model. When applied to the linear model in Section (2.1) with $|\alpha|<1$ the method is shown to converge in Fair and Taylor (1983). When $|\alpha|>1$, the
iterations diverge. A convergence proof for the general linear model is not yet available, but many experiments have indicated that convergence is achieved under the usual saddle path assumptions. This method is expensive but is fairly easy to use. An empirical application of the method to a modified version of the Fair model is found in Fair and Taylor (1983) and to a system with time varying parameters in Taylor (1983). Carlozzi and Taylor (1984) have used the method to calculate stochastic equilibria. This method also appears to work well.

### 6.3. Nonlinear saddle path manifold method

In Section (2.4) we noted that the solution of the second-order linear difference eq. (2.88) is achieved by placing the solution on the stable path associated with the saddle point line. For nonlinear models one can use the same approach after linearizing the system. The saddle point manifold is then linear. Such a linearization, however, can only yield a local approximation.

Bona and Grossman (1983) have experimented with a method that computes a nonlinear saddle-point path. Consider a deterministic univariate second-order version of (6.1):

$$
\begin{equation*}
f\left(y_{t+1}, y_{t}, y_{t-1}\right)=0, \quad i=1,2, \ldots \tag{6.2}
\end{equation*}
$$

A solution will be of the form

$$
\begin{equation*}
y_{t}=g\left(y_{t-1}\right) \tag{6.3}
\end{equation*}
$$

where we have one initial condition $y_{0}$. Note that eq. (6.2) is a nonlinear version of the homogeneous part of eq. (2.88) and eq. (6.3) is a nonlinear version of the saddle path dynamics (2.91).

Bona and Grossman (1983) compute $g(\cdot)$ by a series of successive approximations. If eq. (6.3) is to hold for all values of the argument of $g$ then

$$
\begin{equation*}
f(g(g(x)), g(x), x)=0 \tag{6.4}
\end{equation*}
$$

must hold for every value of $x$ (at least within the range of interest). In the application considered by Bona and Grossman (1983) there is a natural way to write (6.4) as

$$
\begin{equation*}
g(x)=h(g(g(x)), g(x), x) \tag{6.5}
\end{equation*}
$$

for some function $h(\cdot)$. For a given $x$ eq. (6.5) may be solved using successive
approximations:

$$
\begin{equation*}
g_{n+1}(x)=h\left(g_{n}\left(g_{n}(x)\right), g_{n}(x), x\right), \quad n=0,1,2, \ldots \tag{6.6}
\end{equation*}
$$

The initial function $g_{0}(x)$ can be chosen to equal the linear stable manifold associated with the linear approximation of $f(\cdot)$ at $x$.

Since this sequence of successive approximations must be made at every $x$, there are two alternative ways to proceed. One can make the calculations recursively for each point $y_{t}$ of interest; that is, obtain a function $g$ for $x=y_{0}$, a new function for $x=y_{1}$ and so on. Alternatively, one could evaluate $g$ over a grid of the entire range of possible values of $x$, and form a "meta function" $g$ which is piecewise linear and formed by linear interpolation for the value of $x$ between the grid points. Bona and Grossman (1983) use the first procedure to numerically solve a macroeconomic model of the form (6.2).

It is helpful to note that when applied to linear models the method reduces to a type of undetermined coefficients method used by Lucas (1975) and McCallum (1983) to solve rational expectations models (a different method of undetermined coefficients than that applied to linear process (2.4) in Section 2 above). To see this, substitute a linear function $y_{t}=g y_{t-1}$ into

$$
\begin{equation*}
y_{t+1}=\frac{\alpha_{2}}{\alpha_{1}} y_{t}-\frac{1}{\alpha_{1}} y_{t-1}, \tag{6.7}
\end{equation*}
$$

the deterministic difference equation already considered in eq. (2.88). The resulting equation is

$$
\begin{equation*}
\left(g^{2}-\frac{2}{\alpha_{1}} g+\frac{1}{\alpha_{1}}\right) y_{t-1}=0 \tag{6.8}
\end{equation*}
$$

Setting the term in parenthesis equal to zero, yields the characteristic polynomial of (6.7) which appears in eq. (2.89). Under the usual assumption that one root is inside and one root is outside the unit circle a unique stable value of $g$ is found and is equal to stable root $\lambda_{2}$ of (2.89).

## 7. Concluding remarks

As its title suggests, the aim of this chapter has been to review and tie together in an expository way the extensive volume of recent research on econometric techniques for macroeconomic policy evaluation. The table of contents gives a good summary of the subjects that I have chosen to review. In conclusion it is perhaps useful to point out in what ways the title is either overly inclusive or not inclusive enough relative to the subjects actually reviewed.

All of the methods reviewed-estimation, solution, testing, optimizationinvolve the rational expectations assumption. In fact the title would somewhat more accurately identify the methods reviewed if the work "new" were replaced by "rational expectations". Some other new econometric techniques not reviewed here that have macroeconomic policy applications include the multivariate time series methods (vector auto-regressions, causality, exogeneity) reviewed by Geweke (1983) in Volume 1 of the Handbook of Econometrics, the control theory methods reviewed by Kendrick (1981) in Volume 1 of the Handbook of Mathematical Economics, and the prediction methods reviewed by Fair (1986) in this volume. On the other hand some of the estimation and testing techniques reviewed here were designed for other applications even though they have proven useful for policy.

Some of the topics included were touched on only briefly. In particular the short treatment of limited information estimation techniques, time inconsistency, and stochastic general equilibrium models with optimizing agents does not give justice to the large volume of research in these areas.

Most of the research reviewed here is currently very active and the techniques are still being developed. (About $\frac{2}{3}$ of the papers in the bibliography were published between the time I agreed to write the review in 1979 and the period in 1984 when I wrote it.) The development of computationally tractable ways to deal with large and in particular non-linear models is an important area that needs more work. But in my view the most useful direction for future research in this area will be in the applications of the techniques that have already been developed to practical policy problems.
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