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Abstract

‘Approximate message passing’ algorithms proved to be extremely effective in reconstructing
sparse signals from a small number of incoherent linear measurements. Extensive numerical
experiments further showed that their dynamics is accurately tracked by a simple one-dimensional
iteration termed state evolution. In this paper we provide the first rigorous foundation to state
evolution. We prove that indeed it holds asymptotically in the large system limit for sensing
matrices with independent and identically distributed gaussian entries.

While our focus is on message passing algorithms for compressed sensing, the analysis extends
beyond this setting, to a general class of algorithms on dense graphs. In this context, state
evolution plays the role that density evolution has for sparse graphs.

The proof technique is fundamentally different from the standard approach to density evolu-
tion, in that it copes with large number of short loops in the underlying factor graph. It relies
instead on a conditioning technique recently developed by Erwin Bolthausen in the context of
spin glass theory.

1 Introduction and main results

Given an n×N matrix A, the compressed sensing reconstruction problem requires to reconstruct a
sparse vector x0 ∈ R

N from a (small) vector of linear observations y = Ax0 + w ∈ R
n. Here w is

noise vector and A is assumed to be known. Recently [DMM09] suggested the following first order
approximate message-passing (AMP) algorithm for reconstructing x0 given A, y. Start with an initial
guess x0 = 0 and proceed by

xt+1 = ηt(A
∗zt + xt), (1.1)

zt = y −Axt +
1

δ
zt−1

〈
η′t−1(A

∗zt−1 + xt−1)
〉
,

for an appropriate sequence of non-linear functions {ηt}t≥0. (Here by convention any variable with
negative index is assumed to be 0.) The algorithm succeeds if xt converges to a good approximation
of x0 (cf. [DMM09] for details).

Throughout this paper, the matrix A is normalized in such a way that its columns have ℓ2 norm
(approximately) equal to 1. Given a vector v ∈ R

N we write f(x) for the vector obtained by applying
f componentwise. Further, δ = n/N , 〈v〉 ≡ N−1

∑N
i=1 vi and A∗ is the transpose of matrix A.

Three findings were presented in [DMM09]:

∗Department of Electrical Engineering, Stanford University

†Department of Statistics, Stanford University

1



(1) For random or pseudo-random matrices A, the behavior of AMP algorithm is accurately de-
scribed by a formalism called ‘state evolution’ (SE);

(2) The sparsity-undersampling tradeoff of AMP as derived from SE coincides, for an appropri-
ate choice of the functions ηt, with the one of (much more complex) convex optimization
approaches;

(3) As a consequence of (1) and (2), SE allows to re-derive reconstruction phase boundaries earlier
determined via random polytope geometry [DT05, DT09].

These findings were based on heuristic arguments and extensive numerical simulations. In this paper
we provide the first rigorous support to finding (1), by proving that SE holds in the large system
limit, for random sensing matrices A with gaussian entries. Implications on points (2) and (3) above
are quite strong and will be reported in a forthcoming paper.

Even more interestingly, state evolution provides sharp predictions that cannot be derived from
random polytope geometry. A prominent example is the noise sensitivity of LASSO, which is inves-
tigated in [DMM10b].

Note that AMP is an approximation to the following message-passing algorithm. For all i, j ∈ [N ]
and a, b ∈ [n] (here and below [N ] ≡ {1, 2, . . . , N}) start with messages x0

j→a = 0 and proceed by

zta→i = ya −
∑

j∈[N ]\i
Aajx

t
j→a , (1.2)

xt+1
i→a = ηt




∑

b∈[n]\a
Abiz

t
b→i



 .

As argued in [DMM10a], AMP accurately approximates message passing in the large system limit.
An important tool for the analysis of message passing algorithms is provided by density evolution
[RU08]. Density evolution is known to hold asymptotically for sequences of sparse graphs that are
locally tree-like. The factor graph underlying the algorithm (1.2) is dense: indeed it is the complete
bipartite graph. State evolution plays the role of density evolution for dense graphs, and can be
regarded (in a very precise sense) as the limit of density evolution for dense graphs.

For the sake of concreteness, we will focus in this Section on the algorithm (1.1), and will keep
to the compressed sensing language. Nevertheless our analysis applies to a much larger family of
message passing algorithms on dense graphs, for instance the multi-user detection algorithm studied
in [Kab03, NS05, MT06]. Applications to such algorithms are discussed in Section 2. Section 3
describes an even more general formulation, as well as the proof of our theorems. Finally, Section 4
describes a generalization to the case of symmetric matrices A that is directly related to the work of
Erwin Bolthausen [Bol09] .

It is important to mention that the algorithms (1.1) and (1.2) are completely different from
gaussian belief propagation (BP). The gaussian assumption refers indeed to the distribution of the
matrix entries, not to the variables to be inferred. More generally, none of the existing rigorous
results for BP seem to be applicable here.

It is truly remarkable that density evolution (in its special incarnation, SE) holds for dense graphs.
This upsets a very popular piece of wisdom: ‘density evolution (and message passing) works because
the graph is locally tree-like, and does not work on graphs with many short loops.’
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1.1 Main result

We begin with some missing definitions for algorithm (1.1). We assume

y = Ax0 + w , (1.3)

with w ∈ R
n a vector with i.i.d. entries with mean 0 and variance σ2. Further, let {ηt}t≥0 be a

sequence of scalar functions ηt : R → R almost everywhere differentiable with bounded derivative.
Define the sequence of vectors {xt}t≥0, x

t ∈ R
N , {zt}t≥0, z

t ∈ R
n, through Eqs. (1.1).

Next, let us define formally state evolution. Given a probability distribution pX0 and let τ2
0 ≡

σ2 + E{X2
0}/δ, and define recursively for t ≥ 0,

τ2
t+1 = σ2 +

1

δ
E
{
[ηt(X0 + τtZ) −X0]

2
}
, (1.4)

with X0 ∼ pX0 and Z ∼ N(0, 1) independent from X0. We will use the term state evolution to refer
both to the recursion (1.4) (or its more general version introduced in Section 3.1) and to the sequence
{τt}t≥0 that it defines.

Let us denote the empirical distribution1 of a vector x0 ∈ R
N by p̂x0. Further, we say a function

φ : R
m → R is pseudo-Lipschitz of order k and denote it by φ ∈ PL(k) if there exists a constant

L > 0 such that, for all x, y ∈ R
m:

|φ(x) − φ(y)| ≤ L(1 + ‖x‖k−1 + ‖y‖k−1) ‖x− y‖ . (1.5)

Notice that when φ ∈ PL(k), the following two properties follow:

(i) There is a constant L′ such that for all x ∈ R
m, |φ(x)| ≤ L′(1 + ‖x‖k).

(ii) φ is locally Lipschitz, that is for any M > 0 there exist a constant LM < ∞ such that for all
x, y ∈ [−M,M ]m,

|φ(x) − φ(y)| ≤ LM‖x− y‖.
Further, LM ≤ C(1 +Mk−1) for some constant C.

In the following we shall use generically L for Lipschitz constants entering bounds of this type. It
is understood (and will not be mentioned explicitly) that the constant must be properly adjusted at
various passages.

Theorem 1. Let {A(N)}N≥0 be a sequence of sensing matrices A ∈ R
n×N indexed by N , with iid

entries Aij ∼ N(0, 1/n), and assume n/N → δ ∈ (0,∞). Consider further a sequence of signals
{x0(N)}N≥0, whose empirical distributions converge weakly to a probability measure pX0 on R with
bounded (2k−2)th moment, and assume Ep̂x0(N)

(X2k−2
0 ) → EpX0

(X2k−2
0 ) as N → ∞ for some k ≥ 2.

Then, for any pseudo-Lipschitz function ψ : R
2 → R of order k and all t ≥ 0, almost surely

lim
N→∞

1

N

N∑

i=1

ψ(xt+1
i , x0,i) = E

[
ψ
(
ηt(X0 + τtZ),X0

)]
(1.6)

with X0 ∼ pX0 and Z ∼ N(0, 1) independent.

1The probability distribution that puts a point mass 1/N at each of the N entries of the vector.
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Up to a trivial change of variables, this is a formalization of the findings of [DMM09] (cf. in
particular Eqs. [7], [8] and Finding 2 in that paper).

As an immediate consequence of the above theorem we have the following decoupling principle
implying that a typical (finite) subset of the coordinates of xt are asymptotically independent.

Corollary 1 (Decoupling principle). Under the assumption of Theorem 1, fix ℓ ≥ 2, let ψ : R
2ℓ → R

be any Lipschitz function, and denote by E expectation with respect to a uniformly random subset of
distinct indices I(1), . . . , I(ℓ) ∈ [N ].

Then for all t > 0, almost surely

lim
N→∞

Eψ(xtI(1), . . . , x
t
I(ℓ), x0,I(1), . . . , x0,I(ℓ)) = E

{
ψ
(
X̂1, . . . , X̂ℓ,X0,1, . . . ,X0,ℓ

)}
, (1.7)

where X̂i ≡ ηt−1(X0,i + τt−1Zi) for X0,i ∼ pX0 and Zi ∼ N(0, 1), i = 1, . . . , ℓ mutually independent.

For the proof of this corollary we refer to Section 3.10.

2 Examples

In this section we discuss in greater detail some of the applications of Theorem 1 to specific problems.
To be definite, it is convenient to keep in mind a specific observable for applying Theorem 1. If we
choose the test function ψ(x, y) = (x− y)2, We get

lim
N→∞

1

N
‖xt − x0‖2 = (τ2

t − σ2)δ . (2.1)

Therefore state evolution allows to predict the mean square error of the iterative algorithm (1.1).
More generally, state evolution can be used to estimate ℓp distances for p ≤ k through

lim
N→∞

1

N
‖xt − x0‖pp = E

{
[ηt−1(X0 + τt−1Z) −X0]

p
}
. (2.2)

2.1 Linear estimation

As a warm-up example consider the case in which the a priori distribution of x0 is gaussian, namely
its entries are i.i.d. N(0, a2). It is a consequence of state evolution that the optimal AMP algorithm
makes use of linear scalar estimators

ηt(x) = λt x . (2.3)

Obviously such functions are almost everywhere differentiable, with bounded derivative, for any λt
finite. The AMP algorithm (1.1) becomes

xt+1 = λt(A
∗zt + xt), (2.4)

zt = y −Axt + (λt−1/δ) z
t−1 .

State evolution reads

τ2
t+1 = σ2 +

1

δ
(1 − λt)

2a2 +
1

δ
λ2
t τ

2
t . (2.5)
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Since (A∗zt + xt)i − x0,i is asymptotically gaussian noise with mean 0 and variance τt, the optimal
choice of λt is

λt =
a2

a2 + τ2
t

. (2.6)

Notice that this also minimizes the right hand side of Eq. (2.5). Under this choice, the recursion
(2.5) yields

τt+1 = σ2 +
1

δ

a2τ2
t

a2 + τ2
t

. (2.7)

The right hand side is a concave function of τ2
t , and is easy to show that τt → τ∞ exponentially fast,

where, for c = (1 − δ)/δ.

τ2
∞ =

1

2

{
(σ2 + ca2) +

√
(σ2 + ca2)2 + 4σ2a2

}
. (2.8)

The mean square error of the resulting algorithm is estimated via Eq. (2.1). In particular, under the
optimal choice of λt, the latter converges to (τ2

∞ − σ2)δ with τ∞ given as above.
The asymptotic mean square error of optimal (MMSE) linear estimation can be computed using

random matrix theory [TH99, VS99]. Remarkably, this coincides with the value (τ2
∞−σ2)δ predicted

here.

2.2 Compressed sensing via soft thresholding

In this case the vector x0 is ℓ sparse (i.e. it has at most ℓ nonvanishing entries). Assuming that the
empirical distribution of x0 converges to the probability measure pX0 , it is also natural to assume
ℓ/N → ε as N → ∞ with

P{X0 6= 0} = ε . (2.9)

(Indeed Theorem 1 accommodates for a more general behavior, since p̂x0(N) is only required to
converge weakly.)

In [DMM09], the authors proposed an algorithm of the form (1.1) with ηt(x) = η(x; θt) a sequence
of soft-threshold functions

η(x; θ) =






(x− θ) if x > θ,
0 if −θ ≤ x ≤ θ,
(x+ θ) if x < −θ.

(2.10)

This choice is optimal in minimax sense. The function x 7→ η(x; θ) is non-linear but nevertheless
almost everywhere differentiable with bounded derivative. Therefore Theorem 1 applies to this case,
and allows to predict the asymptotic mean square error using Eqs. (1.4), (1.6).

2.3 Multi-User Detection

The model (1.3) is used to describe the input-output relation in code division multiple access (CDMA)
channel. The matrix A contains the users signatures. The entries x0,i belong to the signal constel-
lation used by the system. For the sake of simplicity, let us consider the case of antipodal signaling,
i.e. x0,i ∈ {+1,−1} uniformly at random. Following [Kab03, NS05, MT06] we take

ηt(x) = tanh
{
x/τ2

t

}
. (2.11)
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The rationale for this choice is that it gives the conditional expectation of a uniformly random
signal X0,i ∈ {+1,−1}, given the observation X0,i + τtZi = x for Zi ∼ N(0, 1) gaussian noise. The
algorithm (1.1) reads in this case

xt+1 = tanh
{ 1

τ2
t

(A∗zt + xt)
}
, (2.12)

zt = y −Axt +
zt−1

δτ2
t

{
1 −

〈
tanh2

[
(A∗zt + xt)/τ2

t ]
〉 }

.

State evolution yields

τ2
t+1 = σ2 +

1

δ
E

{[
tanh

(
τ−2
t + τ−1

t X
)
− 1
]2}

. (2.13)

This state evolution recursion was proved in [MT06] for properly chosen sparse signature matrices
A. Theorem 1 provides the first generalization to the more relevant case of dense signatures.

3 Proof

The proof is based on a conditioning technique developed by Erwin Bolthausen for the analysis of
the so-called TAP equations in spin glass theory [Bol09]. Related ideas can also be found in [Don06].

First we introduce some new notations and state and prove a more general result than Theorem
1.

3.1 A general statement

We describe now a more general recursion than in (1.1). In the next section we show that the AMP
algorithm (1.1) can be regarded as a special cases of the recursion defined here.

We will say that a function F : R
2 → R is almost smooth if it is continuously differentiable with

bounded derivatives in a measurable domain CF with the following property: for each y ∈ R, the set
CF (y) ≡ {x ∈ R : (x, y) /∈ CF} ⊆ R has zero Lebesgue measure. Notice that, in particular, F must
be almost everywhere differentiable in R

2.
The algorithm is defined by two sequences of function {ft}t≥0, {gt}t≥0, where for each t ≥ 0,

ft : R
2 → R and gt : R

2 → R are assumed to be almost smooth. As before, given a, b ∈ R
K , we

write ft(a, b) for the vector obtained by applying componentwise ft to a, b. When b is clear from the
context, we will just write, with an abuse of notation, ft(a). We will use analogous notations for gt.

Given w ∈ R
n, x0 ∈ R

N , define the sequence of vectors ht, qt ∈ R
N and zt,mt ∈ R

n, by fixing
initial condition q0, and defining bt for t ≥ 0, mt for t ≥ 0, ht for t ≥ 1, and qt, for t ≥ 1, through

ht+1 = A∗mt − ξt q
t , mt = gt(b

t, w) ,

bt = Aqt − λtm
t−1 , qt = ft(h

t, x0) , (3.1)

where ξt = 〈g′(bt, w)〉, λt = 1
δ 〈f ′t(ht, x0)〉 (both derivatives are with respect to the first argument).

Assume that the limit σ2
0 = δ−1 limn→∞〈q0, q0〉 exists, for a sequence of initial conditions of

increasing dimensions. State evolution defines the quantities τ2
t , for t ≥ 0, and σ2

t , for t ≥ 1, via

τ2
t = E

{
gt(σtZ,W )2

}
, σ2

t =
1

δ
E
{
ft(τt−1Z,X0)

2
}
, (3.2)

with W ∼ pW , X0 ∼ pX0 are independent of Z ∼ N(0, 1). We have the following general result.
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Theorem 2. Let {A(N)}N≥0, {q0(N)}N≥0 be, respectively, a sequence of matrices A ∈ R
n×N indexed

by N with iid entries Aij ∼ N(0, 1/n), and of initial conditions. Assume n/N → δ ∈ (0,∞). Consider
sequences of vectors {x0(N), w(N)}N≥0, whose empirical distributions converge weakly to probability
measures pX0 and pW on R with bounded (2k − 2)th moment, and assume:

(i) limN→∞ Ep̂x0(N)
(X2k−2

0 ) = EpX0
(X2k−2

0 ) <∞.

(ii) limN→∞ Ep̂w(N)
(W 2k−2) = EpW

(W 2k−2) <∞.

(iii) limN→∞ Ep̂q0(N)
(X2k−2) <∞.

Then, for any pseudo-Lipschitz function ψ : R
2 → R of order at most k and all t ≥ 0, almost surely

lim
N→∞

1

N

N∑

i=1

ψ(ht+1
i , x0,i) = E

[
ψ
(
τtZ,X0

)]
, (3.3)

lim
n→∞

1

n

n∑

i=1

ψ(bti, wi) = E

[
ψ
(
σtZ,W

)]
, (3.4)

with X0 ∼ pX0 , W ∼ pW , and Z ∼ N(0, 1) independent from X0, W .

3.2 Example: AMP and Theorem 1

As already mentioned, the AMP algorithm (1.1) is a special case of the recursion (3.1). The reduction
is obtained by defining

ht+1 = x0 − (A∗zt + xt) , (3.5)

qt = xt − x0 , (3.6)

bt = w − zt , (3.7)

mt = −zt . (3.8)

The functions ft and gt are given by

ft(s, x0) = ηt−1(x0 − s) − x0 , gt(s,w) = s− w . (3.9)

And the initial condition is q0 = −x0.

Note 1. (a) Although the recursions (3.1) and (1.1) are equivalent mathematically, only the latter
can be used as an algorithm. Indeed the recursion (3.1) tracks the difference of the current
estimates xt from x0, and is initialized using x0 itself. The recursion (3.1) is only relevant for
mathematical analysis.

(b) Due to symmetry, for each t, all coordinates of the vector ht have the same distribution (simi-
larly for bt, qt and mt).
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3.3 Proof of Theorem 1

First note that (3.2) reduces to

τ2
t = σ2 + σ2

t = σ2 +
1

δ
E

[(
ηt−1(X0 + τt−1Z) −X0

)2]
,

with τ2
0 = σ2 + δ−1

E(X2
0 ). This follows from

σ2
0 = δ−1 lim

N→∞
〈q0, q0〉 = δ−1

EpX0
(X2

0 )

or τ2
0 = σ2 +δ−1

E(X2
0 ). Also, by definition xt+1 = ηt(A

∗bt+xt) = ηt(x0−ht+1). Therefore, applying
Theorem 2 to the function (hti, x0,i) 7→ ψ(ηt−1(x0,i − hti), x0,i) we obtain

lim
N→∞

1

N

N∑

i=1

ψ(xti, x0,i)
a.s.
= E

{
ψ
(
ηt−1(X0 − τt−1Z),X0

)}

with Z ∼ N(0, 1) independent of X0, which yields the claim as Z
d
= −Z. Note that since η has

bounded derivative, (hti, x0,i) 7→ ψ(ηt−1(x0,i − hti), x0,i) is also pseudo-Lipschitz of order at most k.

3.4 Definitions

When the update equation for ht+1 in (3.1) is used, all values of b0, . . . , bt, m0, . . . ,mt, h1, . . . , ht and
q0, . . . , qt have been previously calculated. Hence, we can consider the distribution of ht+1 when it
is conditioned on all these known variables and x0, w. In particular, define St1,t2 to be the σ-algebra
generated by b0, . . . , bt1−1, m0, . . . ,mt1−1, h1, . . . , ht2 , and q0, . . . , qt2 . The basic idea of the proof is
to compute the conditional distribution bt|St,t

and ht+1|St+1,t
. This is done by characterizing the

conditional distribution of the matrix A given this filtration.
Regarding ht, bt as column vectors, the equations for b0, . . . , bt−1 and h1, . . . , ht can be written in

matrix form as:
[
h1 + ξ0q

0|h2 + ξ1q
1| · · · |ht + ξt−1q

t−1
]

︸ ︷︷ ︸
Xt

= A∗ [m0| . . . |mt−1]︸ ︷︷ ︸
Mt

,

[
b0|b1 + λ1m

0| · · · |bt−1 + λt−1m
t−2
]

︸ ︷︷ ︸
Yt

= A [q0| . . . |qt−1]︸ ︷︷ ︸
Qt

.

or in short Yt = AQt and Xt = A∗Mt.
We also introduce the notation mt

‖ for the projection of mt onto the column space of Mt and

define mt
⊥ = mt − mt

‖. Similarly, define qt‖, q
t
⊥ to be the parallel and orthogonal projections of qt

onto column space of Qt.
Recall that D∗ denote the transpose of the matrix D. For vectors u, v ∈ R

m we define 〈u〉 =∑m
i=1 ui/m. We will also often use the scalar product 〈u, v〉 =

∑m
i=1 uivi/m.

Given two random variable X,Y , and a σ-algebra S, the notations X|S d
= Y means that for any

integrable function φ and for any random variable Z measurable on S, E{φ(X)Z} = E{φ(Y )Z}. In
word we will say that X is distributed as (or is equal in distribution to) Y conditional on S. In

case S is the trivial σ algebra we simply write X
d
= Y (i.e. X and Y are equal in distribution). For

random variables X,Y the notation X
a.s.
= Y means that X and Y are equal almost surely.

Finally the large system limit will be denoted either as limN→∞ or as n → ∞. It is understood
that either of the two dimensions can index the sequence of problems under considerations, and that
n/N → δ.
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3.5 Main technical Lemma

We prove the following more general result.

Lemma 1. Let, {A(N)}, {q0(N)}N , {x0(N)}N and {w(N)}N be sequences as in Theorem 2, with
n/N → δ ∈ (0,∞) and let {σt, τt}t≥0 be the sequence of satisfying (3.2). Then the following hold for
all t ∈ N ∪ {0}

(a)

ht+1|St+1,t

d
=

t−1∑

i=0

αih
i+1 + Ã∗mt

⊥ + Q̃t+1~ot+1(1) , (3.10)

bt|St,t

d
=

t−1∑

i=0

βib
i + Ãqt⊥ + M̃t~ot(1) , (3.11)

where Ã is an independent copy of A and coefficients αi, βj satisfy mt
‖ =

∑t−1
i=0 αim

i and

qt‖ =
∑t−1

i=0 βiq
i. The matrix Q̃t (M̃t) is such that its columns form an orthogonal basis for

the column space of Qt (Mt) and Q̃∗
t Q̃t = N It (M̃∗

t M̃t = n It). Here ~ot(1) ∈ R
t is a finite

dimensional random vector that converges to 0 almost surely as N → ∞.

(b) For any pseudo-Lipschitz functions φh, φb : R
t+2 → R of order at most k

lim
N→∞

1

N

N∑

i=1

φh(h
1
i , . . . , h

t+1
i , x0,i)

a.s.
= E

[
φh(τ0Z0, . . . , τtZt,X0)

]
, (3.12)

lim
n→∞

1

n

n∑

i=1

φb(b
0
i , . . . , b

t
i, wi)

a.s.
= E

[
φb(σ0Ẑ0, . . . , σtẐt,W )

]
, (3.13)

where (Z0, . . . , Zt) and (Ẑ0, . . . , Ẑt) are two zero-mean gaussian vectors independent of X0, W ,
with Zi, Ẑi ∼ N(0, 1).

(c) For all 0 ≤ r, s ≤ t the following equations hold and all limits exist, are bounded and non-
random:

lim
N→∞

〈hr+1, hs+1〉 a.s.
= lim

n→∞
〈mr,ms〉 , (3.14)

lim
n→∞

〈br, bs〉 a.s.
=

1

δ
lim
N→∞

〈qr, qs〉 . (3.15)

(d) For all 0 ≤ r, s ≤ t, and for any function ϕ : R
2 → R almost everywhere continuously differ-

entiable with bounded derivative, the following equations hold and all limits exist, are bounded
and non-random.

lim
N→∞

〈hr+1, ϕ(hs+1, x0)〉 a.s.
= lim

N→∞
〈hr+1, hs+1〉〈ϕ′(hs+1, x0)〉, (3.16)

lim
n→∞

〈br, ϕ(bs, w)〉 a.s.
= lim

n→∞
〈br, bs〉〈ϕ′(bs, w)〉 (3.17)

where ϕ′ represents derivative with respect to the first coordinate.
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(e) For ℓ = k − 1, the following bounds hold almost surely

lim sup
N→∞

1

N

N∑

i=1

(ht+1
i )2ℓ <∞ , (3.18)

lim sup
n→∞

1

n

n∑

i=1

(bti)
2ℓ <∞. (3.19)

Note 2. (a) In the following we will use the notations ~α = (α0, . . . , αt−1) and ~β = (β0, . . . , βt−1)

(b) Equations (3.16) and (3.17) have the form of Stein’s lemma [Ste72] (Lemma 3 in our Section
3.7).

Proof of Theorem 2. The result follows from applying Lemma 1(b) to the functions φh(y0, . . . , yt, x0,i) =
ψ(yt, x0,i) and φb(y0, . . . , yt, wi) = ψ(yt, wi).

3.6 Useful probability facts

Before embarking in the actual proof, it is convenient to summarize a few facts that will be used
repeatedly.

We will use the following strong law of large numbers (SLLN) which follows from [HT97, Theorem
2.1].

Theorem 3 (SLLN, [HT97]). Let {Xn,i : 1 ≤ i ≤ n, n ≥ 1} be a triangular array of random variables
with (Xn,1, . . . ,Xn,n) mutually independent with mean equal zero for each n and E|Xn,i|2+κ ≤ C for
some κ > 0, C <∞. Then 1

n

∑n
i=1Xi,n → 0 a.s. for n→ ∞.

Next, we present a standard property of Gaussian matrices without proof.

Lemma 2. For any deterministic u ∈ R
N and v ∈ R

n with ‖u‖ = ‖v‖ = 1 and a gaussian matrix Ã
distributed as A we have

(a) v∗Ãu
d
= Z√

n
where Z ∼ N(0, 1).

(b) limn→∞ ‖Ãu‖2 = 1 almost surely.

(c) Consider, for each n ≥ d, a d-dimensional subspace W of R
n, an orthogonal basis w1, . . . , wd

of W with ‖wi‖2 = n for i = 1, . . . , d, and the orthogonal projection PW to W . Then for

D = [w1| . . . |wd], we have PWAu
d
= Dx with x ∈ R

d that satisfies: limn→∞ ‖x‖ a.s.
= 0 (the limit

being taken with d fixed). In this paper, we denote such vector x by ~od(1) as well.

Lemma 3 (Stein’s Lemma [Ste72]). For jointly gaussian random variables Z1, Z2 and any function
ϕ : R → R where E[ϕ′(Z1)] and E[Z1ϕ(Z2)] exists, the following holds

E[Z1ϕ(Z2)] = Cov(Z1, Z2)E[ϕ′(Z2)].

We will apply the following law of large numbers to the sequence {x0(N), w(N)}N . Its proof can
be found in Appendix A.1.
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Lemma 4. Let k ≥ 2 and consider sequence of vectors {v(N)}N≥0, whose empirical distribution
converges weakly to probability measure pV on R with bounded kth moment, and assume Ep̂v(N)

(V k) →
EpV

(V k) as N → ∞. Then, for any pseudo-Lipschitz function ψ : R → R of order at most k, almost
surely

lim
N→∞

1

N

N∑

i=1

ψ(vi) = E
[
ψ(V )

]
(3.20)

Finally, a lemma on almost smooth functions (whose proof is in Appendix A.2).

Lemma 5. Let F : R
2 → R be almost smooth and denote by F ′(x, y) its derivative with respect to

the first argument at (x, y) ∈ R
2. Assume (Xn, Yn) be a sequence of random vectors in R

2 converging
in distribution to the random vector (X,Y ) as n → ∞. Assume further that X,Y are independent
and that the distribution of X is absolutely continuous with respect to the Lebesgue measure. Then

lim
n→∞

E{F ′(Xn, Yn)} = E{F ′(X,Y )} . (3.21)

3.7 Conditional distributions

In order to calculate bt|St,t
, ht+1|St+1,t

we will characterize the conditional distributionsA|St,t
, A|St+1,t

.

Lemma 6. Let (t1, t2) = (t, t) or (t1, t2) = (t+1, t). Then the conditional distribution of the random
matrix A given the σ-algebra St1,t2, satisfies

A|St1,t2

d
= Et1,t2 + Pt1,t2(Ã). (3.22)

Here Ã
d
= A is a random matrix independent of St1,t2 and Et1,t2 = E(A|St1,t2) is given by

Et1,t2 = Yt1(Q
∗
t1Qt1)

−1Q∗
t1 +Mt2(M

∗
t2Mt2)

−1X∗
t2 −Mt2(M

∗
t2Mt2)

−1M∗
t2Yt1(Q

∗
t1Qt1)

−1Q∗
t1 . (3.23)

Further, Pt1,t2 is the orthogonal projector onto subspace Vt1,t2 = {A|AQt1 = 0, A∗Mt2 = 0}, defined
by

Pt1,t2(Ã) = P⊥
Mt2

ÃP⊥
Qt1

.

Here P⊥
Mt2

= I−PMt2
, P⊥

Qt1
= I−PQt1

, and PQt1
, PMt2

are orthogonal projector onto column spaces

of Qt1 and Mt2 respectively.

Recall the following well-known formula.

Lemma 7. Let z ∈ R
n be a random vector of iid N(0, α) variables and let D ∈ R

m×n be a linear
operator. Then for any constant vector b ∈ R

m the distribution of z conditioned on Dz = b satisfies:

z|Dz=b d
= D∗(DD∗)−1b+ P{Dz=0}(z̃)

where P{Dz=0} is the orthogonal projection onto the subspace {Dz = 0} and z̃ is a random vector of
iid N(0, α). Moreover, D∗(DD∗)−1b = arg minz

{
‖z‖2|Dz = b

}
.

Proof. The result is trivial if D = [Im×m|0m×(n−m)] (with Im×m ∈ R
m×m is the identity matrix).

For general D, it follows by invariance of the gaussian distribution under rotations. Finally, using a
least square calculation, it is simple to see that D∗(DD∗)−1b = arg minz{‖z‖2|Dz = b}.
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Lemma 6 follows from applying Lemma 7 to the operator D that maps A to (AQ,M∗A). Note
that we can assume, without loss of generality f , g to be non-constant as a function of their first
argument. If this is the case, it is easy to see that, for finite values of t, the matrices M∗

tMt and Q∗
tQt

are non-singular almost surely, and hence the above expressions are well defined. Proof of Lemma 6
appears in Section 3.8.

Lemma 8. The following holds

E∗
t+1,tm

t a.s.
= Xt(M

∗
tMt)

−1M∗
t m

t
‖ +Qt+1(Q

∗
t+1Qt+1)

−1Y ∗
t+1m

t
⊥, (3.24)

Et,tq
t a.s.

= Yt(Q
∗
tQt)

−1Q∗
t q
t
‖ +Mt(M

∗
tMt)

−1X∗
t q
t
⊥. (3.25)

Proof. Write mt = mt
‖ +mt

⊥. Using (3.23) and the fact that M∗
t m

t
⊥ = 0, we obtain

E∗
t+1,tm

t
⊥ = Qt+1(Q

∗
t+1Qt+1)

−1Y ∗
t+1m

t
⊥.

On the other hand letmt
‖ =

∑t−1
i=0 αim

i = Mt~α. Then usingA∗Mt = Xt, (3.22), and [Pt+1,t(Ã)]∗mt
‖ =

0 we have, conditionally on St+1,t,

E∗
t+1,tm

t
‖

d
= A∗mt

‖
d
= A∗Mt~α

d
= Xt~α

d
= Xt(M

∗
tMt)

−1M∗
tMt~α

d
= Xt(M

∗
tMt)

−1M∗
t m

t
‖.

Since the first and last term are measurable on St+1,t, they must be equal almost surely, and
Eq. (3.24) follows.

Similarly, use qt = qt‖ + qt⊥, qt‖ = Qt~β and Q∗
t q
t
⊥ = 0 to obtain (3.25).

3.8 Proof of Lemma 6

Conditioning on St1,t2 is equivalent to conditioning on the linear constraints AQt1 = Yt1 and A∗Mt2 =
Xt2 . To simplify the notation we will drop all sub-indices t1, t2. The expression (3.23) for the
conditional expectation E = E(A|St1,t2) follows from Lemma 7 and the following calculation for

E = arg min
A

{
‖A‖2

F

∣∣∣∣AQ = Y,A∗M = X

}
.

We use Lagrange multipliers’ method to obtain this minimum. Consider the Lagrangian

L(A,Θ,Γ) = ‖A‖2
F +

(
Θ, (Y −AQ)

)
+
(
Γ, (X −A∗M)

)
,

with Θ ∈ R
n×t1 , Γ ∈ R

N×t2 and (A,B) ≡ Tr(AB∗) the usual scalar product among matrices.
Imposing the stationarity conditions yields

2A = ΘQ∗ +MΓ∗ (3.26)

Equation (3.26) does not have a unique solution for the parameters Θ and Γ. In fact if Θ0, Γ0 are
a solution then for any t2 × t1 matrix R the new parameters ΘR = Θ0 +MR and ΓR = Γ0 − QR∗

satisfy ΘRQ
∗+MΓ∗

R = Θ0Q
∗+MΓ∗

0 = 2A. In particular for R1 = Γ∗
0Q(Q∗Q)−1 we have Q∗ΓR1 = 0.

Multiplying (3.26) by Q from right (using ΘR1,ΓR1) we have 2Y = ΘR1Q
∗Q or ΘR1 = 2Y (Q∗Q)−1.

Now multiplying (3.26) by M∗ from left we obtain 2X∗ = 2M∗Y (Q∗Q)−1Q∗+M∗MΓ∗
R1

which leads

to Γ∗
R1

= 2(M∗M)−1
[
X∗ −M∗Y (Q∗Q)−1Q∗]. From these we see that E = E(A|St1,t2) satisfies

E = Y (Q∗Q)−1Q∗ +M(M∗M)−1
[
X −M∗Y (Q∗Q)−1Q∗].

Now we are left to prove Pt1,t2(Ã) = P⊥
M ÃP

⊥
Q . We need to show that the operator F : A 7→ P⊥

MAP
⊥
Q

satisfies

12



(a) F ◦ F = F .

(b) F(A) ∈ V = {A|AQt1 = 0, A∗Mt2 = 0}.

(c) F(A) = A for A ∈ V

(d) F is symmetric. That is for all matrices A,B: (F(A), B) = (A,F(B)).

(a) is correct since
F ◦ F(A) = P⊥

MP
⊥
MAP

⊥
QP

⊥
Q = P⊥

MAP
⊥
Q .

(b) is correct since by definition of F(A)Q = P⊥
MAP

⊥
QQ = 0 and similarly F(A)∗M = 0.

(c) follows because
F(A) = A− PMA−APQ + PMAPQ,

and each of the last three term vanishes either because AQ = 0 or because A∗M = 0.
(d) is correct because

(F(A), B) = Tr
(
P⊥
MAP

⊥
QB

∗
)

= Tr
(
AP⊥

QB
∗P⊥

M

)
= (A,F(B)) .

3.9 Proof of Lemma 1

The proof is by induction on t. Let Ht+1 be the property that (3.10), (3.12), (3.14), (3.16), and
(3.18) are correct. Similarly, let Bt be the property that (3.11), (3.13), (3.15), (3.17), and (3.18)
hold. The inductive proof consists of the following four main steps.

1. B0 holds.

2. H1 holds.

3. If Br, Hs hold for all r < t and s ≤ t then Bt holds.

4. If Br, Hs hold for all r ≤ t and s ≤ t then Ht+1 holds.

For each of these steps we will have to prove five properties that we will denote by (a), (b), (c),
(d), (e) according to their appearance in Lemma 1.

3.9.1 Step 1: B0

Note that b0 = Aq0.

(a) S0,0 is the trivial σ-algebra. Also q0 = q0⊥ since Q0 is an empty matrix. Hence

b0|S0,0 = Aq0⊥.

(b) Let φb : R
2 → R be a pseudo-Lipschitz function of order at most k. Hence, |φb(x)| ≤ L(1 +

‖x‖k). Given q0, w, the random variable
∑n

i=1 φb([Aq
0]i, wi)/n is a sum of independent random

variables. By Lemma 2 [Aq0]i
d
= Z‖q0‖/√n for Z ∼ N(0, 1). And using

lim
n→∞

〈q0, q0〉 = δσ2
0 <∞,
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for all p ≥ 2 there exist a constant Cp such that E|(Aq0)i|p = 〈q0, q0〉p/2E|Z|p < Cp. Therefore,

E
{
|φb
(
[Aq0]i, wi

)
|3
}
≤ L3

[
1 + E{|(Aq0)i|3k} + |wi|3k

]
≤ C

for a constant C. Now, we can apply Theorem 3 to get

lim
n→∞

1

n

n∑

i=1

[φb(b
0
i , wi) − EAφb(b

0
i , wi)]

a.s.
= 0.

Hence, using Lemma 4 for v = w and for ψ(wi) = EZ [φb(‖q0‖Z/
√
n,wi)] we get

lim
n→∞

1

n

n∑

i=1

EA[φb(b
0
i , wi)]

a.s.
= E

[
φb(σ0Z,W )

]
.

(c) Using Lemma 2,

lim
n→∞

〈b0, b0〉 = lim
n→∞

‖Aq0‖2

n

a.s.
= lim

N→∞
〈q0, q0〉
δ

= σ2
0 .

(d) Using B0(b), and φ(x,wi) = xϕ(x,wi) we obtain limn→∞〈b0, ϕ(b0, w)〉 a.s.
= E(σ0Ẑϕ(σ0Ẑ,W )),

which is equal to σ2
0E[ϕ′(σ0Ẑ,W )] using Lemma 3. On the other hand, in proof of (b) we

showed limn→∞〈b0, b0〉 a.s.
= σ2

0 .

By part (b), the empirical distribution of (b0, w) (i.e. the probability distribution on R
2 that

puts mass 1/n on each point (b0i , wi), i ∈ [n]) converges weakly to the distribution of (σ0Ẑ,W ).

Using Lemma 5, we get limn→∞〈ϕ′(b0, w)〉 a.s.
= E[ϕ′(σ0Ẑ,W )].

(e) Similar to (b), conditioning on q0, the term
∑n

i=1([Aq
0]i)

2ℓ/n is sum of independent gaussians
and E{|[Aq0]i|p} = 〈q0, q0〉p/2E(Zp) < C for a constant C. Therefore, by Theorem 3, we get

lim
n→∞

1

n

n∑

i=1

[
([Aq0]i)

2ℓ − EA{([Aq0]i)2ℓ}
]

a.s.
= 0.

But, 1
n

∑n
i=1 EA{([Aq0]i)2ℓ} = 〈q0, q0〉ℓEZ(Z2ℓ) <∞.

3.9.2 Step 2: H1

Note that h1 = A∗m0 − ξ0q
0.

(a) S1,0 is generated by b0 and m0. Also m0 = m0
⊥ since M0 is an empty matrix. Applying Lemma

6 we have
A|S1,0

d
= b0‖q0‖−2(q0)∗ + ÃP⊥

q0 .

Hence

h1|S1,0

d
= P⊥

q0Ã
∗m0 + δ

〈b0,m0〉
〈q0, q0〉

q0 − ξ0q
0.

But using B0(d) we have

lim
n→∞

〈b0,m0〉 = lim
n→∞

〈b0, g0(b0, w)〉 a.s.
= lim

n→∞
〈b0, b0〉〈g′0(b0, w)〉 a.s.

= lim
n→∞

ξ0
〈q0, q0〉
δ

.
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Further by B0(b), applied to the function φb(x,w) = g0(x,w)2 we obtain

lim
n→∞

〈m0,m0〉 a.s.
= E[g0(σ0Z,W )2] = τ2

0 . (3.27)

Therefore
P⊥
q0Ã

∗m0 = Ã∗m0 − Pq0Ã
∗m0 = Ã∗m0 + ~o1(1)q̃

0 ,

where the last estimate follows from Lemma 2(c) and (3.27). Hence,

h1|S1,0

d
= Ã∗m0 + ~o1(1)q

0.

(c) Using Lemma 2 and Eq. (3.9.2), we get

lim
N→∞

〈h1, h1〉|S1,0 = lim
N→∞

‖Ã∗m0‖2

N

a.s.
= lim

N→∞
〈m0,m0〉 a.s.

= τ2
0 .

(e) First note that, conditioning on S1,0,

1

N

N∑

i=1

(h1
i )

2ℓ =
1

N

N∑

i=1

([Ã∗m0]i + ~o1(1)q
0
i )

2ℓ ≤ 22ℓ

2

1

N

N∑

i=1

{
([Ã∗m0]i)

2ℓ + ~o1(1)(q
0
i )

2ℓ
}
.

By assumption, limN→∞
1
N

∑N
i=1(q

0
i )

2ℓ <∞ and finiteness of 1
N

∑N
i=1([Ã

∗m0]i)
2ℓ can be estab-

lished similar to B0(e) for the sum of functions of independent gaussians
∑N

i=1([Ã
∗m0]i)

2ℓ/N .

(b) This proof uses again Eq. (3.9.2) and is very similar to proof of B0(b). First we should remove
the error term ~o1(1)q

0. In other words we need to show

lim
N→∞

1

N

N∑

i=1

[φh([Ã
∗m0]i + ~o1(1)q

0
i , x0,i) − φh([Ã

∗m0]i, x0,i)]
a.s.
= 0.

To simplify the notation let ai = ([Ã∗m0]i + ~o1(1)q
0
i , x0,i) and ci = ([Ã∗m0]i, x0,i). Now, using

the pseudo-Lipschitz property of φh:

|φh(ai) − φh(ci)| ≤ L{1 + max(‖ai‖k−1, ‖ci‖k−1)} |q0i |~o1(1).

Using Cauchy-Schwartz inequality,

1

N

N∑

i=1

|φh(ai) − φh(ci)| ≤ Lmax

(
1

N

N∑

i=1

‖ai‖2k−2,
1

N

N∑

i=1

‖ci‖2k−2

)1/2

〈q0, q0〉1/2 oN (1).

Hence, we only need to show 1
N

∑N
i=1 ‖ai‖2k−2 < ∞ and 1

N

∑N
i=1 ‖ci‖2k−2 < ∞ as N → ∞.

But

1

N

N∑

i=1

‖ai‖2k−2 = O(
1

N

N∑

i=1

|h1
i |2k−2 +

1

N

N∑

i=1

|x0,i|2k−2)

which are bounded by part (e) and the original assumption on x0. Similar argument plus the
fact that 1

N

∑N
i=1 ‖q0i ‖2k−2 <∞ yield 1

N

∑N
i=1 ‖ci‖2k−2 <∞.
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Thus, from here we consider h̃1|S1,0

d
= Ã∗m0 and will follow the steps taken in B0(b). Condi-

tioning on S1,0, we can apply Theorem 3 to get

lim
N→∞

1

N

N∑

i=1

[φh(h̃
1
i , x0,i) − EÃφh(h̃

1
i , x0,i)]

a.s.
= 0,

and use Lemma 4 for ψ(vi) = EÃφh(h̃
1
i , vi)], obtaining

lim
N→∞

1

N

n∑

i=1

EÃ[φh(h
1
i , x0,i)] = lim

N→∞
EZ [φh(

‖m0‖√
n
Z,X0)]

a.s.
= E

[
φh(τ0Z,X0)

]
.

The last equality used B0(c) and definition of τ0.

(d) Using H1(b) for φh(x, x0,i) = xϕ(x, x0,i) we obtain limN→∞〈h1, ϕ(h1, x0)〉 a.s.
= E(τ0Zϕ(τ0Z,X0)),

which is equal to τ2
0 E[ϕ′(τ0Z,X0)] using Lemma 3. On the other hand, in proof of (b) we showed

limN→∞〈h1, h1〉 a.s.
= τ2

0 .

By part (b) the empirical distribution of (h1, x0) (i.e. the probability distribution on R
2 that

puts mass 1/B on each point (h1
i , x0,i), i ∈ [N ]) converges weakly to (τ0Z,Z0). By applying

Lemma 5 to the almost smooth function ϕ, we get limN→∞〈ϕ′(h1, x0)〉 a.s.
= E[ϕ′(τ0Z,X0)].

3.9.3 Step 3: Bt
This part is analogous to step 1 albeit more complex.

(a) Note that

Yt = Bt + [0|Mt−1]Λt, Xt = Ht +QtΞt, (3.28)

where Bt = [b0| · · · |bt−1], Λt = diag(λ0, . . . , λt−1), Ξt = diag(ξ0, . . . , ξt−1) and Ht = [h1| · · · |ht].

Lemma 9. The following holds

(a) ht+1|St+1,t

d
= Ht(M

∗
tMt)

−1M∗
tm

t
‖ + P⊥

Qt+1
Ã∗P⊥

Mt
mt +Qt~ot(1).

(b) bt|St,t

d
= Bt(Q

∗
tQt)

−1Q∗
t q
t
‖ + P⊥

Mt
ÃP⊥

Qt
qt +Mt~ot(1).

Proof. In light of Lemmas 6 and 8 we have

ht+1|St+1,t

d
= Xt(M

∗
tMt)

−1M∗
t m

t
‖ +Qt+1(Q

∗
t+1Qt+1)

−1Y ∗
t+1m

t
⊥ + P⊥

Qt+1
Ã∗P⊥

Mt
mt − ξtq

t,

bt|St,t

d
= Yt(Q

∗
tQt)

−1Q∗
t q
t
‖ +Mt(M

∗
tMt)

−1X∗
t q
t
⊥ + P⊥

Mt
ÃP⊥

Qt
qt − λtm

t−1.

Now using equations (3.28), we only need to show

QtΞt(M
∗
tMt)

−1M∗
tm

t
‖ +Qt+1(Q

∗
t+1Qt+1)

−1Y ∗
t+1m

t
⊥ − ξtq

t = Qt~ot(1),

[0|Mt−1]Λt(Q
∗
tQt)

−1Q∗
t q
t
‖ +Mt(M

∗
tMt)

−1X∗
t q
t
⊥ − λtm

t−1 = Mt~ot(1).
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Recall that mt
‖ = Mt~α and qt‖ = Qt~β. On the other hand Y ∗

t+1m
t
⊥ = B∗

t+1m
t
⊥ because M∗

tm
t
⊥ =

0. Similarly, X∗
t q
t
⊥ = H∗

t q
t
⊥. Hence we need to show

QtΞt~α+Qt+1(Q
∗
t+1Qt+1)

−1B∗
t+1m

t
⊥ − ξtq

t = Qt~ot(1) (3.29)

[0|Mt−1]Λt~β +Mt(M
∗
tMt)

−1H∗
t q
t
⊥ − λtm

t−1 = Mt~ot(1). (3.30)

Here is our strategy to prove (3.30) (proof of (3.29) is similar). The left hand side is a linear
combination of vectors m0, . . . ,mt−1. For any ℓ = 1, . . . , t we will prove that the coefficient of
mℓ−1 ∈ R

n converges to 0. This coefficient in the left hand side is equal to

[
(M∗

tMt)
−1H∗

t q
t
⊥
]
ℓ
− λℓ(−βℓ)Iℓ 6=t =

t∑

r=1

[
(
M∗
tMt

n
)−1

]

ℓ,r

〈hr, qt −∑t−1
s=0 βsq

s〉
δ

− λℓ(−βℓ)Iℓ 6=t .

To simplify the notation denote the matrix M∗
tMt/n by G. Therefore,

lim
N→∞

Coefficient of mℓ−1 = lim
N→∞

{
t∑

r=1

(G−1)ℓ,r〈hr, qt −
t−1∑

s=0

βsq
s〉1
δ
− λℓ(−βℓ)Iℓ 6=t

}
.

But using the induction hypothesis Ht(d) for ϕ = f1, . . . , ft, the term 〈hr, qt−∑t−1
s=0 βsq

s〉/δ is
almost surely equal to the limit of 〈hr, ht〉λt −

∑t−1
s=0 βs〈hr, hs〉λs. This can be modified, using

the induction hypothesis Ht(c), to 〈mr−1,mt−1〉λt −
∑t−1

s=0 βs〈mr−1,ms−1〉λs almost surely,
which can be written as Gr,tλt −

∑t−1
s=0 βsGr,sλs. Hence,

lim
N→∞

Coefficient of mℓ−1 a.s.
= lim

N→∞

{
t∑

r=1

(G−1)ℓ,r[Gr,tλt −
t−1∑

s=0

βsGr,sλs] − λℓ(−βℓ)Iℓ 6=t

}

a.s.
= lim

N→∞

{
λtIt=ℓ −

t−1∑

s=0

βsλsIℓ=s − λℓ(−βℓ)Iℓ 6=t

}

a.s.
= 0

Equation (3.29) is proved analogously, using ξt = 〈g′(bt, w)〉.

The proofs of Eq. (3.11) follows immediately since the last lemma yields

bt|St,t

d
=

t−1∑

i=0

βib
i + Ãqt⊥ −Mt(M

∗
tMt)

−1M∗
t Ãq

t
⊥ +Mt~ot(1) .

Now, using Lemma 2(c), as n,N → ∞,

Mt(M
∗
tMt)

−1M∗
t Ãq

t
⊥

d
= M̃t~ot(1) ,

which finishes the proof since M̃t~ot(1) +Mt~ot(1) = M̃t~ot(1).

(c) For r, s < t we can use induction hypothesis. For s = t, r < t, using Lemma 9 for bt that was
proved above, we get

〈bt, br〉|St,t

d
=

t−1∑

i=0

βi〈bi, br〉 + 〈P⊥
Mt
Ãqt⊥, b

r〉 +
t−1∑

i=0

o(1)〈mi, br〉 ,

17



Note that, by induction hypothesis Bt−1(d) applied to ϕ = gt−1, and using the bound Bt−1(e)
to control 〈bi, br〉, we deduce that each term 〈mi, br〉 has a finite limit. Thus,

lim
n→∞

t−1∑

i=0

o(1)〈mi, br〉 a.s.
= 0.

We can use Lemma 2 for 〈P⊥
Mt
Ãqt⊥, b

r〉 = 〈Ãqt⊥, P⊥
Mt
br〉 (recalling that Ã is independent of

qt⊥, P
⊥
Mt
br) to obtain

〈Ãqt⊥, P⊥
Mt
br〉 d

=
‖qt⊥‖‖P⊥

Mt
br‖

N

Z√
N

a.s.→
0

where the last estimate uses the induction hypothesis Br(c) and Ht(c) which imply, almost
surely, for some constant C, 〈P⊥

Mt
br, P⊥

Mt
br〉 ≤ 〈br, br〉 < C and 〈qt⊥, qt⊥〉 ≤ 〈qt, qt〉 < C for all N

large enough. Finally, using the induction hypothesis Br(c) or Bi(c) for each term of the form
〈bi, br〉 we have

lim
n→∞

〈bt, br〉 a.s.
= lim

n→∞
1

δ

t−1∑

i=0

βi〈qi, qr〉

a.s.
= lim

n→∞
1

δ
〈qt‖, qr〉

a.s.
= lim

n→∞
1

δ
〈qt, qr〉 .

Last line uses the definition of βi and qt⊥ ⊥ qr.

For the case of r = s = t, similarly, we have

〈bt, bt〉|St,t

d
=

t−1∑

i,j=0

βiβj〈bi, bj〉 + 〈P⊥
Mt
Ãqt⊥, P

⊥
Mt
Ãqt⊥〉 + o(1).

Note that we used similar argument (Lemma 2 and Bt−1(c)) to show the contribution of all
products of the form 〈Mt~ot(1), ·〉 and 〈P⊥

Mt
Ãqt⊥, b

i〉 a.s. tend to 0. Moreover, using Lemma 2,

lim
n→∞

〈P⊥
Mt
Ãqt⊥, P

⊥
Mt
Ãqt⊥〉 = lim

n→∞

[
〈Ãqt⊥, Ãqt⊥〉 − 〈PMtÃq

t
⊥, PMtÃq

t
⊥〉
]

a.s.
= lim

n→∞

[〈qt⊥, qt⊥〉
δ

− o(1)

]

Now, using induction hypothesis,

lim
n→∞

〈bt, bt〉|St,t

a.s.
= lim

n→∞

t−1∑

i,j=0

βiβj
〈qi, qj〉
δ

+ lim
n→∞

〈qt⊥, qt⊥〉
δ

a.s.
= lim

n→∞

〈qt‖, qt‖〉
δ

+ lim
n→∞

〈qt⊥, qt⊥〉
δ

a.s.
= lim

n→∞
〈qt, qt〉
δ

.

(e) Conditioning on St,t and using Eq. (3.11) (proved at point (a) above), almost surely,

n∑

i=1

1

n
(bti)

2ℓ = O

(
1

n

n∑

i=1

(

t−1∑

r=0

βrb
r
i )

2ℓ +
1

n

n∑

i=1

([Ãqt⊥]i)
2ℓ + o(1)

1

n

t−1∑

r=0

n∑

i=1

([m̃r]i)
2ℓ

)

= O

(
1

n

n∑

i=1

((qr‖)i)
2ℓ +

1

n

n∑

i=1

([Ãqt⊥]i)
2ℓ + o(1)

t−1∑

r=0

1

n

n∑

i=1

([m̃r]i)
2ℓ

)

18



The term 1
n

∑n
i=1([Ãq

t
⊥]i)

2ℓ has a finite limit using the same proof as in B0(b) and the fact that
limn→∞〈qt⊥, qt⊥〉 ≤ limn→∞〈qt, qt〉 <∞ almost surely. For the term 1

n

∑n
i=1((q

r
‖)i)

2ℓ we use

((qr‖)i)
2 ≤ (qri )

2 = ft(h
r
i , xi,0)

2 ≤ C
(
(hri )

2 + x2
i,0

)
+ f(0, 0)2,

that follows from the bounded derivative assumption on ft. Thus,

1

n

n∑

i=1

((qr‖)i)
2ℓ ≤ C

1

n

n∑

i=1

(hri )
2ℓ + C

1

n

n∑

i=1

x2ℓ
i,0 + f(0, 0)2ℓ,

which has a finite limit almost surely, using the induction hypothesis Hr(e) and the assumption
on x0. Similarly, using the bounded derivative assumption on gt we can show the finiteness of
the third term 1

n

∑n
i=1([m̃

r]i)
2ℓ.

(b) Using part (a) we can write

φb(b
0
i , . . . , b

t
i, wi)|St,t

d
= φb

(
b0i , . . . , b

t−1
i ,

[
t−1∑

r=0

βrb
r + Ãqt⊥ + M̃t~ot(1)

]

i

, wi

)
.

Similar to the proof of H0(b) we can drop the error term Mt~ot(1). Indeed defining

ai = (b0i , . . . , b
t−1
i ,

[
t−1∑

r=0

βrb
r + Ãqt⊥ + M̃t~ot(1)

]

i

, wi) ,

ci =

(
b0i , . . . , b

t−1
i ,

[
t−1∑

r=0

βrb
r + Ãqt⊥

]

i

, wi

)
.

By the pseudo-Lipschitz assumption

|φb(ai) − φb(ci)| ≤ L
{

1 + max
(
‖ai‖k−1, ‖ci‖k−1

)}∣∣∣
t−1∑

r=0

m̃r
i

∣∣∣ o(1).

Therefore, using Cauchy-Schwartz inequality twice we have

|∑n
i=1 φb(ai) −

∑n
i=1 φb(ci)|

n
≤ L

[
max(

n∑

i=1

‖ai‖2k−2

n
,

∑n
i=1 ‖ci‖2k−2

n
)
] 1

2
[ t−1∑

r=0

t
1
2 〈m̃r, m̃r〉

] 1
2 o(1).

(3.31)

Also note that ∑n
i=1 ‖ai‖2ℓ

n
≤ (t+ 1)ℓ

t∑

r=0

1

n

n∑

i=1

(bri )
2ℓ +

1

n

n∑

i=1

(wi)
2ℓ

which is finite almost surely using the induction hypothesis and Bt(e) proved above and the
assumption on w. Similarly, n−1

∑n
i=1 ‖ci‖2ℓ and

∑t−1
r=0〈m̃r, m̃r〉 are finite. Hence for any finite

t, (3.31) vanishes almost surely when n goes to ∞.

Now given, b0, . . . , bt−1, consider the random variables

X̃i,n = φ

(
b0i , . . . , b

t−1
i ,

t−1∑

r=0

βrb
r
i + (Ãqt⊥)i, wi

)
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and Xi,n ≡ X̃i,n − EÃX̃i,n. Proceeding as in Step 1, and using the pseudo-Lipschitz property
of φ, it is easy to check the conditions of Theorem 3. We therefore get

lim
n→∞

1

n

n∑

i=1

{

φb

(

b0i , . . . , b
t−1
i ,

[
t−1∑

r=0

βrb
r + Ãqt⊥

]

i

, wi

)

− EÃφb

(

b0i , . . . , b
t−1
i ,

[
t−1∑

r=0

βrb
r + Ãqt⊥

]

i

, wi

)}
a.s.
= 0. (3.32)

Note that [Ãqt⊥]i is a gaussian random variable with variance ‖qt⊥‖2/n. Hence we can use
induction hypothesis Bt−1(b) for

φ̂b(b
0
i , . . . , b

t−1
i , wi) = EZφb

(

b0i , . . . , b
t−1
i ,

t−1∑

r=0

βrb
r
i +

‖qt⊥‖Z√
n

,wi

)

where Z is an independent N(0, 1) random variable, to show

lim
n→∞

∑n
i=1 EÃφb

(
b0i , . . . , b

t−1
i ,

[∑t−1
r=0 βrb

r + Ãqt⊥

]

i
, wi

)

n

a.s.
= E EZφb

(

σ0Z0, . . . σt−1Zt−1,

t−1∑

r=0

βrσrZr +
‖qt⊥‖Z√

n
,W

)

(3.33)

Note that
∑t−1

r=0 βrσrZr+n
−1/2‖qt⊥‖Z is gaussian. All that we need, is to show that the variance

of this gaussian is σ2
t . But using a combination of (3.32) and (3.33) for the pseudo-Lipschitz

function φb(y0, . . . , yt, wi) = y2
t ,

lim
n→∞

〈bt, bt〉 a.s.
= E






(
t−1∑

r=0

βrσrZr +
‖qt⊥‖Z√

n

)2



 . (3.34)

On the other hand in part (c) we proved limn→∞〈bt, bt〉 a.s.
= limn→∞ δ−1〈f(ht, x0), f(ht, x0)〉. By

induction hypothesis Ht(b) for the pseudo-Lipschitz function φh(y0, . . . , yt, x0,i) = f(yt, x0,i)
2

we get limn→∞ δ−1〈f(ht, x0), f(ht, x0)〉 a.s.
= δ−1

E(f(τt−1Z,X0)
2). So by definition (3.2), both

sides of (3.34) are equal to σ2
t .

(d) Very similar to the proof of B0(d), using part (b) for the pseudo-Lipschitz function φb : R
t+2 →

R that is given by φb(y0, . . . , yt, wi) = ytϕ(ys, wi) we can obtain

lim
n→∞

〈bt, ϕ(bs, w)〉 a.s.
= E[σtẐtϕ(σsẐs,W )]

for jointly gaussian Ẑt, Ẑs with distribution N(0, 1). Using Lemma 3, this is almost surely equal
to Cov(σtẐt, σsẐs)E(ϕ′(σsẐs,W )). By another application of part (b) for φb(y0, . . . , yt, wi) =
ysyt transforms Cov(σtẐt, σsẐs) to limn→∞〈bt, bs〉. Similarly, E(ϕ′(σsẐs,W )) can be trans-
formed to limn→∞〈ϕ′(bt, w)〉 almost surely. This finishes the proof of (d).
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3.9.4 Step 4: Ht+1

Due to symmetry, proof of this step is very similar to the proof of step 3 and we present only some
differences.

(a) The proof of Eq. (3.10) follow since by Lemma 9(a) as for Bt(a)

ht+1|St+1,t

d
=

t−1∑

i=0

αih
i+1 + Ã∗mt

⊥ −Qt+1(Q
∗
t+1Qt+1)

−1Q∗
t+1Ã

∗mt
⊥ +Qt~ot(1) .

Now, using Lemma 2(c), as n,N → ∞,

Qt+1(Q
∗
t+1Qt+1)

−1Q∗
t+1Ã

∗mt
⊥

d
= Q̃t+1~ot(1)

which finishes the proof since Q̃t+1~ot(1) +Qt~ot(1) = Q̃t+1~ot(1).

(c) For r, s < t we can use induction hypothesis. For s = t, r < t, very similar to the proof of
Bt(a),

〈ht+1, br+1〉|St+1,t

d
=

t−1∑

i=0

αi〈hi+1, hr+1〉 + 〈P⊥
Qt+1

Ã∗mt
⊥, h

r+1〉 +

t−1∑

i=0

o(1)〈qi, hr+1〉.

Now, by induction hypothesis Ht(d), for ϕ = f , each term 〈qi, hr+1〉 has a finite limit. Thus,

lim
N→∞

t−1∑

i=0

o(1)〈qi, hr+1〉 a.s.
= 0.

We can use induction hypothesis Hr+1(c) or Hi(c) for each term of the form 〈hi, hr+1〉 and use
Lemma 2 for 〈Ã∗mt

⊥, P
⊥
Qt+1

hr+1〉 to obtain

lim
N→∞

〈ht+1, hr+1〉 a.s.
= lim

N→∞

t−1∑

i=0

αi〈mi,mr〉

a.s.
= lim

N→∞
〈mt

‖,m
r〉 a.s.

= lim
N→∞

〈mt,mr〉 .

Last line uses the definition of αi and mt
⊥ ⊥ mr.

For the case of r = s = t, we have

〈ht+1, ht+1〉|St+1,t

d
=

t−1∑

i,j=0

αiαj〈hi+1, hj+1〉 + 〈P⊥
Qt+1

Ã∗mt
⊥, P

⊥
Qt+1

Ã∗mt
⊥〉 + o(1).

Note that we used similar argument (Lemma 2 and Ht(c)) to show the contribution of all
products of the form 〈Qt~ot(1), ·〉 and 〈P⊥

Qt+1
Ã∗mt

⊥, h
i+1〉 a.s. tend to 0. Now, using induction

hypothesis and Lemma 2

lim
N→∞

〈ht+1, ht+1〉|St+1,t

a.s.
= lim

n→∞

t−1∑

i,j=0

αiαj〈mi,mj〉 + lim
N→∞

1

Nδ
‖mt

⊥‖2

a.s.
= lim

n→∞
〈mt

‖,m
t
‖〉 + lim

n→∞
〈mt

⊥,m
t
⊥〉

a.s.
= lim

n→∞
〈mt,mt〉.
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(e) This part is very similar to Bt(e).

(b) Using part (a) we can write

φh(h
1
i , . . . , h

t+1
i , x0,i)|St+1,t

d
= φh

(

h1
i , . . . , h

t
i,

[
t−1∑

r=0

αrh
r+1 + Ã∗mt

⊥ + Q̃t+1~ot+1(1)

]

i

, x0,i

)

.

Similar to proof of Bt(b) we can drop the error term Q̃t+1~ot+1(1). Now given, h1, . . . , ht,
consider the random variables

X̃i,N = φh

(
h1
i , . . . , h

t
i,

t−1∑

r=0

αrh
r+1
i + (Ã∗mt

⊥)i, x0,i

)

and Xi,N ≡ X̃i,N − EÃX̃i,N . Proceeding as in Step 2, and using the pseudo-Lipschitz property
of φh, it is easy to check the conditions of Theorem 3. We therefore get

lim
N→∞

1

N

N∑

i=1

{
φh

(
h1
i , . . . , h

t
i,
[ t−1∑

r=0

αrh
r+1 + Ã∗mt

⊥
]
i
, x0,i

)

− EÃφh

(
h1
i , . . . , h

t
i,
[ t−1∑

r=0

αrb
r+1 + Ã∗mt

⊥
]
i
, x0,i

)}
a.s.
= 0. (3.35)

Note that [Ã∗mt
⊥]i is a gaussian random variable with variance ‖mt

⊥‖2/n. Hence we can use
induction hypothesis Ht(b) for

φ̂h(h
1
i , . . . , h

t
i, x0,i) = EZφh

(
h1
i , . . . , h

t
i,
t−1∑

r=0

αrh
r+1
i +

‖mt
⊥‖Z√
n

, x0,i

)

where Z is an independent N(0, 1) random variable, to show

lim
N→∞

∑N
i=1 EÃφh

(
h1
i , . . . , h

t
i,
[∑t−1

r=0 αrb
r+1 + Ã∗mt

⊥

]

i
, xi,0

)

N

a.s.
= E EZφh

(

τ0Z0, . . . τt−1Zt−1,

t−1∑

r=0

αrτrZr +
‖mt

⊥‖Z√
n

,X0

)

(3.36)

Note that
∑t−1

r=0 αrτrZr + n−1/2‖mt
⊥‖Z is gaussian. All that we need, is to show that the

variance of this gaussian is τ2
t . But using combination of (3.35) and (3.36) for the pseudo-

Lipschitz function φh(y0, . . . , yt, x0,i) = y2
t ,

lim
N→∞

〈ht+1, ht+1〉 a.s.
= E






(
t−1∑

r=0

αrτrZr +
‖mt

⊥‖Z√
n

)2



 . (3.37)

On the other hand in part (c) we proved limN→∞〈ht+1, ht+1〉 a.s.
= limN→∞〈gt(bt, w), gt(b

t, w)〉.
By the induction hypothesis Bt(b) for the pseudo-Lipschitz function φb(y0, . . . , yt, w) = gt(yt, w)2

we get limn→∞〈gt(bt, w), gt(b
t, w)〉 a.s.

= E(gt(σtZ,W )2). So by the definition (1.4), both sides of
(3.37) are equal to τ2

t .
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(d) This is very similar to the proof of Bt(d). For the pseudo-Lipschitz function φh : R
t+2 → R

that is given by φh(y1, . . . , yt+1, x0,i) = yt+1ϕ(ys+1, x0,i) we can use part (a) to obtain

lim
N→∞

〈ht+1, ϕ(bs+1, x0)〉 a.s.
= E[τtZtϕ(τsZs,X0)]

for jointly gaussian Zt, Zs with distribution N(0, 1). Using Lemma 3, this is almost surely equal
to Cov(τtZt, τsZs)E(ϕ′(τsZs,X0)). And another application of part (b) for φh(y1, . . . , yt+1, xi,0) =
ys+1yt+1 transforms Cov(τtZt, τsZs) to limN→∞〈ht+1, hs+1〉. Similarly, E(ϕ′(τsZs,X0)) can be
transformed to limN→∞〈ϕ′(ht+1, x0)〉 almost surely. This finishes the proof of (d).

3.10 Proof of Corollary 1

First notice that the statement to be proved is equivalent to the following claim. The joint distribution
of (xtI(1), . . . , x

t
I(ℓ), x0,I(1), . . . , x0,I(ℓ)), for I(1), . . . , I(ℓ) ∈ [N ] uniformly random subset of distinct

indices, converges weakly to to the distribution of (X̂1, . . . X̂ℓ,X0,1, . . . ,X0,ℓ). By general theory of
weak convergence, it is therefore sufficient to check Eq. (1.7) for functions of the form

ψ(x1, . . . , xℓ, y1, . . . , yℓ) = ψ1(x1, y1) · · ·ψℓ(xℓ, yℓ) , (3.38)

for ψi : R
2 → R Lipschitz and bounded. This case follows immediately from Theorem 1 once we

notice that

Eψ(xtI(1), . . . , x
t
I(ℓ), x0,I(1), . . . , x0,I(ℓ)) =

ℓ∏

s=1

( 1

N

N∑

i=1

ψs(x
t
i, x0,i)

)
+O(1/N) . (3.39)

4 Symmetric Case

Let k ≥ 2. Let G = A∗ + A with A ∈ R
N×N and of A are iid N(0, (2N)−1). Also let f : R → R be

a function almost everywhere differentiable with bounded first derivative. Start with m0,m1 ∈ R
N

where m0 = ~0 and m1 is a fixed deterministic vector in R
N with

∑N
i=1(m1,i)

2k−2 ≤ Nc for a constant
c, and proceed by the following iteration

ht+1 = Gmt − λtm
t−1, (4.1)

mt = f(ht)

where λt = 〈f ′(ht)〉. Now let τ2
1 = limN→∞〈m1,m1〉, and define recursively for t ≥ 1,

τ2
t+1 = E

{
[f(τtZ)]2

}
, (4.2)

with Z ∼ N(0, 1).

Theorem 4. Let {A(N)}N be a sequence of matrices A ∈ R
N×N indexed by N , with iid entries

Aij ∼ N(0, 1/(2N)−1). Then, for any pseudo-Lipschitz function ψ : R → R of order at most k and
all t ∈ N, almost surely

lim
N→∞

1

N

N∑

i=1

ψ(ht+1
i ) = E [ψ(f(τtZ))] . (4.3)
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Note 3. This theorem was proved by Bolthausen in the case f(x) = tanh(βx+h) and 〈m1,m1〉 = τ2
∗ ,

for τ2
∗ the fixed point of the recursion (4.2). The general proof is very similar to the one of Theorem

2, and exploits the same conditioning trick. We omit it to avoid repetitions.

When we are calculating ht+1, all values h1, . . . , ht and hence m1, . . . ,mt are known to us. Denote
the σ-algebra generated by all of these random variables by Ut. Moreover, use the following compact
formulation for (4.2).

[
h2|h3 + λ2m1| · · · |ht + λt−1mt−2

]
︸ ︷︷ ︸

Yt−1

= G [m1| . . . |mt−1]︸ ︷︷ ︸
Mt−1

,

The analogous of Lemma 1 is the following.

Lemma 10. Let {A(N)}N be a sequence of sensing matrices as in Theorem 4. Then the following
hold for all t ∈ N

(a)

ht+1|Ut

d
=

t−1∑

i=1

αih
i+1 + G̃mt

⊥ + M̃t−1~ot(1) (4.4)

where G̃ is an independent copy of G and coefficients αi satisfy mt
‖ =

∑t−1
i=1 αim

i. The matrix

M̃t is such that its columns form an orthogonal basis for the column space of Mt and M̃∗
t M̃t =

n It. Further, ~ot(1) ∈ R
t is a finite dimensional random vector that converges to 0 almost surely

as N → ∞.

(b) For any pseudo-Lipschitz function φ : R
t → R of order at most k,

lim
N→∞

1

N

N∑

i=1

φ(h2
i , . . . , h

t+1
i )

a.s.
= E

[
φ(τ1Z1, . . . , τtZt)

]
(4.5)

where Z1, . . . , Zt have N(0, 1) distribution.

(c) For all 1 ≤ r, s ≤ t the following equations hold and all limits exist, are bounded and non-
random.

lim
N→∞

〈hr+1, hs+1〉 a.s.
= lim

N→∞
〈mr,ms〉 (4.6)

(d) For all 1 ≤ r, s ≤ t, and for any almost everywhere differentiable function ϕ with bounded
derivative, the following equations hold and all limits exist, are bounded and non-random.

lim
N→∞

〈hr+1, ϕ(hs+1)〉 a.s.
= lim

N→∞
〈hr+1, hs+1〉〈ϕ′(hs+1)〉 (4.7)

(e) For ℓ = k − 1, almost surely limN→∞(ht+1
i )2ℓ <∞.
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A Proof of two probability lemmas

In this Appendix we provide proofs of two probability lemmas stated in Section 3.6.

A.1 Proof of Lemma 4

Note that by definition of empirical measure, N−1
∑N

i=1 ψ(vi) = Ep̂v
[ψ(v)]. The proof uses a trun-

cation technique. For a positive integer B define ψB by

ψB(x)






ψ(x) |ψ(x)| ≤ B
B ψ(x) > B
−B ψ(x) < −B

and write ψ(x) = ψB(x) + ψ̃B(x). Since p̂v converges weakly to pV , for the bounded continuous
function ψB(x),

lim
N→∞

Ep̂v
[ψB(V )] = EpV

[ψB(V )]. (A.1)

On the other hand, since ψ is pseudo-Lipschitz with order k we have |ψ(x)| ≤ L(1+ |x|k) . Therefore
when B > 1,

|ψ̃B(x)| ≤ L(1 + |x|k)I{|ψ|>B} ≤ L(1 + |x|k)I{|x|k>B
L
−1}.

From this we obtain

EpV
[ψB(V )] − lim sup

N→∞
Ep̂v(N)

[L(1 + |V |k)I{|V |k>B
L
−1}]

≤ lim inf
N→∞

Ep̂v(N)
[ψ(V )] ≤ lim sup

N→∞
Ep̂v(N)

[ψ(V )] ≤

EpV
[ψB(V )] + lim sup

N→∞
Ep̂v(N)

[L(1 + |V |k)I{|V |k>B
L
}].

Now, by assumption limN→∞ Ep̂v(N)
(|V |k) = EpV

(|V |k) we can write |V |k = |V |kI{|V |k>B/L−1} +

|V |kI{|V |k≤B/L−1} and use the weak convergence of p̂v(N) to pV to get

lim
N→∞

Ep̂v(N)
[L(1 + |V |k)I{|V |k≤B

L
−1}] = EpV

[L(1 + |V |k)I{|V |k≤B
L
−1}].

Therefore

lim sup
N→∞

Ep̂v(N)
[L(1 + |V |k)I{|V |k>B

L
−1}] = lim

N→∞
Ep̂v(N)

[L(1 + |V |k)I{|V |k>B
L
−1}] =

= EpV
[L(1 + |V |k)I{V k>B

L
−1}].

Hence, all we need to show is that EpV
[L|V |kI{|V |k>B

L
−1}] converges to 0 as B → ∞. But this follows

using the bounded kth moment of V and the dominated convergence theorem, when applied to the
sequence of functions L(1 + |V |k)I{|V |k>B/L−1}| ≤ L(1 + |V |k), indexed by B.
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A.2 Proof of Lemma 5

Recall that by Skorokhod’s theorem, there exists a probability space (Ω,F ,P) and a construction of
the random variables {(Xn, Yn)}n≥1 and (X,Y ) on this space, such that letting

A =
{
ω ∈ Ω : (Xn(ω), Yn(ω)) → (X(ω), Y (ω))

}
,

be the event that (Xn, Yn) converges to (X,Y ), we have P(A) = 1. Let CF ⊆ R
2 be the domain on

which F is continuously differentiable. By Fubini’s theorem CF has measure 1 under the probability
distribution of (X,Y ). Hence if we let

B =
{
ω ∈ Ω : (X(ω), Y (ω)) ∈ CF

}
,

we have P(B) = 1. On A ∩B, we also have F ′(Xn(ω), Yn(ω)) → F ′(X(ω), Y (ω)).
Letting Zn(ω) ≡ F ′(Xn(ω), Yn(ω)) (if (Xn(ω), Yn(ω)) 6∈ CF set Zn(ω) = 0) and Z(ω) ≡ F ′(X(ω), Y (ω)),

we thus proved that

P
{

lim
n→∞

Zn(ω) = Z(ω)
}

= 1 .

Since |Zn(ω)| ≤ C by assumption, the bounded convergence theorem implies E{Zn(ω)} → E{Z(ω)}
which proves our claim.
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