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I. Introduction

Since the present author first became involved in computational fluid dynamics, around 1970, the land-
scape has changed dramatically. At that time, panel methods had just come into use, and the world’s fastest
super computer, the Control data 6600, had only 131000 words of memory (about 1 megabyte). Prior to the
break-through of Murman and Cole [1970], no viable algorithms for computing transonic flow with shock
waves had been discovered. By 1980 the standard for super-computing was represented by the Cray 1, which
achieved a performance of about 100 megaflops, but at least initially it was hard to obtain a Cray with more
than 128 megabytes of memory. At the present time numerous laptops are available with processing speeds
of 2-3 gigaherz, and a gigabyte of memory, well beyond the power of the Cray XMP of the mid-eighties. In
fact the speed of the Intel microprocessors has increased more than one thousand fold in 17 years, between
the 80386 of 1986 and the current Pentium 4. These developments were unimaginable in 1970.

There have been almost equally dramatic advances in algorithms, at least for some aerodynamic prob-
lems. Stemming in part from the pioneering work of Godunov,1 many effective shock capturing algorithms
have been developed. Moreover, whereas the available methods for solving the steady state Euler equations
in 1980 required 5000-10000 iterations to reach a reasonable level of convergence, and none would converge
completely to machine zero,2 solutions of the Euler equations for flows around airfoils can now be obtained
in 3-5 steps.3 These developments are reviewed by the author in an article for the Encyclopedia of Compu-
tational Mechanics.4 Some problems such as the prediction of transition and separation, or the formulation
of universal turbulence model, remain recalcitrant. Nevertheless the combined advances in software and
hardware have made it feasible to tackle problems of many orders of magnitude greater complexity than
could contemplated 30 years ago.

Even at the outset, intelligent use of computational fluid dynamics (CFD) could have an important impact
on design, and the present author has always recognized that the real challenge was not just to predict the
flow over a give shape, but to find a superior shape, optimal accordingly to some useful criteria. In fact
the author’s first CFD program, Syn1 (July 1970) provided a complete solution to the inverse problem of
designing an airfoil in ideal (irrotational and incompressible) flow which would produce a specified target
pressure distribution. Stemming from discussions with Malcolm James at Douglas Aircraft, the method
finds the conformal mapping which transforms a circle to the required airfoil. It is on extension of Lighthill’s
method, which is described by Thwaites,5 as an incomplete solution because it requires the target velocity
to be specified in the circle plane. The input to Syn1 is the target pressure as a function of the arc length
s. Then since the potential along the profile is

φ =

∫

qds

and φ is known in the circle plane, the angle θ in the circle plane can be determined as a function of s by a
Newton iteration. If the target pressure is not realizable, Syn1 finds the shape which produces the nearest
attainable pressure distribution. Nowadays it runs on a laptop in less that 1

100
second.

By the late eighties, following some early experiments by Hicks and Henne6 with the use of numerical
optimization for airfoil and wing design, the time seemed ripe to tackle the general problem of aerodynamic
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shape optimization (ASO). After attending an ICASE workshop on flow control in February 1980; it occurred
to the author that control theory offered an indirect route to ASO which could be for more efficient than the
methods that had been previously tried. The author subsequently discovered that the idea of using control
theory for shape optimization had also been explored by Pironneau for elliptic equations.7

Control theory for partial differential equations, where the control takes the form of boundary movement,
is a natural extension of the calculus of variations, which enables the infinitely dimensional (Frechet) deriva-
tive of a cost function with respect to the shape to be determined by the solution of an adjoint equation.
This gradient information can then be used to improve the shape, and the process can be repeated until the
shape converges. With this approach one does not think in terms of a number of design parameters in the
range of 10-100. Rather the shape is treated as a free surface, which might be represented in the discrete
model by the surface mesh points, or an expansion in an appropriate set of basis functions. In the case
of airfoil design one can, for example, describe the profile by the Fourier coefficients corresponding to the
Laurent series which defines the conformal mapping to a circle.

The theory of control of linear PDEs is formulated in the classic work of Lions.8 The extension to
nonlinear PDEs with possibly discontinuous solutions raises some difficult issues, some of which remain
open. However, the author derived the necessary adjoint equations both for transonic potential flow and the
Euler equations in 1988,9 and developed software for airfoil design in transonic potential flow later that year.
The first numerical result was published in 1989.10 A preliminary Euler adjoint code was also developed
(Syn82), and support was obtained from the AFOSR to pursue the concept further. One of the issues to
be explored was whether it is better to derive the adjoint PDE in continuous form from the PDE describing
the flow and then discretize it, ( the “continuous adjoint” method) or to discretize the flow equations first,
and then directly derive the discrete adjoint equations (the “discrete adjoint” method).

In the author’s view it is important to derive the continuous adjoint equation to gain insight into the
equation’s properties and the appropriate boundary condition. But the appropriate discretization should
certainly reflect the discretization of the flow equations. For example if one uses an upwind scheme, the
adjoint discretization appears as a downwind scheme (in reality upwind for the waves in the adjoint equation
which travel in the reverse direction). When a shock capturing scheme with non-linear limiters is used, the
discrete adjoint approach produces very complicated discrete equations. In practice the continuous adjoint
approach has proved to be very effective, but it is sometimes easier to treat the boundary conditions by the
discrete approach.11

In 1993 the author coded an adjoint solver for the three-dimensional Euler equation (Syn87), and applied
it to wing design, using a global mesh transformation. In his thesis,12 under the author’s supervision, James
Reuther developed techniques to obtain the gradient with respect to shape changes when an arbitrary mesh
is subject to smooth perturbations. This decouples the adjoint method from the mesh generation technique,
and enables the treatment of very complex configurations using any body fitted mesh. At the same time
Syn87 was made available to NASA Ames, where it was coupled with NASA software for geometry control,
and played an important role in the HSR program.13 During the last decade the adjoint method for shape
optimization has become increasingly popular, and it has been successfully used in a variety of applications.

This paper focuses mainly on the continuous adjoint approach. The adjoint system of equations has a
similar form to the flow equations, and hence the numerical methods developed for the flow equations14, 15, 16

can be re-used for the adjoint equations. While the gradient information obtained from the adjoint solution
can be fed to any gradient based search procedure, it has proved very efficient in practice to make repeated
small steps in a direction defined by a smoothing the gradient implicitly via a second order differential
equation. This process, which guarantees the smoothness of the sequence of redesigned shapes, is equivalent
to redefining the gradient in a Sobolev space, and it acts as an effective preconditioner, often yielding the
optimum in 10-20 design cycles.

It is also shown that with the continuous adjoint approach (but not the discrete approach), it is possible
to derive the gradient directly from the adjoint solution and the surface motion, independent of the mesh
modification. This eliminates the need to evaluate volume integrals which depend on the mesh perturbation.
If one wishes to obtain the pointwise gradient using an unstructured mesh, these integrals become very
expensive because the propagation of the mesh deformation has to be calculated separately for the deflection
of each surface mesh point. Their elimination from the gradient thus opens the way for shape optimization
using unstructured mesh.

Recently wing planform parameters have been included as design variables and the Aerospace Computing
Laboratory at Stanford University has successfully designed a wing which produces a specified lift with
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minimum drag, while meeting other criteria such as low structure weight, sufficient fuel volume, and stability
and control.17 Based on the promising results from our wing planform optimization strategy applied to
inviscid flow and from our viscous aerodynamic design techniques,18, 19 we are now applying wing shape
and planform optimization methods to viscous flow in order to take into account the viscous effects such as
shock/boundary layer interaction, flow separation, and skin friction and eventually produce more realistic
designs.20 The use of unstructured grid techniques hold considerable promise for aerodynamic design by
facilitating the treatment of complex configurations without incurring a prohibitive cost and bottleneck in
mesh generation. The computational feasibility of using unstructured meshes for design is essentially enabled
by the use of the continuous adjoint approach and the reduced gradient formulas.21 Representative results
for complete configurations are displayed in the final section.

II. Formulation of the optimization procedure

A. Gradient Calculation

For the class of aerodynamic optimization problems under consideration, the design space is essentially
infinitely dimensional. Suppose that the performance of a system design can be measured by a cost function
I which depends on a function F(x) that describes the shape,where under a variation of the design δF(x),
the variation of the cost is δI . Now suppose that δI can be expressed to first order as

δI =

∫

G(x)δF(x)dx

where G(x) is the gradient. Then by setting

δF(x) = −λG(x)

one obtains an improvement

δI = −λ

∫

G2(x)dx

unless G(x) = 0. Thus the vanishing of the gradient is a necessary condition for a local minimum.
Computing the gradient of a cost function for a complex system can be a numerically intensive task,

especially if the number of design parameters is large and the cost function is an expensive evaluation. The
simplest approach to optimization is to define the geometry through a set of design parameters, which may,
for example, be the weights αi applied to a set of shape functions Bi(x) so that the shape is represented as

F(x) =
∑

αiBi(x).

Then a cost function I is selected which might be the drag coefficient or the lift to drag ratio; I is regarded
as a function of the parameters αi. The sensitivities ∂I

∂αi
may now be estimated by making a small variation

δαi in each design parameter in turn and recalculating the flow to obtain the change in I . Then

∂I

∂αi
≈
I(αi + δαi) − I(αi)

δαi
.

The main disadvantage of this finite-difference approach is that the number of flow calculations needed
to estimate the gradient is proportional to the number of design variables.22 Similarly, if one resorts to
direct code differentiation (ADIFOR23, 24), or complex-variable perturbations,25 the cost of determining the
gradient is also directly proportional to the number of variables used to define the design.

A more cost effective technique is to compute the gradient through the solution of an adjoint problem,
such as that developed in references.26, 27, 28 The essential idea may be summarized as follows. For flow about
an arbitrary body, the aerodynamic properties that define the cost function are functions of the flowfield
variables (w) and the physical shape of the body, which may be represented by the function F . Then

I = I(w,F)

and a change in F results in a change of the cost function

δI =
∂IT

∂w
δw +

∂IT

∂F
δF .
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Using a technique drawn from control theory, the governing equations of the flowfield are introduced as
a constraint in such a way that the final expression for the gradient does not require reevaluation of the
flowfield. In order to achieve this, δw must be eliminated from the above equation. Suppose that the
governing equation R, which expresses the dependence of w and F within the flowfield domain D, can be
written as

R(w,F) = 0. (1)

Then δw is determined from the equation

δR =

[

∂R

∂w

]

δw +

[

∂R

∂F

]

δF = 0.

Next, introducing a Lagrange multiplier ψ, we have

δI =
∂IT

∂w
δw +

∂IT

∂F
δF − ψT

([

∂R

∂w

]

δw +

[

∂R

∂F

]

δF

)

. (2)

With some rearrangement

δI =

(

∂IT

∂w
− ψT

[

∂R

∂w

])

δw +

(

∂IT

∂F
− ψT

[

∂R

∂F

])

δF .

Choosing ψ to satisfy the adjoint equation

[

∂R

∂w

]T

ψ =
∂IT

∂w
(3)

the term multiplying δw can be eliminated in the variation of the cost function, and we find that

δI = GδF ,

where

G =
∂IT

∂F
− ψT

[

∂R

∂F

]

.

The advantage is that the variation in cost function is independent of δw, with the result that the gradient of
I with respect to any number of design variables can be determined without the need for additional flow-field
evaluations.

In the case that (1) is a partial differential equation, the adjoint equation (3) is also a partial differential
equation and appropriate boundary conditions must be determined. It turns out that the appropriate
boundary conditions depend on the choice of the cost function, and may easily be derived for cost functions
that involve surface-pressure integrations. Cost functions involving field integrals lead to the appearance of
a source term in the adjoint equation.

The cost of solving the adjoint equation is comparable to that of solving the flow equation. Hence,
the cost of obtaining the gradient is comparable to the cost of two function evaluations, regardless of the
dimension of the design space.

III. Design using the Euler Equations

The application of control theory to aerodynamic design problems is illustrated in this section for the
case of three-dimensional wing design using the compressible Euler equations as the mathematical model.
The extension of the method to treat the Navier-Stokes equations is presented in references.29, 30, 31 It
proves convenient to denote the Cartesian coordinates and velocity components by x1, x2, x3 and u1, u2,
u3, and to use the convention that summation over i = 1 to 3 is implied by a repeated index i. Then, the
three-dimensional Euler equations may be written as

∂w

∂t
+
∂fi

∂xi
= 0 in D, (4)
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where

w =



























ρ

ρu1

ρu2

ρu3

ρE



























, fi =



























ρui

ρuiu1 + pδi1

ρuiu2 + pδi2

ρuiu3 + pδi3

ρuiH



























(5)

and δij is the Kronecker delta function. Also,

p = (γ − 1) ρ

{

E −
1

2

(

u2
i

)

}

, (6)

and
ρH = ρE + p (7)

where γ is the ratio of the specific heats.
In order to simplify the derivation of the adjoint equations, we map the solution to a fixed computational

domain with coordinates ξ1, ξ2, ξ3 where

Kij =

[

∂xi

∂ξj

]

, J = det (K) , K−1
ij =

[

∂ξi
∂xj

]

,

and
S = JK−1.

The elements of S are the cofactors of K, and in a finite volume discretization they are just the face areas
of the computational cells projected in the x1, x2, and x3 directions. Using the permutation tensor εijk we
can express the elements of S as

Sij =
1

2
εjpqεirs

∂xp

∂ξr

∂xq

∂ξs
. (8)

Then

∂

∂ξi
Sij =

1

2
εjpqεirs

(

∂2xp

∂ξr∂ξi

∂xq

∂ξs
+
∂xp

∂ξr

∂2xq

∂ξs∂ξi

)

= 0. (9)

Also in the subsequent analysis of the effect of a shape variation it is useful to note that

S1j = εjpq
∂xp

∂ξ2

∂xq

∂ξ3
,

S2j = εjpq
∂xp

∂ξ3

∂xq

∂ξ1
,

S3j = εjpq
∂xp

∂ξ1

∂xq

∂ξ2
. (10)

Now, multiplying equation(4) by J and applying the chain rule,

J
∂w

∂t
+R (w) = 0 (11)

where

R (w) = Sij
∂fj

∂ξi
=

∂

∂ξi
(Sijfj) , (12)

using (9). We can write the transformed fluxes in terms of the scaled contravariant velocity components

Ui = Sijuj
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as

Fi = Sijfj =















ρUi

ρUiu1 + Si1p

ρUiu2 + Si2p

ρUiu3 + Si3p

ρUiH















.

For convenience, the coordinates ξi describing the fixed computational domain are chosen so that each
boundary conforms to a constant value of one of these coordinates. Variations in the shape then result
in corresponding variations in the mapping derivatives defined by Kij . Suppose that the performance is
measured by a cost function

I =

∫

B

M (w, S) dBξ +

∫

D

P (w, S) dDξ ,

containing both boundary and field contributions where dBξ and dDξ are the surface and volume elements in
the computational domain. In general, M and P will depend on both the flow variables w and the metrics
S defining the computational space. The design problem is now treated as a control problem where the
boundary shape represents the control function, which is chosen to minimize I subject to the constraints
defined by the flow equations (11). A shape change produces a variation in the flow solution δw and the
metrics δS which in turn produce a variation in the cost function

δI =

∫

B

δM(w, S) dBξ +

∫

D

δP(w, S) dDξ. (13)

This can be split as
δI = δII + δIII , (14)

with

δM = [Mw]I δw + δMII ,

δP = [Pw]I δw + δPII , (15)

where we continue to use the subscripts I and II to distinguish between the contributions associated with
the variation of the flow solution δw and those associated with the metric variations δS. Thus [Mw]I and
[Pw]I represent ∂M

∂w and ∂P
∂w with the metrics fixed, while δMII and δPII represent the contribution of the

metric variations δS to δM and δP .
In the steady state, the constraint equation (11) specifies the variation of the state vector δw by

δR =
∂

∂ξi
δFi = 0. (16)

Here also, δR and δFi can be split into contributions associated with δw and δS using the notation

δR = δRI + δRII

δFi = [Fiw]I δw + δFiII . (17)

where

[Fiw]I = Sij
∂fi

∂w
.

Multiplying by a co-state vector ψ, which will play an analogous role to the Lagrange multiplier introduced
in equation (2), and integrating over the domain produces

∫

D

ψT ∂

∂ξi
δFidDξ = 0. (18)

Assuming that ψ is differentiable, the terms with subscript I may be integrated by parts to give

∫

B

niψ
T δFiI

dBξ −

∫

D

∂ψT

∂ξi
δFiI

dDξ +

∫

D

ψT δRIIdDξ = 0. (19)
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This equation results directly from taking the variation of the weak form of the flow equations, where ψ is
taken to be an arbitrary differentiable test function. Since the left hand expression equals zero, it may be
subtracted from the variation in the cost function (13) to give

δI = δIII −

∫

D

ψT δRIIdDξ −

∫

B

[

δMI − niψ
T δFiI

]

dBξ

+

∫

D

[

δPI +
∂ψT

∂ξi
δFiI

]

dDξ. (20)

Now, since ψ is an arbitrary differentiable function, it may be chosen in such a way that δI no longer
depends explicitly on the variation of the state vector δw. The gradient of the cost function can then be
evaluated directly from the metric variations without having to recompute the variation δw resulting from
the perturbation of each design variable.

Comparing equations (15) and (17), the variation δw may be eliminated from (20) by equating all field
terms with subscript “I” to produce a differential adjoint system governing ψ

∂ψT

∂ξi
[Fiw]I + [Pw]I = 0 in D. (21)

Taking the transpose of equation (21), in the case that there is no field integral in the cost function, the
inviscid adjoint equation may be written as

CT
i

∂ψ

∂ξi
= 0 in D, (22)

where the inviscid Jacobian matrices in the transformed space are given by

Ci = Sij
∂fj

∂w
.

The corresponding adjoint boundary condition is produced by equating the subscript “I” boundary terms
in equation (20) to produce

niψ
T [Fiw]I = [Mw]I on B. (23)

The remaining terms from equation (20) then yield a simplified expression for the variation of the cost
function which defines the gradient

δI = δIII +

∫

D

ψT δRIIdDξ , (24)

which consists purely of the terms containing variations in the metrics, with the flow solution fixed. Hence
an explicit formula for the gradient can be derived once the relationship between mesh perturbations and
shape variations is defined.

The details of the formula for the gradient depend on the way in which the boundary shape is parame-
terized as a function of the design variables, and the way in which the mesh is deformed as the boundary
is modified. Using the relationship between the mesh deformation and the surface modification, the field
integral is reduced to a surface integral by integrating along the coordinate lines emanating from the surface.
Thus the expression for δI is finally reduced to the form

δI =

∫

B

GδF dBξ

where F represents the design variables, and G is the gradient, which is a function defined over the boundary
surface.

The boundary conditions satisfied by the flow equations restrict the form of the left hand side of the
adjoint boundary condition (23). Consequently, the boundary contribution to the cost function M cannot
be specified arbitrarily. Instead, it must be chosen from the class of functions which allow cancellation of
all terms containing δw in the boundary integral of equation (20). On the other hand, there is no such
restriction on the specification of the field contribution to the cost function P , since these terms may always
be absorbed into the adjoint field equation (21) as source terms.
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For simplicity, it will be assumed that the portion of the boundary that undergoes shape modifications is
restricted to the coordinate surface ξ2 = 0. Then equations (20) and (23) may be simplified by incorporating
the conditions

n1 = n3 = 0, n2 = 1, dBξ = dξ1dξ3,

so that only the variation δF2 needs to be considered at the wall boundary. The condition that there is no
flow through the wall boundary at ξ2 = 0 is equivalent to

U2 = 0,

so that
δU2 = 0

when the boundary shape is modified. Consequently the variation of the inviscid flux at the boundary
reduces to

δF2 = δp



















































0

S21

S22

S23

0



















































+ p



















































0

δS21

δS22

δS23

0



















































. (25)

Since δF2 depends only on the pressure, it is now clear that the performance measure on the boundary
M(w, S) may only be a function of the pressure and metric terms. Otherwise, complete cancellation of the
terms containing δw in the boundary integral would be impossible. One may, for example, include arbitrary
measures of the forces and moments in the cost function, since these are functions of the surface pressure.

In order to design a shape which will lead to a desired pressure distribution, a natural choice is to set

I =
1

2

∫

B

(p− pd)
2
dS

where pd is the desired surface pressure, and the integral is evaluated over the actual surface area. In the
computational domain this is transformed to

I =
1

2

∫ ∫

Bw

(p− pd)
2
|S2| dξ1dξ3,

where the quantity
|S2| =

√

S2jS2j

denotes the face area corresponding to a unit element of face area in the computational domain. Now, to
cancel the dependence of the boundary integral on δp, the adjoint boundary condition reduces to

ψjnj = p− pd (26)

where nj are the components of the surface normal

nj =
S2j

|S2|
.

This amounts to a transpiration boundary condition on the co-state variables corresponding to the momen-
tum components. Note that it imposes no restriction on the tangential component of ψ at the boundary.

We find finally that

δI = −

∫

D

∂ψT

∂ξi
δSijfjdD

−

∫ ∫

BW

(δS21ψ2 + δS22ψ3 + δS23ψ4) p dξ1dξ3. (27)
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Here the expression for the cost variation depends on the mesh variations throughout the domain which
appear in the field integral. However, the true gradient for a shape variation should not depend on the way
in which the mesh is deformed, but only on the true flow solution. In the next section we show how the
field integral can be eliminated to produce a reduced gradient formula which depends only on the boundary
movement.

IV. The Reduced gradient formulation

Consider the case of a mesh variation with a fixed boundary. Then,

δI = 0

but there is a variation in the transformed flux,

δFi = Ciδw + δSijfj .

Here the true solution is unchanged. Thus, the variation δw is due to the mesh movement δx at each mesh
point. Therefore

δw = ∇w · δx =
∂w

∂xj
δxj (= δw∗)

and since
∂

∂ξi
δFi = 0,

it follows that
∂

∂ξi
(δSijfj) = −

∂

∂ξi
(Ciδw

∗) . (28)

It is verified below that this relation holds in the general case with boundary movement. Now
∫

D

φT δRdD =

∫

D

φT ∂

∂ξi
Ci (δw − δw∗) dD

=

∫

B

φTCi (δw − δw∗) dB

−

∫

D

∂φT

∂ξi
Ci (δw − δw∗) dD. (29)

Here on the wall boundary
C2δw = δF2 − δS2jfj . (30)

Thus, by choosing φ to satisfy the adjoint equation (22) and the adjoint boundary condition (23), we reduce
the cost variation to a boundary integral which depends only on the surface displacement:

δI =

∫

BW

ψT (δS2jfj + C2δw
∗) dξ1dξ3

−

∫ ∫

BW

(δS21ψ2 + δS22ψ3 + δS23ψ4) p dξ1dξ3. (31)

For completeness the general derivation of equation(28) is presented here. Using the formula(8), and the
property (9)

∂
∂ξi

(δSijfj)

=
1

2

∂

∂ξi

{

εjpqεirs

(

∂δxp

∂ξr

∂xq

∂ξs
+
∂xp

∂ξr

∂δxq

∂ξs

)

fj

}

=
1

2
εjpqεirs

(

∂δxp

∂ξr

∂xq

∂ξs
+
∂xp

∂ξr

∂δxq

∂ξs

)

∂fj

∂ξi

=
1

2
εjpqεirs

{

∂

∂ξr

(

δxp
∂xq

∂ξs

∂fj

∂ξi

)}
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+
1

2
εjpqεirs

{

∂

∂ξs

(

δxq
∂xp

∂ξr

∂fj

∂ξi

)}

=
∂

∂ξr

(

δxpεpqjεrsi
∂xq

∂ξs

∂fj

∂ξi

)

. (32)

Now express δxp in terms of a shift in the original computational coordinates

δxp =
∂xp

∂ξk
δξk .

Then we obtain
∂

∂ξi
(δSijfj) =

∂

∂ξr

(

εpqjεrsi
∂xp

∂ξk

∂xq

∂ξs

∂fj

∂ξi
δξk

)

. (33)

The term in ∂
∂ξ1

is

ε123εpqj
∂xp

∂ξk

(

∂xq

∂ξ2

∂fj

∂ξ3
−
∂xq

∂ξ3

∂fj

∂ξ2

)

δξk.

Here the term multiplying δξ1 is

εjpq

(

∂xp

∂ξ1

∂xq

∂ξ2

∂fj

∂ξ3
−
∂xp

∂ξ1

∂xq

∂ξ3

∂fj

∂ξ2

)

.

According to the formulas(10) this may be recognized as

S2j
∂f1
∂ξ2

+ S3j
∂f1
∂ξ3

or, using the quasi-linear form(12) of the equation for steady flow, as

−S1j
∂f1
∂ξ1

.

The terms multiplying δξ2 and δξ3 are

εjpq

(

∂xp

∂ξ2

∂xq

∂ξ2

∂fj

∂ξ3
−
∂xp

∂ξ2

∂xq

∂ξ3

∂fj

∂ξ2

)

= −S1j
∂f1
∂ξ2

and

εjpq

(

∂xp

∂ξ3

∂xq

∂ξ2

∂fj

∂ξ3
−
∂xp

∂ξ3

∂xq

∂ξ3

∂fj

∂ξ2

)

= −S1j
∂f1
∂ξ3

.

Thus the term in ∂
∂ξ1

is reduced to

−
∂

∂ξ1

(

S1j
∂f1
∂ξk

δξk

)

.

Finally, with similar reductions of the terms in ∂
∂ξ2

and ∂
∂ξ3

, we obtain

∂

∂ξi
(δSijfj) = −

∂

∂ξi

(

Sij
∂fj

∂ξk
δξk

)

= −
∂

∂ξi
(Ciδw

∗)

as was to be proved.

V. Optimization Procedure

A. The Need for a Sobolev Inner Product in the Definition of the Gradient

Another key issue for successful implementation of the continuous adjoint method is the choice of an appro-
priate inner product for the definition of the gradient. It turns out that there is an enormous benefit from
the use of a modified Sobolev gradient, which enables the generation of a sequence of smooth shapes. This
can be illustrated by considering the simplest case of a problem in the calculus of variations.

10 of 21

American Institute of Aeronautics and Astronautics Paper 2004-4369



Suppose that we wish to find the path y(x) which minimizes

I =

b
∫

a

F (y, y
′

)dx

with fixed end points y(a) and y(b). Under a variation δy(x),

δI =

b
∫

a

(

∂F

∂y
δy +

∂F

∂y′
δy

′

)

dx

=

b
∫

a

(

∂F

∂y
−

d

dx

∂F

∂y′

)

δydx

Thus defining the gradient as

g =
∂F

∂y
−

d

dx

∂F

∂y′

and the inner product as

(u, v) =

b
∫

a

uvdx

we find that

δI = (g, δy).

If we now set

δy = −λg, λ > 0

we obtain a improvement

δI = −λ(g, g) ≤ 0

unless g = 0, the necessary condition for a minimum.
Note that g is a function of y, y

′

, y
′′

,
g = g(y, y

′

, y
′′

)

In the well known case of the Brachistrone problem, for example, which calls for the determination of the
path of quickest descent between two laterally separated points when a particle falls under gravity,

F (y, y
′

) =

√

1 + y′2

y

and

g = −
1 + y

′2 + 2yy
′′

2 (y(1 + y′2))
3/2

It can be seen that each step
yn+1 = yn − λngn

reduces the smoothness of y by two classes. Thus the computed trajectory becomes less and less smooth,
leading to instability.

In order to prevent this we can introduce a weighted Sobolev inner product32

〈u, v〉 =

∫

(uv + εu
′

v
′

)dx
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where ε is a parameter that controls the weight of the derivatives. We now define a gradient g such that

δI = 〈g, δy〉

Then we have

δI =

∫

(gδy + εg
′

δy
′

)dx

=

∫

(g −
∂

∂x
ε
∂g

∂x
)δydx

= (g, δy)

where

g −
∂

∂x
ε
∂g

∂x
= g

and g = 0 at the end points. Thus g can be obtained from g by a smoothing equation. Now the step

yn+1 = yn − λngn

gives an improvement
δI = −λn〈gn, gn〉

but yn+1 has the same smoothness as yn, resulting in a stable process.

B. Sobolev Gradient for Shape Optimization

In applying control theory to aerodynamic shape optimization, the use of a Sobolev gradient is equally
important for the preservation of the smoothness class of the redesigned surface. Accordingly, using the
weighted Sobolev inner product defined above, we define a modified gradient Ḡ such that

δI =< Ḡ, δF > .

In the one dimensional case Ḡ is obtained by solving the smoothing equation

Ḡ −
∂

∂ξ1
ε
∂

∂ξ1
Ḡ = G. (34)

In the multi-dimensional case the smoothing is applied in product form. Finally we set

δF = −λḠ (35)

with the result that
δI = −λ < Ḡ, Ḡ > < 0,

unless Ḡ = 0, and correspondingly G = 0.
When second-order central differencing is applied to (34), the equation at a given node, i, can be expressed

as
Ḡi − ε

(

Ḡi+1 − 2Ḡi + Ḡi−1

)

= Gi, 1 ≤ i ≤ n,

where Gi and Ḡi are the point gradients at node i before and after the smoothing respectively, and n is the
number of design variables equal to the number of mesh points in this case. Then,

Ḡ = AG,

where A is the n× n tri-diagonal matrix such that

A−1 =















1 + 2ε −ε 0 . 0

ε . .

0 . . .

. . . −ε

0 ε 1 + 2ε















.

12 of 21

American Institute of Aeronautics and Astronautics Paper 2004-4369



Using the steepest descent method in each design iteration, a step, δF , is taken such that

δF = −λAG. (36)

As can be seen from the form of this expression, implicit smoothing may be regarded as a preconditioner
which allows the use of much larger steps for the search procedure and leads to a large reduction in the
number of design iterations needed for convergence.

C. Outline of the Design Procedure

Sobolev Gradient

Gradient Calculation

Flow Solution

Adjoint Solution

Shape & Grid

Repeat the Design Cycle
until Convergence

Modification

Figure 1. Design cycle

The design procedure can finally be summarized as follows:

1. Solve the flow equations for ρ, u1, u2, u3, p.

2. Solve the adjoint equations for ψ subject to appropriate boundary conditions.

3. Evaluate G and calculate the corresponding Sobolev gradient Ḡ.

4. Project Ḡ into an allowable subspace that satisfies any geometric constraints.

5. Update the shape based on the direction of steepest descent.

6. Return to 1 until convergence is reached.

Practical implementation of the design method relies heavily upon fast and accurate solvers for both
the state (w) and co-state (ψ) systems. The result obtained in Section VI have been obtained using well-
validated software for the solution of the Euler and Navier-Stokes equations developed over the course of
many years.14, 33, 34 For inverse design the lift is fixed by the target pressure. In drag minimization it is
also appropriate to fix the lift coefficient, because the induced drag is a major fraction of the total drag,
and this could be reduced simply by reducing the lift. Therefore the angle of attack is adjusted during each
flow solution to force a specified lift coefficient to be attained, and the influence of variations of the angle
of attack is included in the calculation of the gradient. The vortex drag also depends on the span loading,

13 of 21

American Institute of Aeronautics and Astronautics Paper 2004-4369



which may be constrained by other considerations such as structural loading or buffet onset. Consequently,
the option is provided to force the span loading by adjusting the twist distribution as well as the angle of
attack during the flow solution.

VI. Case studies

A. Two dimensional studies of transonic airfoil design

When the inviscid Euler equations are used to model the flow, the source of drag is the wage-drag due to
shock waves. Accordingly, if the shape is optimized for minimum drag at fixed lift, the best attainable result
is a shock-free airfoil with zero drag. By this criterion the optimum shape is completely non-unique, since
all shock-free profiles are equally good. The author’s experience during the last 15 years has confirmed
that shock-free profiles can be obtained from a wide variety of initial shape, while maintaining a fixed lift
coefficient and a fixed thickness.

Recently the author’s two-dimensional Euler design code Syn83 has been used to explore the attainable
limits of Mach numbers and lift coefficient under which shock-free airfoils of a give thickness can be attained.35

When the design objectives are two extreme the performance tends to degrade very rapidly off the design
point, with strong double shocks typically appearing below the design point. Thus the boundary of shock-
free airfoil in the Cl-Mach space is somewhat fuzzy. The study confirms, however, that for ten-percent thick
airfoils one can attain benign shock-free shapes along a boundary passing through Cl .6 and Mach .78 and
Cl .7 and Mach .77. The second of these points is illustrated in figure 3. The boundary is shifted up as the
thickness is reduced. In fact the transonic similarity rule can be used to find progressively thinner profiles
which are shock-free at increasing Mach number, as illustrated in figure 4.

0.7 0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79 0.8 0.81 0.82 0.83 0.84 0.85
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

Mach number

C
L

Korn
DLBA−243
RAE 2822
J78−06−10
G78−06−10
G70−10−13
W100
W110
Cast7
GAW
G79−06−10

Figure 2. Attainable shock-free solutions for various shape optimized airfoils

Moreover, shock-free flow can be attained with profiles that have no resemblance to the typical flat-topped
and aft-loaded super-critical section. It appears, however, that aft-loading, perhaps aided by a divergent
trailing edge, can help to extend shock-free flow to higher lift coefficients.
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DLBA-243 DRAG REDUCTION                                                         
MACH   0.770    ALPHA -1.752
CL    0.7021    CD    0.0139    CM   -0.3026
GRID  384X64    NDES       0   RES0.593E-03   GMAX 0.100E-05
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(a) Before optimization

DLBA-243 DRAG REDUCTION                                                         
MACH   0.770    ALPHA -0.966
CL    0.7008    CD    0.0013    CM   -0.2196
GRID  384X64    NDES      20   RES0.288E-02   GMAX 0.123E-02
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(b) After optimization

Figure 3. Pressure distribution and Mach contours for the DLBA-243 airfoil
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Figure 4. Transonic similarity rule: M and CL scale with thickness ratio

B. B747 Euler planform result

The shape changes in the section needed to improve the transonic wing design are quite small. However, in
order to obtain a true optimum design larger scale changes such as changes in the wing planform (sweepback,
span, chord, section thickness, and taper) should be considered. Because these directly affect the structure
weight, a meaningful result can only be obtained by considering a cost function that accounts for both the
aerodynamic characteristics and the weight.

In references17, 20, 36 the cost function is defined as

I = α1CD + α2

1

2

∫

B

(p− pd)
2dS + α3CW ,

where CW ≡ W
q∞Sref

is a dimensionless measure of the wing weight, which can be estimated either from

statistical formulas, or from a simple analysis of a representative structure, allowing for failure modes such
as panel buckling. The coefficient α2 is introduced to provide the designer some control over the pressure
distribution, while the relative importance of drag and weight are represented by the coefficients α1 and α3.
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By varying these it is possible to calculate the Pareto front of designs which have the least weight for a given
drag coefficient, or the least drag coefficient for a given weight. The relative importance of these can be
estimated from the Breguet range equation;

δR

R
= −

(

δCD

CD
+

1

logW1

W2

δW2

W2

)

= −

(

δCD

CD
+

1

logW1

W2

δCW

W2

q∞Sref

)

.

Figure 5 shows the Pareto front obtained from a study of the Boeing 747 wing,36 in which the flow
was modeled by the Euler equations. The wing planform and section were varied simultaneously, with the
planform defined by six parameters; sweepback, span, the chord at three span stations, and wing thickness.
The weight was estimated from an analysis of the section thickness required in the structural box. The figure
also shows the point on the Pareto front when α3

α1

is chosen such that the range of the aircraft is maximized.
The optimum wing, as illustrated in figure 6, has a larger span, a lower sweep angle, and a thicker wing
section in the inboard part of the wing. The increase in span leads to a reduction in the induced drag, while
the section shape changes keep the shock drag low. At the same time the lower sweep angle and thicker wing
section reduce the structural weight. Overall, the optimum wing improves both aerodynamic performance
and structural weight. The drag coefficient is reduced from 108 counts to 87 counts (19%), while the weight
factor CW is reduced from 455 counts to 450 counts (1%).

80 85 90 95 100 105 110
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0.05

0.052

CD (counts)

C
w

Pareto front
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 optimized section  
with fixed planform 

maximized range 

= optimized section 
   and planform     

Figure 5. Pareto front of section and planform modifications
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Figure 6. Superposition of the baseline (green) and the optimized section-and-planform (blue) geometries
of Boeing 747. The redesigned geometry has a longer span, a lower sweep angle, and thicker wing sections,
improving both aerodynamic and structural performances. The optimization is performed at Mach .87 and
fixed CL .42, where α3

α1

is chosen to maximize the range of the aircraft.

C. Super B747

In order to explore the limits of attainable performance the B747 wing has been replaced by a completely
new wing to produce a “Super B747”. An initial design was created by blending supercritical wing sections
obtained from other optimizations to the optimum planform which was found in the planform study described
in the previous section. Then the RANS optimization code Syn107 was used to obtain minimize drag over
3 design points at Mach .78, .85, and .87, shown in figures 7 (a)-(c) with a fixed lift coefficient of .45 for the
exposed wing, corresponding to a lift coefficient of about .52 when the fuselage lift is included. Because the
new wing sections are significantly thicker, the new wing is estimated to be 12,000 pounds lighter than the
baseline B747 wing as shown in table 1. At the same time the drag is reduced over the entire range from
Mach .78 to .90 with a maximum benefit of 25 counts at Mach .87, as shown in figure 7 (d). Figure 8 and
table 2 display the lift-drag polar at Mach .86. The drag coefficient of the Super B747 is 142 counts at a
lift coefficient of .5, whereas the baseline B747 has the same drag at a lift coefficient of .45. This represents
improvement in L/D of more than 10 percent. In combination with the reduction in wing weight and an
increase in fuel volume due to the thicker wing section, this should lead to an increase in range which is
substantially more than 10 percent.

Table 1. Comparison between Baseline B747 and Super B747 at Mach .86

CL CD CW

counts counts

Boeing 747 .45 141.3 499

(107.0 pressure, 34.3 viscous) (82,550 lbs)

Super B747 .50 141.9 427

(104.8 pressure, 37.1 viscous) (70,620 lbs)
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B747 WING-BODY                                                                  
Mach: 0.780    Alpha: 2.683                                                     
CL:  0.449    CD: 0.01137    CM:-0.1369                                         
Design:  30    Residual:  0.1710E-02                                            
Grid: 257X 65X 49                                                               

Cl:  0.344    Cd: 0.05089    Cm:-0.1171                                         
Root Section:  13.0% Semi-Span

Cp = -2.0

Cl:  0.569    Cd: 0.00036    Cm:-0.2516                                         
Mid Section:  50.6% Semi-Span

Cp = -2.0

Cl:  0.453    Cd:-0.01561    Cm:-0.2117                                         
Tip Section:  92.5% Semi-Span

Cp = -2.0
B747 WING-BODY                                                                  
Mach: 0.850    Alpha: 2.220                                                     
CL:  0.449    CD: 0.01190    CM:-0.1498                                         
Design:  30    Residual:  0.7857E-03                                            
Grid: 257X 65X 49                                                               

Cl:  0.335    Cd: 0.05928    Cm:-0.1213                                         
Root Section:  13.0% Semi-Span

Cp = -2.0

Cl:  0.572    Cd:-0.00217    Cm:-0.2602                                         
Mid Section:  50.6% Semi-Span

Cp = -2.0

Cl:  0.462    Cd:-0.01878    Cm:-0.2213                                         
Tip Section:  92.5% Semi-Span

Cp = -2.0

(a) Mach .78 (b) Mach .85

B747 WING-BODY                                                                  
Mach: 0.870    Alpha: 1.997                                                     
CL:  0.449    CD: 0.01224    CM:-0.1590                                         
Design:  30    Residual:  0.3222E-03                                            
Grid: 257X 65X 49                                                               

Cl:  0.332    Cd: 0.06246    Cm:-0.1273                                         
Root Section:  13.0% Semi-Span

Cp = -2.0

Cl:  0.574    Cd:-0.00334    Cm:-0.2674                                         
Mid Section:  50.6% Semi-Span

Cp = -2.0

Cl:  0.464    Cd:-0.02110    Cm:-0.2222                                         
Tip Section:  92.5% Semi-Span

Cp = -2.0
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Figure 7. (a)-(c): Super B747 at Mach .78, .85, and .87 respectively. Dash line represents shape and pressure
distribution of the initial configuration. Solid line represents those of the redesigned configuration. (d): Drag
Vs. Mach number of Super B747.
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B747 WING-BODY                                                                  

MACH       0.860    CD0        0.000

GRID   256X64X48
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Figure 8. Drag Polars of Baseline and Super B747 at Mach .86. (Solid-line represents Super B747. Dash-line
represents Baseline B747.)

Table 2. Comparison of drag polar; B747 Vs. Super B747

Boeing 747 Super B747

CL CD CL CD

0.0045 94.3970 0.0009 76.9489

0.0500 82.2739 0.0505 67.8010

0.1000 74.6195 0.1005 64.6147

0.1501 72.1087 0.1506 65.5073

0.2002 73.9661 0.2006 69.4840

0.2503 79.6424 0.2507 76.0041

0.3005 88.7551 0.3008 84.9889

0.3507 101.5293 0.3509 95.6117

0.4009 118.0487 0.4010 106.9625

0.4512 141.2927 0.4510 121.7183

0.5014 177.0959 0.5010 141.8675

0.5516 228.1786 0.5512 175.2569

0.6016 298.0458 0.6014 222.5459

(CD in counts)
Note equal drag of the baseline B747 at CL .45 and the Super B747 at CL .5.
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D. Shape optimization for a transonic business Jet

The unstructured design method has also been applied to several complete aircraft configurations. The
results for a business jet are shown in figures 9 (a) and (b). There is a strong shock over the out board wing
sections of the initial configuration, which is essentially eliminated by the redesign. The drag was reduced
from 235 counts to 215 counts in about 8 design cycles. The lift was constrained at 0.4 by perturbing the
angle of attack. Further, the original thickness of the wing was maintained during the design process ensuring
that fuel volume and structural integrity will be maintained by the redesigned shape. Thickness constraints
on the wing were imposed on cutting planes along the span of the wing and by transferring the constrained
shape movement back to the nodes of the surface triangulation.

                                                                                

      AIRPLANE                                                                  
                                                                                
DENSITY                          from     0.6250 to     1.1000                  

                                                                                

      AIRPLANE                                                                  
                                                                                
DENSITY                          from     0.6250 to     1.1000                  

(a) Baseline (b) Redesign
Figure 9. Density contours for a business jet at M = 0.8, α = 2o

VII. Conclusion

An important conclusion of both the two- and the three-dimensional design studies is that the wing
sections needed to reduce shock strength or produce shock-free flow do not need to resemble the familiar
flat-topped and aft-loaded super-critical profiles. The section of almost any of the aircraft flying today, such
as the Boeing 747 or McDonnell-Douglas MD 11, can be adjusted to produce shock-free flow at a chosen
design point. The accumulated experience of the last decade suggests that most existing aircraft which
cruise at transonic speeds are amenable to a drag reduction of the order of 3 to 5 percent, or an increase
in the drag rise Mach number of at least .02. These improvements can be achieved by very small shape
modifications, which are too subtle to allow their determination by trial and error methods. When larger
scale modifications such as planform variations or new wing sections are allowed, larger gains in the range of
5-10 percent are attainable. The potential economic benefits are substantial, considering the fuel costs of the
entire airline fleet. Moreover, if one were to take full advantage of the increase in the lift to drag ratio during
the design process, a smaller aircraft could be designed to perform the same task, with consequent further
cost reductions. Methods of this type will surely provide a basis for aerodynamic designs of the future.
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