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Abstract

This paper presents a parallel multigrid method for
computing inviscid and viscous high speed steady-
state flows with reacting hydrocarbons. The gov-
erning equations for reactive flow are solved using
an explicit multigrid algorithm while treating the
chemical source terms in a point implicit manner.
The CUSP (Convective Upwind and Split Pressure)
scheme is used to provide necessary artificial dis-
sipation without contaminating the solution. This
explicit method yields excellent parallel speedups,
thus enabling the calculation of reactive flows with
detailed chemical kinetics including large numbers of
species and reactions. Results indicate good multi-
grid speedups and adequate resolution of the reac-
tion zone in inviscid and viscous two-dimensional hy-
drogen/air and methane/air test cases.

Nomenclature
C(w;;) convective Euler fluxes
D(w;;) diffusive and dissipative fluxes

D; diffusion coeflicient for species ¢
D;; binary diffusion coefficient between species i
and j
E total energy (internal, chemical and kinetic)
f,g convective flux vectors
fv,gv diffusive flux vectors
h; static enthalpy of species ¢
M Mach number
p static pressure
q conductive heat flux vector
R mixture gas constant
R universal gas constant
R(w;;) total flux residual for cell 7,5
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T static temperature
u,v Cartesian velocity components
ug4i,vqi diffusion velocity components for species ¢
Vi;  volume of cell 7,5
w  vector of flow variables
X; mole fraction of species i
~ mixture ratio of specific heats
p density
p: density of species ¢
w chemical source term
Q,00 cell element and boundary

Introduction

The simulation of high speed chemically reacting
flows is a very challenging area for computational ef-
forts. The presence of shock waves necessitates good
shock capturing properties, while chemical reactions
require avoiding excessive numerical dissipation so
that the solution remains uncontaminated. Viscous
effects, heat conduction and species diffusion com-
plicate reactive flow calculations, both from the in-
creased computational work required and because
of possible interactions between the chemistry and
these effects. Diffusion of radical species in a bound-
ary layer may significantly alter the resulting flow-
field. Exponential increases and decreases of radi-
cal species in small spatial zones lead to large gra-
dients that must simultaneously be captured with-
out oscillation and without unnecessary dissipation.
in addition, the stiff nature of the chemicai source
terms and the additional species conservation equa-
tions make the integration of the governing equa-
tions very difficult and time consuming.

The inherent inaccuracy of chemical rate data
presents another challenge to modeling reactive
flows. The turn around time of reactive flow sim-
ulations must be made short enough so that vary-
ing rate coefficients may be examined to determine
which set is the most appropriate for modeling a
particular phenomena.



Copyright © 1997, American Institute of Aeronautics and Astronautics, Inc.

Because most chemical reactions have characteris-
tic times much less than those of the convective flow
field, many explicit schemes are handicapped in com-
puting such flows. The time step for an explicit
scheme is proportional to the shortest characteris-
tic time, so that stability restrictions require very
short time steps in reactive flow simulations. This
short time step leads to very long simulation times
for steady state computations.

Several ways to overcome this limitation of explicit
schemes have been explored. The first is to use
a fully implicit scheme for the steady state com-
putation, thus removing stability limitations com-
pletely. Wilson and MacCormack [19] used such a
scheme to compute hydrogen/air combustion over
high speed blunt projectiles. Shuen and Yoon [15]
used an LU-SSOR scheme to calculate pre-mixed
and non-pre-mixed chemically reacting flow includ-
ing viscous effects. Yungster [22] used an LU-SSOR
scheme to compute shock-wave/boundary layer in-
teractions in premixed combustible gas flows. Yung-
ster and Rabinowitz [23] used the same scheme to
simulate shock-induced methane/air combustion. Ju
[7] implemented an LU-SGS scheme to calculate sev-
eral reactive viscous flows. These implicit methods
may accelerate convergence to steady state, but en-
tail inverting large numbers of matrices and link the
solution domain together in a way that may ham-
per parallelization. In addition, for unsteady sim-
ulations, the restriction on the time step for time
accuracy may be the dominant factor, removing the
advantage gained by the unconditional stability of
the implicit scheme.

Another way of reducing the effect of the chemical
term stiffness is to treat the source term in a point
implicit manner. In this formulation due to Bussing
and Murman [1], the source term at the next time
level is linearized about the current time level, lead-
ing to a fully explicit equation at the cost of a matrix
inversion. This action has the effect of precondition-
ing the species continuity equations, rescaling the
chemical characteristic time so that it is of the same
order as the convective characteristic time.

The fully explicit nature of the point implicit scheme
allows the algorithm to be implemented in a fairly
straightforward manwer on -a -parallel compating
platform. Because of the compact stencil used in
the underlying explicit numerical discretization, the
cost of parallel communication is quite low. This
attribute, combined with the large amount of com-
putational work involved for each cell in a reactive
flow simulation, leads to a highly parallel efficient
algorithm [12].

The use of multigrid acceleration for reactive flow
calculations has not been adequately examined un-
til recently. Multigrid techniques may have been

thought to be too dissipative and cause radical
species to be moved to physically incorrect regions.
However, proper multigrid techniques [12, 13}, in
which the coarse grids are forced by the fine grid
solution, can in fact be used to compute chemi-
cally reacting flows. Because of the large number
of species and reactions involved in hydrocarbon
combustion and the addition of viscous effects and
species diffusion, a way to accelerate convergence is
sorely needed. While parallelization will decrease
the computational time associated with a numerical
simulation, multigrid techniques represent an effec-
tive and efficient convergence acceleration tool for
steady state reactive flow calculations.

In this work, the point-implicit formulation of Buss-
ing and Murman is combined with an explicit time-
stepping multigrid solver [10] using CUSP dissipa-
tion to compute high speed reactive flows. The
fully explicit algorithm is parallelized using the MPI
standard on an IBM SP-2 to achieve high parallel
speedups.

Governing Equations

The two-dimensional equations for chemically react-
ing flow can be written in a Cartesian coordinate
system (z,y) as:

f-f -
ow , O -fv)  de-gv) _
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where w is the vector of flow variables, f and g
are the convective flux vectors, fy and gy are the
diffusive flux vectors and w is the vector of source
terms. Consider a control volume ! with boundary
0. The equations of motion of the fluid can then
be written in integral form as
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where w is the vector of flow variables
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fv, gv are the diffusive flux vectors including species
diffusion effects
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and w is the chemical source vector
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In these equations, i = 1,..., N and N is the num-
ber of species. For a thermally perfect gas, pressure
may be determined from

p=pRT

where R is the mixture gas constant. The density is
found from

Temperature may be determined from the following
relation,

1
p 2

'U

N
1 Piy
E:e+2 u? +v?) E: r hi — (v + v?)

where h; are the individual species enthalpies which
depend solely on temperature for a thermally per-
fect gas. Combining the NASA polynomial repre-
sentation of species enthalpies [4] with the previous
equation for energy yields an implicit equation for
temperature which is solved by Newton iteration.

As a first approximation, Fick’s Law is used to de-
termine the individual species diffusion velocities:

pilg; = —PDiV(Ppi)~

The diffusion coefficient D; is determined from the
formulation following Williams [18] such that

[

D, = _1_X’]
2j#i Dy

where X; is the mole fraction of species i and D;; is
the binary diffusion coefficient between species ¢ and
j. The mixture viscosity and thermal conductivity
are obtained in a mixture-averaged manner [8].

Chemical Model

Two different chemistry models are used in this pa-
per. The hydrogen/oxygen chemistry model is that
of Yetter et al. [21, 9, 20]. This mechanism, which
is part of a broader mechanism for the CO/H,0/0,
system, contains eight reacting species and 21 re-
actions. The methane/air mechanism used in this
work is taken from Yungster and Rabinowitz [23].
Using the technique of detailed reduction [17], they
reduced mechanisms containing 28 to 50 species and
100 to 250 reactions down to a 19 reacting species,
52 reaction set. The model was validated by com-
puting ignition delays and flame velocities that com-
pared well with results from various shocktube ex-
periments.

The chemical source terms are computed in the Ar-
rhenius form, with the forward rate coefficients, ky;,
given by

kg, = A;T™ exp ( 75;’) (3)

where E4; is the activation energy of the jth for-
ward reaction. Reactions that occur in the fall-off
regime are also allowed for, following the formula-
tion of Frenklach et al. [3]. The reverse rate coeffi-
cients are evaluated using the equilibrium constant
for concentration

kfj
ky.

7

K, =

(4)

This concentration equilibrium constant is obtained
from the equilibrium constant in terms of partial
pressures:

)Z?’:l vis 5)

where N is the number of species and v;; is the
change in the number of moles of species i in reac-
tion j. The equilibrium constant K, is calculated
from the standard Gibbs free energy change for each
reaction. Standard state free energies are obtained
from the NASA polynomial set [4].

Numerical Model

Flow Equations

The governing equations are solved using a conser-
vative explicit second-order accurate finite volume
formulation in which the chemical source terms are
treated point implicitly.

When the integral governing equations (2) are inde-
pendently applied to each cell 7, j in the domain, we
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obtain a set of coupled ordinary differential equa-
tions of the form
d .

d_t(wij)vij + C(wi;) + D(wyj) =wVy;,  (6)
where C(w;;) are the convective Euler fluxes,
D(w;;) includes the diffusive fluxes and the artificial
dissipation fluxes added for numerical stability rea-
sons and wVj; are the chemical source terms. This
equation (6) can be rewritten as follows (drop the
i, j subscripts for clarity):

d .
E[W]V + R(w) =V, (N
where R is the sum of the two flux contributions.
The governing ordinary differential equations are
solved using a standard five-stage time stepping
scheme [11].

Chemical Source Terms

The chemical source vector w was treated in a point
implicit manner [1]. An explicit treatment of the
source terms leads, in general, to a time step restric-
tion due to the stability limitation of the explicit
scheme. This time step can be orders of magni-
tude less than the time step of the convective terms.
Treating the source terms implicitly removes the sta-
bility criterion at the expense of a matrix inversion.
The point implicit treatment reduces the stiffness of
the problem by effectively rescaling the character-
istic time of the reactions so that their magnitudes
are commensurate with the convective characteristic
time. We begin by writing the governing ordinary
differential equation for cell 7, j but instead evaluate
the chemical source vector at the next time level:

%[w]v +R(wW") = o™V, (8)

We then linearize the chemical source vector about
the present time level so that

n+l o - n
W' —t[w]At. (9)

Substituting this into the governing equation and
rearranging yields

w

4
dt

™t ., R
which is evaluated entirely at the current time level
and is thus fully explicit.

This treatment necessitates the inversion of the
source term Jacobian matrix with dimension N x N
where NV is the number of species present in the flow.

An inversion for the momentum and energy equa-
tions is not necessary due to the absence of chemical
source terms in those equations. This N x N inver-
sion is done only during the first stage of each time
step of the solver and is retained and used for the
succeeding four stages. This time-saving measure
has no effect on the results of the computation.

Because the chemical source terms have been treated
implicitly, the time step limitation of the explicit
time integration scheme depends solely on the spec-
tral radius of the flux Jacobian.

Numerical Dissipation

The Convective Upwind and Split Pressure (CUSP)
scheme provides excellent resolution of shocks at
high Mach numbers at a reasonable computational
cost [5, 6]. The CUSP splitting is combined with a
LED or ELED limiter to achieve second order ac-
curacy in smooth regions with oscillation-free cap-
ture of shocks and large gradient regions. CUSP has
been shown to be an accurate and effective dissi-
pation scheme for viscous flows [16] and high speed
reactive flows [14, 12, 13].

Boundary Conditions

The surface boundary is modeled as an adiabatic,
non-catalytic surface. For Euler calculations, flow
tangency is enforced at the surface while a no-slip
boundary condition is used for viscous flows. Due
to the supersonic nature of the flow, outflow bound-
ary quantities are extrapolated from the interior and
inflow quantities are taken to be free stream values.

Free stream values of radical species are set to a
mass fraction of 1 x 10, Varying this value did
not affect the results.

Parallelization

The MPI standard is used to parallelize the code
on an IBM SP-2. A static domain decomposition
with two-level halos for flow quantities and one-level
halos for grid information is used. The current point
implicit scheme will achieve a higher level of speedup
as compared to a convective flow code alone due to
the greater number of operations that take place per
cell [14, 12].

Multigrid Convergence Acceleration

Multigrid acceleration has been applied quite suc-
cessfully to the solution of both the non-reactive Eu-
ler and Navier-Stokes equations [10, 11, 16]. How-
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ever, the application of multigrid methods to reac-
tive flow calculations has been limited. Bussing and
Murman [1] reported success in using Ni's multigrid
method for one-dimensional reactive flow calcula-
tions. Additional examples of multigrid acceleration
for reactive flows are lacking.

The approach taken in this paper is to use a pre-
viously validated multigrid solver {10, 11, 16] and
include chemical source terms on all levels [12, 13].
The coarse grid corrections to the species densities
are limited to ensure that no mass fraction becomes
negative. Varying degrees of underrelaxation can
be used to enhance the convergence rate while cap-
turing the sharp gradients and large radical growth
regions that characterize reactive flow problems.

Results and Discussion

The formulation described in this paper was applied
to inviscid two-dimensional flows over blunt bodies
and two-dimensional viscous ramp flows. A two di-
mensional viscous reactive test case was taken from
an experiment performed by Fielding [2]. In this ex-
periment (Figure 1), a wedge of half angle 6.34° was
placed in a free stream of partially reacted hydro-
gen and air. The object of the experiment was to
see if radical-seeded hydrogen-air mixtures would
react at low pressures over a wedge after passing
through an oblique shock. The mass fractions of

0.0625" 1

s Al

0.5625" 0.5"
Figure 1: Experimental setup for viscous wedge.

the inlet flow were determined by Fielding using a
one dimensipnal reacting gas code and are given in
Table 1. Hydrogen had been injected into the air
stream upstream of the ramp, partially reacted and
then expanded so that the flow constituents became
frozen. Species diffusion and heat conduction effects
are included in the simulation. The nine species, 21
reaction model of Yetter et al. was used because it
had been the model utilized to generate the compo-
sition of the incoming flow. In this model, it was
assumed that nitrogen was an inert diluent. The
flow was simulated on a grid with 128 cells in the
streamwise direction and 96 in the direction normal

[ Species | Mass Fraction |

H, 6.86 x 103
0, 1.75 x 1071
H,O 2.86 x 102
N, 7.84 x 1077
H 2.33x 1074
0 9.66 x 10~1
OH 1.65 x 1072
HO, 3.97 x 1073
H,0, | 4.76 x 10-10

Table 1: Free stream mass fractions for hydrogen—-air
viscous wedge flow.

to the plate, with approximately 32 cells within the
boundary layer.

In a previous paper [13], flow at a Mach number
of 2.1 over the wedge had been simulated. In or-
der to provide greater understanding of the physi-
cal processes in this flow, two additional simulations
have been performed. Due to the lack of reaction
in the previous M = 2.1 case, the free stream Mach
number was increased to M = 2.92. This higher
Mach number causes an increase in the tempera-
ture in the boundary layer of the flow, which could
increase the Damkdhler number in that region to
the point where strong reaction might take place.
The pressure was lowered to a value of 0.0157 at-
mospheres to match a one-dimensional prediction of
Fielding [2]. The temperature in the free stream
flow was changed to approximately 440 K, again to
match a one-dimensional prediction.

This M = 2.92 flow is shown in Figures 2 and 3.
Density contours are depicted in Figure 2 which
shows a relatively thick boundary layer. The oblique
shock angle is 25.9° while the exact analytic value
for this Mach number and wedge angle pair is 24.5°.
This difference may be explained by reactions due to
the nonequilibrium nature of the inlet flow at this
free stream pressure and temperature which cause
the Mach number to decrease in the streamwise di-
rection. Figure 3 shows the logarithm of the mass
fraction of OH. Again, similar to the case presented
previousiy, iittie reaction progress is seen, with some
OH forming water vapor at the end of the ramp near
the exit plane. The maximum mass fraction of water
is approximately 4%. In this case, the flow appar-
ently has a rather low Damkohler number due to the
low pressure and temperature in the boundary layer.

The free stream Mach number was then increased to
M = 4.0 and the free stream pressure was set at 0.5
atmospheres. The free stream temperature was the
same as in the previous case. In addition, the free
stream flow was changed to be composed of stoichio-
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Figure 2: Density contours: M = 2.92 hydrogen/air
6.34° viscous ramp. Contour levels in kg/m3: min:
0.011, max: 0.022, inc: 0.0007.

Figure 3: Logarithm of OH mass fraction contours:
M = 2.92 hydrogen/air 6.34° viscous ramp. Con-
tour levels: min: -3.57, max: -2.54, inc: 0.057.

metric hydrogen/air. This condition, as determined
by Fielding [2], should be sufficient to cause strong
reaction at least in the boundary layer. Temperature
contours are depicted in Figure 4. The computed

Figure 4: Temperature contours: M = 4.00 hydro-
gen/air 6.34° viscous ramp. Contour levels in K:
min: 440, max: 2040, inc: 64.

shock angle is 18.7° while the exact solution gives
a shock angle of 19.0°. The close agreement in this
case is because the stoichiometric hydrogen/air flow
does not react before passing through the shock, so
that the Mach number in the inviscid free stream
is then constant until the shock. In this flow, the
increased pressure and temperature do indeed cause
a noticeable reaction to occur in the boundary layer
as shown by contours of water vapor mass fraction
in Figure 5. The maximum mass fraction of water
at this condition is approximately 16%.

-

Figure 5: Water mass fraction contours: M = 4.00
hydrogen/air 6.34° viscous ramp. Contour levels:
min: 0.0, max: 0.16, inc: 0.0073.
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In this regime of flow conditions, the local
Damkohler number in the boundary layer is suffi-
ciently large to cause strong reactivity and transfor-
mation of reactants into products. However, strong
exothermicity is not present, and the product form-
ing region does not have enough time to grow out of
the boundary layer through either species diffusion
or heat transfer into the main flow. Thus, in order
to achieve strong heat release and water vapor for-
mation outside of the boundary layer at the length
scale dictated by the size of the experimental appara-
tus, the free stream Mach number and pressure must
be increased appreciably from their current levels.
Alternatively, if the wind tunnel conditions remain
fixed, a longer distance must be allowed for the re-
actions to develop so that the flow in the boundary
layer has sufficient residence time to achieve stronger
exothermicity.

The parallel speedup on an IBM SP-2 for the simu-
lation of the reactive M = 2.92 hydrogen—air wedge
flow is depicted in Figure 6. The additional work due
to the chemical source terms and species diffusion
effects increases the computational work per cell rel-
ative to an inviscid nonreacting simulation without
increasing communication costs. This effect yields
high parallel speedups even for a relatively coarse
64 x 48 mesh on large numbers of processors (more
than 8). The high parallel speedups obtained for
this chemical model will be sustained or increased
for larger chemical models such as those necessary
for hydrocarbons.

16 T T T T T T T
-—- Theoretical
141 : 1
oo 64 x 48, reacting 3
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Figure 6: Parallel speedup for reactive M = 2.92
viscous wedge hydrogen/air case.

Two-dimensional methane/air combustion cases
were computed using the mechanism of Yungster
and Rabinowitz [23] which includes 19 reacting
species and 52 reactions. One group of inviscid test
cases consists of cylinders placed in an oncoming flow
of stoichiometric methane/air. The cylinder diam-
eters were 1 mm and 3 mm. The free stream tem-

perature of the flow was 295 K, free stream pressure
was 51600 Pa and the Mach number was 6.61. The
flow around both cylinders was calculated first on a
grid of size 64 x 72 and then on a grid of size 96 x 120
in order to achieve a grid—converged solution. The
finer grid was constructed so that the grid spacing
normal to the body was half the size as that of the
coarser grid.

The first cylinder diameter was 1 mm. The oncom-
ing flow forms a bow shock upstream of the cylin-
der which causes the temperature behind the shock
to be about 2200 K with a pressure of 2.75 MPa.
Under these conditions, the reactant species begin
to break down, in small quantities, to form various
radical species. Eventually, when sufficient amounts
of radicals have built up, products are formed and
heat is released, which causes further break down of
reactants and product formation. The temperature
along the stagnation streamline for both grids is de-
picted in Figure 7. As expected, the temperature

3500 T T T T T T T T T

3000f
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n
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o ; ; i i i ; i ;
o 0.05 0.1 0.15 0.2 0.25 0.3 0.35 04 0.45 05
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Figure 7: Temperature along stagnation streamline
for two different size grids: M = 6.61 methane/air,
1 mm diameter, projectile surface at x/R = 0.00.
Grid sizes: 64 x 72 and 96 x 120.

is approximately constant in the induction zone be-
tween the shock and the heat release region. Tem-
perature contours for this case are shown in Fig-
ure 8. The varying strength of the shock causes the
induction zone to vary in length. Eventually, at the

onter regions of the flow domain, the shock is not

strong enough to allow sufficient amounts of radicals
to form to cause heat release. Density and pressure
contours are shown in Figures 9 and 10. The results
for the 1 mm diameter cylinder are in good agree-
ment with those of Yungster and Rabinowitz [23].
The shock position predicted from Figure 7 is x/R
= 0.34 while the result of Yungster and Rabinowitz
gives a shock position of x/R = 0.37, a difference
of 8.8%. The location of the initial heat release is
predicted to be at x/R = 0.07; Yungster and Rabi-
nowitz predict this point to be at x/R = 0.10. The



Copyright © 1997, American Institute of Aeronautics and Astronautics, Inc.

Figure 8: Temperature contours: M = 6.61
methane/air, 1 mm diameter. Grid size: 96 x 120.

Figure 9: Density contours: M = 6.61 methane/air,
1 mm diameter. Grid size: 96 x 120.

Figure 10: Pressure contours: M = 6.61
methane/air, 1 mm diameter. Grid size: 96 x 120.

chemistry results are fairly similar; for the 1 mm
diameter body, Yungster and Rabinowitz predict a
temperature at the stagnation point on the surface
of the body of approximately 3100 K while the cur-
rent simulation predicts a temperature of 3150 K.

Flow at M = 6.61 over a 3 mm diameter cylinder
was also simulated. A graph of temperature along
the stagnation streamline for both grids is presented
in Figure 11. The nearly identical results for the
two grids indicate that the solution is in fact grid
converged. Temperature contours on the 96 x 120

3500
3000F - - E
2500
g
o 2000 1
3
o
5 N
2 N
E 1500} - 000 64X 72 . . : . R
L B
wx  96x 120
1000k ot e
500F : .
RSB ICOSONONOIR
o A ; . ; ;
[} 0.1 0.2 03 0.4 0.5

xR

Figure 11: Temperature along stagnation streamline
for two different size grids: M = 6.61 methane/air,
3 mm diameter, projectile surface at x/R = 0.00.
Grid sizes: 64 x 72 and 96 x 120.

grid are presented in Figure 12 while density and
pressure contours are shown in Figures 13 and 14.
These results again show good agreement with the
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Figure 12: Temperature contours: M = 6.61
methane/air, 3 mm diameter. Grid size: 96 x 120.

Figure 13: M = 661

Density contours:
methane/air, 3 mm diameter. Grid size: 96 x 120.

M = 661

Pressure contours:
methane/air, 3 mm diameter. Grid size: 96 x 120.

Figure 14:

work of Yungster and Rabinowitz. In this case, Fig-
ure 11 shows a shock location of x/R = 0.4 while
the simulation of Yungster and Rabinowitz yields a
shock location of approximately x/R = 0.46, a dif-
ference of 13%. The location of heat release is at
x/R = 0.21 while a location of x/R = 0.32 is pre-
dicted by Yungster and Rabinowitz. Yungster and
Rabinowitz predict a surface temperature of 3300 K
and the current simulation predicts a temperature
of 3300 K as well. Thus, the results of the chemistry
are in quite good quantitative agreement.

Figures 15 through 18 depict the mass fractions of
the various species along the stagnation streamline
for the 3 mm diameter cylinder. As would be ex-
pected, the mass fractions of the radicals increase
past the shock while the mass fractions of reactants
stay approximately constant. When enough radical
species have been formed, some products are cre-
ated, liberating heat, which causes more radicals to
form. These radicals react with the reactants, de-
pleting their supply greatly in the heat release re-
gion and liberating more heat as more products are
formed. One can also notice in Figure 16 the pro-
duction and destruction of intermediate radicals be-
tween the shock and the heat release region. Higher
order hydrocarbons (Figure 18) are created in the
induction zone due to combination of some radi-
cal species, but these hydrocarbons are rapidly de-
stroyed through the heat release region.

In general, the CUSP scheme handles the large in-
creases and decreases in radical species mass fraction
very well. The mass fraction results compare very
favorably with those of Yungster and Rabinowitz in
a qualitative sense. Locations of radical growth, de-
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cay and maxima relative to the position of the shock
and heat release front are similar. More quantitative
comparisons cannot be made due to the different
shock and heat release locations.

] T v — T y T T T T

Log10(Mass Fraction)

! : L 1 L i L . .
0 0.05 0.1 0.15 0.2 0.25 03 0.35 04 0.45 05
xR

=12

Figure 15: Species mass fractions along stagnation
streamline: M = 6.61 methane/air, 3 mm diameter.
Shock location is at x/R = 0.40, heat release begins
at x/R = 0.21, projectile surface at x/R = 0.00. Grid
size: 96 x 120.
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Figure 16: Species mass fractions along stagnation
streamline: M = 6.61 methane/air, 3 mm diameter.
Shock location is at x/R = 0.40, heat release begins
at x/R = 0.21, projectile surface at x/R = 0.00. Grid
size: 96 x 120.

A viscous laminar test case for hydrocarbon combus-
tion consisted of a stoichiometric methane/air flow
over a 10° ramp. The free stream Mach number was
4.0, the free stream temperature was 1200 K and the
free stream pressure was one atmosphere. The 2 cm
long ramp was preceded by a 1 cm solid wall sec-
tion. The effects of viscosity, heat conduction and
species diffusion are all included in this computa-
tion. This is a common diffusive/reactive test case
for hydrogen/air flows. This simulation is intended
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Figure 17: Species mass fractions along stagnation
streamline: M = 6.61 methane/air, 3 mm diameter.
Shock location is at x/R = 0.40, heat release begins
at x/R = 0.21, projectile surface at x/R = 0.00. Grid
size: 96 x 120.
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Figure 18: Species mass fractions along stagnation
streamline: M = 6.61 methane/air, 3 mm diameter.
Shock location is at x/R = 0.40, heat release begins
at x/R = 0.21, projectile surface at x/R = 0.00. Grid
size: 96 x 120.
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to demonstrate the feasibility of calculations includ-
ing both reactive and diffusive effects for hydrocar-
bons. The calculation was performed on a grid with
128 cells in the streamwise direction and 156 cells in
the vertical direction. Approximately 32 cells were
placed in the boundary layer to adequately capture
the effects of diffusion near the wall. Temperature
and density contours for this simulation are shown in
Figures 19 and 20. A very weak oblique shock may

M
methane/air 10° viscous ramp, 128 x 156 grid.

Figure 19: Temperature contours: 4.00

Figure 20: Density contours: M = 4.00 methane/air
10° viscous ramp, 128 x 156 grid.

be seen to emanate from the left edge of the wall
due to the displacement thickness of the boundary
layer. In addition, a recirculation region near the
corner of the ramp is noted. The free stream tem-
perature is not high enough to initiate a reaction,
but the high temperature in the boundary layer and
the pressure and temperature increase behind the
oblique shock cause radicals to be created. Even-
tually, these radicals build up to sufficient levels to
combine and form products such as carbon dioxide
near the wall, as shown in Figure 21.
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Figure 21: Carbon dioxide mass fraction contours:
M = 4.00 methane/air 10° viscous ramp, 128 x 156
grid.

Conclusions

An accurate solver for the steady-state Euler and
Navier-Stokes equations with chemical reactions has
been developed and validated. The CUSP dissipa-
tion scheme yields accurate capture of shocks, re-
action zones and reaction fronts for inviscid and
viscous two-dimensional test cases while multigrid
acceleration leads to a decrease in computational
time without sacrificing accuracy. The point im-
plicit treatment of the chemical source vector gives
reasonable convergence rates using an explicit flow
solver. In addition, the use of large chemical models
for hydrocarbon combustion is facilitated by mod-
est computational costs achieved through the use of
multigrid and parallel programming.
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