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Abstract

In this paper, we develop controller synthesis algorithms
for decentralized control problems. The system consid-
ered here is an information structure, consisting of two
interconnected linear subsystems. We construct the op-
timal controllers via a spectral factorization approach.
Explicit state-space formulae are provided, and the or-
der of the optimal controllers are established.

1 Introduction

We are interested in optimal controller synthesis for dis-
tributed control problems, consisting of multiple subsys-
tems interacting over a network with limited communi-
cation. Many important practical problems fall into this
category. Examples include formation flight, teams of
vehicles, or large spatially distributed systems such as
the internet or the power grid. Unfortunately, decen-
tralized control problems, in general, are currently in-
tractable [2]. Making matters worse, linear control poli-
cies may be strictly suboptimal, even when the underly-
ing system dynamics are linear, time-invariant [18].

This paper focuses on a specific information structure,
consisting of two interconnected systems with dynamics
such that player 1’s state affects the state of player 2. Our
objective is to find a pair of controllers such that player 1
has access only to the first state, whereas player 2 can
measure both states. The controller is chosen to minimize
the H2 norm of the closed-loop transfer function.

This problem has been shown to have a linear opti-
mal controller which may be found via convex optimiza-
tion [17, 4, 12, 10]. Though convex, most existing for-
mulations of this problem are infinite-dimensional, via
a Youla parameterization, and require optimization over
this parameter. Since the parameter itself is a linear sta-
ble system, a standard approximation would be via a
finite basis for the impulse response function. This is in
contrast to the centralized case, for which explicit state-
space formulae can be constructed.
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This paper follows from our previous work in [16],
though our work here is substantially more technical. In
that paper, explicit formulae for the optimal controllers
were constructed for the finite-horizon, time-varying ver-
sion of this problem. This paper solves the infinite-
horizon H2 version of the problem. We again show that
both controllers separate naturally into a composition of
controller and estimator, and each has the same number
of states as player 2. Such formulae offer the practical
advantages of computational reliability and simplicity,
as well as provide understanding and interpretation of
the controller structure. Also, it establishes the order of
the optimal controller for this system, which is an open
problem for general decentralized systems, even in the
simplest cases.

Our approach makes use of spectral factorization. The
methods used here extend naturally to more general net-
works, and the results in this paper are a first step to-
wards general state-space solutions.

Previous Work. Since the general decentralized prob-
lem is currently intractable, most work has been aimed
at classifying those systems that can be reformulated as
convex problems [4, 7, 8, 1]. These results were uni-
fied and generalized under the concept of quadratic in-
variance [11]. For systems represented by graph struc-
tures and sparsity constraints, conditions for tractability
of such systems was provided in [15]. Similar results were
obtained in [14] using a poset-based framework.

Many different approaches have been taken to find nu-
merical solutions to some of these problems. Some meth-
ods were suggested, though not implemented, in [17].
For the problem considered here, [13] provides a solu-
tion based on semidefinite programming. Other SDP ap-
proaches have been presented in [9, 19]. For the quadratic
case, vectorization [10] provides a finite-dimensional ap-
proach, but loses the intrinsic structure and results in
high-order controllers.

However, in none of these approaches have explicit
state-space formulae been derived. In this paper, we
take a spectral factorization approach, similar to [16], to
construct explicit state-space formulae for the two-player
problem. As a result, we can efficiently and analytically
compute the optimal controllers for this distributed prob-
lem. Moreover, we gain insight into the form of the solu-
tion which previous approaches do not provide.
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2 Problem Formulation

We use the following notation in this paper. The real
and complex numbers are denoted by R and C, respec-
tively. The complex unit disc is D, and its boundary, the
unit circle, is T. The set L2(T) is the Hilbert space of
Lebesgue measurable functions on T, which are square
integrable, with inner product

〈F,G〉 =
1

2π

∫

2π

0

trace(F ∗(ejθ)G(ejθ)) dθ

As is standard, H2 denotes the Hardy space

H2 =

{

f : {∞} ∪ C \ D → C |

∃ x ∈ ℓ2(Z) s.t. f(z) =

∞
∑

k=0

xkz−k

}

of functions analytic outside the closed unit disc, and at
infinity, with square-summable power series. The set H⊥

2

is the orthogonal complement of H2 in L2. The prefix
R indicates the subsets of proper real rational functions.
That is, RL2 is the set of transfer functions with no poles
on T, RH2 is the set of transfer functions with no poles
outside T.

Also, we denote the subspace L∞(T) as the set of
Lebesgue measurable functions which are bounded on T.
Similarly, H∞ is the subspace of L∞ with functions an-
alytic outside of T, and H−

∞ is the subspace of L∞ with
functions analytic inside T. Consequently, RH∞ is the
set of transfer functions with no poles outside of T.

Some useful facts about these sets which we will make
use of in this paper are [20]:

• if G(z) ∈ L∞, then G(z)L2 ⊂ L2

• if G(z) ∈ H∞, then G(z)H2 ⊂ H2

• if G(z) ∈ H−
∞, then G(z)H⊥

2
⊂ H⊥

2

For transfer functions F ∈ RL2, we use the notation

F (z) =

[

A B

C D

]

= C(zI − A)−1B + D

We are interested in the following state-space system

[

x1(t + 1)
x2(t + 1)

]

=

[

A11 0
A21 A22

] [

x1(t)
x2(t)

]

+

[

B11 0
B21 B22

] [

u1(t)
u2(t)

]

+

[

H1 0
0 H2

] [

w1(t)
w2(t)

]

This corresponds to a two-player system, in which player
1’s state can influence player 2’s state. We are interested
in finding controllers of the form

q1(t + 1) = AK1q1(t) + BK1x1(t)

u1(t) = CK1q1(t) + DK1x1(t)

and

q2(t + 1) = AK2q2(t) + BK2x(t)

u2(t) = CK2q2(t) + DK2x(t)

That is, player 1 makes decision u1 based only on the
history of his own state x1, while player 2 makes decision
u2 based on the history of both states x1 and x2. This
controller can be represented by the transfer functions
K11,K21,K22 ∈ RL∞, such that

[

u1

u2

]

=

[

K11 0
K21 K22

] [

x1

x2

]

For a set T , we define lower(T ) to be the set of 2 × 2
block lower triangular matrices with elements in T . In
other words, F ∈ lower(T ) if and only if

F =

[

F11 0
F21 F22

]

and Fij ∈ T for all i, j. In particular, our desired con-
trollers are in the set K ∈ lower(RL∞).

Note that the space S = lower(RH2) ⊂ L2 has an
orthogonal complement, such that G ∈ S⊥ if and only
if G11, G21, G22 ∈ H⊥

2
and G12 ∈ L2. We will also de-

fine PH2
: L2 → H2 as the orthogonal projection onto

H2. Similarly, PS : L2 → S is the orthogonal projection
onto S.

Our cost is the vector

z(t) =
[

C1 C2

]

[

x1(t)
x2(t)

]

+
[

D1 D2

]

[

u1(t)
u2(t)

]

where, for simplicity, we will assume that CT D = 0 and
DT D > 0. Notice that this formulation allows for cou-
pling of the states in the cost. Consequently, our plant
can be expressed as the matrix P ∈ RL∞, where

[

z

x

]

=

[

P11 P12

P21 P22

] [

w

u

]

and

P =

[

C

I

]

(zI − A)−1
[

H B
]

+

[

0 D

0 0

]

(1)

where A and B are lower triangular, and H is block diag-
onal and invertible. Note that H being invertible simply
implies that no component of the state is deterministic.
This assumption merely simplifies our presentation, while
not fundamentally affecting our results.

We define F(P,K) as the linear fractional transforma-
tion

F(P,K) = P11 + P12K(I − P22K)−1P21

Our objective function is the H2 norm of the closed-loop
transfer function from w to z. In other words, we have
the following optimization problem.

minimize ‖F(P,K)‖2

subject to K is stabilizing

K ∈ lower(RL∞)

(2)
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3 Main Results

Having established our notation and problem formula-
tion, we now present the optimal solution for (2). We
will develop the proof for this result in the remaining
sections.

Theorem 1. For the system in (1), suppose CT D = 0
and DT D > 0. Suppose (A11, B11) and (A22, B22) are
stabilizable. Also, suppose there exist stabilizing solutions
X and Y to the algebraic Riccati equations

X = CT C + AT XA

− AT XB(DT D + BT XB)−1BT XA (3)

Y = CT
2

C2 + AT
22

Y A22

− AT
22

Y B22(D
T
2
D2 + BT

22
Y B22)

−1BT
22

Y A22 (4)

Define

K = (DT D + BT XB)−1BT XA (5)

J = (DT
2
D2 + BT

22
Y B22)

−1BT
22

Y A22 (6)

and let

AK = A22 − B21K12 − B22K22

BK = A21 − B21K11 − B22K21

Then, there exists a unique optimal K ∈ lower(RL∞)
for (2) given by:

• Controller 1 has realization

q1(t + 1) = AKq1(t) + BKx1(t)

u1(t) = −K12q1(t) − K11x1(t)

• Controller 2 has realization

q2(t + 1) = AKq2(t) + BKx1(t)

u2(t) =
(

J − K22

)

q2(t) − K21x1(t) − Jx2(t)

Note that there may not always exist stabilizing solu-
tions to the algebraic Riccati equations (3–4). To sim-
plify our results and avoid confusing the presentation
with additional technical assumptions, we will simply as-
sume the existence of stabilizing solutions. For a thor-
ough discussion on algebraic Riccati equations, see [20].

Having established the form of the optimal controller,
a number of remarks are in order.

With the inclusion of q1 and q2, the optimal controller
is not a static gain, despite the fact that we have state
feedback in each subsystem and player 2 has complete
state information. Contrast this result with the classi-
cal LQR controller in which the optimal centralized con-
troller would be the static gain K. In fact, both con-
trollers have dynamics, and each has the same number of
states as system 2.

It can be shown that q1 and q2 in the optimal con-
trollers are in fact the minimum-mean square error esti-
mate of x2 given the history of x1. Letting E(·) denote ex-
pectation, if we define η(t) = E

(

x2(t) | x1(t), . . . , x1(0)
)

,
the optimal control policy can be written as

u1(t) = −K11x1(t) − K12η(t)

u2(t) = −K21x1(t) − K22η(t) + J
(

η(t) − x2(t)
)

Thus, the optimal policy is, in fact, attempting to per-
form the optimal centralized policy, though using η in-
stead of x2. However, there is an additional term in u2

which represents the error between x2 and its estimate
η. We also see that in the case where x2 is deterministic,
so that η = x2, then the optimal distributed controller
reduces to the optimal centralized solution, as it should.

4 Analysis

Before trying to find the optimal controllers, it is impor-
tant to note when the system can be stabilized. The fol-
lowing lemma provides the necessary and sufficient con-
ditions for the existence of any stabilizing controller.

Lemma 2. There exists a controller K ∈ lower(RL∞)
which stabilizes P in (1) if and only if (A11, B11) is sta-
bilizable and (A22, B22) is stabilizable.

Proof. (⇒) If (A11, B11) and (A22, B22) are stabi-
lizable, then there exist matrices F1 and F2 such that
A11 + B11F1 and A22 + B22F2 are stable. Consequently,
the controller

K =

[

F1 0
0 F2

]

produces the closed loop system

[

x1(t + 1)
x2(t + 1)

]

=

[

A11 + B11F1 0
A21 + B21F1 A22 + B22F2

] [

x1(t)
x2(t)

]

which is clearly stable.

(⇐) Suppose that (A11, B11) is not stabilizable. Then,
there exists a transformation U such that

U−1A11U =

[

a11 a12

0 a22

]

U−1B11 =

[

b1

0

]

where a22 has at least one unstable eigenvalue λ, with
corresponding eigenvector v. Then, it can be readily

shown that with the initial condition x1(0) = U

[

0
v

]

, the

state x1(t) 9 0 as t → ∞, for any inputs u. A simi-
lar argument holds for the case where (A22, B22) is not
stabilizable.

When the system can be stabilized, by choosing stabi-
lizing matrices F1 and F2, we can use the standard Youla
parametrization to simplify our optimization problem.
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Lemma 3. Let S = lower(RH2). Suppose (A11, B11)
and (A22, B22) are stabilizable, and let F1 and F2 be ma-
trices, such that A11+B11F1 and A22+B22F2 have stable
eigenvalues. Then, the set of all stabilizing controllers
K ∈ lower(RL∞) is parametrized by

K = Q(I + MQ)−1 + F Q ∈ S

where M = (zI − (A + BF ))−1B and F = diag(F1, F2).
Moreover, the set of stable closed-loop transfer functions
satisfies

{F(P,K) | K ∈ lower(RL∞), K stabilizing}

= {N11 + N12QN21 | Q ∈ S}

where N12 = z−1((C + DF )(zI − (A + BF ))−1B + D)
and

[

N11

N21

]

=





A + BF H

C + DF

A + BF

0
H





Proof. This result follows from the standard Youla
parametrization for the problem. See, for example [3].

Lemma 4. For the system in (1), let N be defined as in
Lemma 3. Suppose Q is optimal for

minimize ‖N11 + N12Q‖2

subject to Q ∈ S
(7)

Then, there exists Q̂ ∈ S, such that Q = Q̂N21, and Q̂ is
optimal for

minimize ‖N11 + N12Q̂N21‖2

subject to Q̂ ∈ S
(8)

Conversely, if Q̂ ∈ S is optimal for (8), then Q = Q̂N21

is optimal for (7).

Proof. This follows from the fact that N21, N
−1

21
∈ S,

so that Q ∈ S if and only if Q̂ ∈ S.

In order to solve the optimization problem in (7), it
is convenient to find an equivalent optimality condition,
which the following lemma provides.

Lemma 5. Let S = lower(RH2). Suppose F,G ∈ RH∞.
Then, Q ∈ S minimizes

minimize ‖F + GQ‖2

subject to Q ∈ S

if and only if

G∗F + G∗GQ ∈ S⊥ (9)

Proof. The proof follows from the classical projection
theorem. Since the construction is standard, we omit the
proof; for the general idea, see for example [5].

5 Spectral Factorization

Our goal is now to find a solution Q ∈ S which satisfies
the optimality condition (9). To this end, we have the
following result.

Lemma 6. Let S = lower(RH2), and suppose F,G ∈
RH∞. Then, Q ∈ S satisfies

G∗F + G∗GQ ∈ S⊥

if and only if the following two conditions both hold:

i) (G∗F )22 + (G∗G)22Q22 ∈ H⊥
2

ii)

[

(G∗F )11
(G∗F )21

]

+ G∗G

[

Q11

Q21

]

∈ H⊥
2

Proof. Let G∗F + G∗GQ = Λ where Λ ∈ S⊥. Note
that Λ is partitioned as

Λ =

[

Λ11 Λ12

Λ21 Λ22

]

where Λ11,Λ21,Λ22 ∈ H⊥
2

. Consequently, (i) comes from

the fact that Λ22 ∈ H⊥
2

, and (ii) since

[

Λ11

Λ21

]

∈ H⊥
2

.

The important aspect of Lemma 6 is that it decom-
poses our optimality condition (9) over S⊥ into two sep-
arate conditions over H⊥

2
. Each of these conditions can

be solved via a spectral factorization approach.

Lemma 7. Suppose R1, R2 ∈ RH∞ have the realizations

R1 = C(zI − A)−1H

R2 = z−1(C(zI − A)−1B + D)

Suppose there exists a stabilizing solution X to the alge-
braic Riccati equation

X = CT C + AT XA − (AT XB + CT D)

× (DT D + BT XB)−1(BT XA + DT C) (10)

Let W = DT D +BT XB and K = W−1(BT XA+DT C)
and L ∈ RH∞ satisfying

L =

[

A B

W
1

2 K W
1

2

]

Then, L−1 ∈ RH∞, L−∗ ∈ RH−

∞, and L∗L = R∗
2
R2.

Moreover,

L−∗R∗

2
R1 = W−

1

2 BT (z−1I − (A − BK)T )−1XH

+ zW
1

2 K(zI − A)−1H

Proof. This is a standard spectral factorization result.
A simple proof follows the approach in [6].
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Lemma 8. Let R1, R2∈ RH∞ be defined as in Lemma 7.
Suppose there exists a stabilizing solution X to the alge-
braic Riccati equation (10), and let K and L be defined
as in Lemma 7. Then, the unique Q ∈ RH∞ satisfying

R∗

2
R1 + R∗

2
R2Q ∈ H⊥

2

is given by

Q = −zK(zI − (A − BK))−1H

Proof. From Lemma 7, we know that R∗
2
R2 = L∗L.

Since L−∗ ∈ RH−

∞, then L−∗H⊥
2

⊂ H⊥
2

. Hence, the
optimality condition is equivalent to

L−∗R∗

2
R1 + LQ ∈ H⊥

2

Since LQ ∈ RH2, we can project the optimality condi-
tion onto H2 to obtain

PH2
(L−∗R∗

2
R1) + LQ = 0

From Lemma 7, we have

PH2
(L−∗R∗

2
R1) = zW

1

2 K(zI − A)−1H

Consequently, we have

Q = −L−1PH2
(L−∗R∗

2
R1)

= −zK(zI − (A − BK))−1H

If we now want to apply this spectral factorization ap-
proach to our problem, our Riccati equations would be in
terms of the pre-compensator F . However, this difficulty
can be avoided with the following result.

Lemma 9. Suppose X ∈ R
n×n, and F ∈ R

m×n. Then,

X = CT C + AT XA − (AT XB + CT D)

× (DTD + BTXB)−1(BTXA + DT C)

and A − B(DTD + BTXB)−1(BTXA + DT C) is stable,
if and only if

X = CT
F CF + AT

F XAF − (AT
F XB + CT

F D)

× (DTD + BTXB)−1(BTXAF + DT CF )

and AF −B(DTD +BTXB)−1(BTXAF +DT CF ) is sta-
ble, where AF = A + BF and CF = C + DF .

Proof. By substitution of AF and CF , it can be readily
shown that the two Riccati equations are equivalent.

In what follows, it will be convenient to define

E1 =

[

I

0

]

E2 =

[

0
I

]

where the dimensions are defined by the context. We
can now solve for the Q ∈ S satisfying our optimality
condition (9)

Lemma 10. For the system in (1), suppose CT D = 0
and DT D > 0. Suppose (A11, B11) and (A22, B22) are
stabilizable, and let F1, F2 be matrices such that A11 +
B11F1 and A22 +B22F2 have stable eigenvalues. Suppose
there exist stabilizing solutions X and Y to the algebraic
Riccati equations (3–4), and let K, J be given by (5–6).
Define

AF = A + BF, AK = A − BK, AJ = A22 − B22J

Finally, let N11 and N12 be defined as in Lemma 3. Then,
the unique optimal Q ∈ S for (7) is given by

Q22 =

[

AJ AJH2

−J − F2 −(J + F2)H2

]

(11)

[

Q11

Q21

]

=

[

AK AKE1H1

−K − F −(K + F )E1H1

]

(12)

Proof. From Lemma 5, we know that the optimal
Q ∈ S for (7) satisfies the optimality condition (9). Using
Lemma 6, this can be solved as two separate problems.
Condition (i) of the lemma can be solved via Lemma 8,
where

R1 = (C2 + D2F2)(zI − (AF )22)
−1H2

R2 = z−1
(

(C2 + D2F2)(zI − (AF )22)
−1B22 + D2

)

to obtain the optimal Q22 in (11). Note that (4) and
Lemma 9 imply the existence of the required algebraic
Riccati equation needed in Lemma 8.

A similar argument is used to solve for Q11 and Q21

in condition (ii) of Lemma 6, via Lemma 8 where we let
R1 = N11E1 and R2 = N12.

Having found the optimal Q ∈ S, the following re-
sult provides the optimal controller for our decentralized
problem.

Theorem 11. For the system in (1), suppose the con-
ditions of Lemma 10 hold, with X,Y,K, J defined by the
Riccati equations (3–6). Let AK = A − BK. Then, the
unique optimal K ∈ lower(RL∞) for (2) is

K =

[

−K11 − K12Φ 0
−K21 − (K22 − J)Φ −J

]

(13)

where
Φ = (zI − (AK)22)

−1(AK)21

Proof. From Lemma 10, the unique optimal Q ∈ S
for (7) is given by (11) and (12). Lemma 4 then implies
that Q̂ = QN−1

21
is optimal for (8), where N21 is defined in

Lemma 3. Using Lemma 3, the unique optimal K for (2)
is given by K = Q̂(I + MQ̂)−1 + F , with M defined in
the lemma, and the result follows.

Proof of Theorem 1. The result follows directly from
Theorem 11, where we let

AK = (AK)22 = A22 − B21K12 − B22K22

BK = (AK)21 = A21 − B21K11 − B22K21
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Having established our main result, the last step in our
analysis of this problem is to discuss the structure of this
optimal controller. To this end, we let

η = Φx1

This represents the following state-space system

η(t + 1) = (AK)22η(t) + (AK)21x1(t)

Combining this with the dynamics in (1), the closed-loop
dynamics of the system become





x1(t + 1)
η(t + 1)
x2(t + 1)



 =





(AK)11 (AK)12 0
(AK)21 (AK)22 0
(AK)21 (AK)22 − AJ AJ









x1(t)
η(t)
x2(t)





+





H1 0
0 0
0 H2





[

w1(t)
w2(t)

]

(14)

As a result, we obtain a very simple representation for
the optimal controller.

Lemma 12. Suppose x1, x2, η are the states of the au-
tonomous system in (14). Then,

η(t) = E
(

x2(t) | x1(0), . . . , x1(t)
)

Proof. This result was proved in [16].

Thus, we see that the dynamics of the optimal con-
troller, which have order equal to the dimension of
player 2’s state, are actually an estimation process for
E

(

x2(t) | x1(0), . . . , x1(t)
)

.

6 Conclusions

In this paper, we found the optimal controller for a decen-
tralized two-player problem. This was accomplished via
a spectral factorization technique. The optimal policy
separated into controller and estimator in a non-trivial
way, and the order of the optimal control policy was es-
tablished as the dimension of player 2’s state.

This work extended the results for the finite-horizon
problem in [16] to the infinite-horizon case. These results
are a first step in finding state-space solutions for more
general decentralized control problems. Our future work
will continue to extend our methodology to more general
networks and output feedback problems.
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