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Abstract

Sanaeifar A., Mohtasebi S.S., Ghasemi-Varnamkhasti M., Ahmadi H., Lozano J. (2014): Development 
and application of a new low cost electronic nose for the ripeness monitoring of banana using computa-
tional techniques (PCA, LDA, SIMCA, and SVM). Czech J. Food Sci., 32: 538–548.

Potential application of a metal oxide semiconductor based electronic nose (e-nose) as a non-destructive instrument 
for monitoring the change in volatile production of banana during the ripening process was studied. The proposed 
e-nose does not need any advanced or expensive laboratory equipment and proved to be reliable in recording meaning-
ful differences between ripening stages. Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), 
Soft Independent Modelling of Class Analogy (SIMCA) and Support Vector Machines (SVM) techniques were used 
for this purpose. Results showed that the proposed e-nose can distinguish between different ripening stages. The 
e-nose was able to detect a clear difference in the aroma fingerprint of banana when using SVM analysis compared 
with PCA and LDA, SIMCA analysis. Using SVM analysis, it was possible to differentiate and to classify the different 
banana ripening stages, and this method was able to classify 98.66% of the total samples in each respective group. 
Sensor array capabilities in the classification of ripening stages using loading analysis and SVM and SIMCA were also 
investigated, which leads to develop the application of a specific e-nose system by applying the most effective sensors 
or ignoring the redundant sensors.
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Banana is one of the most important fruits in 
the world in terms of production and consumption 
(Aurore et al. 2009). At the present time, bananas 
are cut at a mature-green stage and then exported 
to consumer countries, so on-line quality inspec-
tion of banana during ripening treatment is quite 
important to preserve a firm pulp texture, good 
colour, and flavour and also to prohibit from contu-
sion (Soltani et al. 2011). After harvesting, fresh 
banana quickly changes and the colour, firmness, 
and flavour of the fruit are always damaged during 
storage (Boudhrioua et al. 2003). Maintaining 
the quality and approaching a sufficient price need 

an optimum ripening stage for banana fruits. Dur-
ing banana ripening time, the peel colour changes, 
the flavour develops and the pulp softens. Colour 
change from green to yellow is the first visible sign 
of ripening (Li et al. 1997). The pattern of ethylene 
production during ripening in banana fruit differs 
from other climacteric fruits, with a sharp rise and fall 
of ethylene production during the early climacteric 
rise of respiration (Liu et al. 1999). However, more 
than 250 volatile components have been identified 
in banana. Ethylene is the most important volatile 
component which constitutes about 50–75% of vola-
tile components (Jayanty et al. 2002). 
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The bananas are usually kept in airtight warehouses 
in which a system is controlling ethylene gas. In 
other words, in commercial practice the quality of 
ripening could be controlled by ethylene treatment 
(Kesari et al. 2010). The ripening treatment of banana 
fruits has been progressed through an experimental 
procedure by the experience of trained labourers 
into a programmatic ethylene gas control manner. 
Although, this method has not completely achieved 
the uniform ripening of banana fruits yet, there was 
no monitoring system for detecting the ripening qual-
ity of banana fruits (Soltani et al. 2011). Different 
methods have been used to determine the ripening 
stages of banana but the techniques adopted are 
destructive including determination of pulp to peel 
ratio and firmness of the fruit (Ramma et al. 1999). 
Monitoring and controlling ripeness is a significant 
issue in the fruit industry since the state of ripeness 
during harvest, storage and market distribution 
defines the quality of the final product which is 
approved by customer satisfaction (Brezmes et al. 
2000). Hence, technologies that classify the fruits 
according to their colour, texture, taste, flavour, and 
nutritive value would assure higher fruit quality and 
consistency, which in turn increases the consumer 
acceptance and satisfaction. The processing industry 
also competes with higher profitability (Lu & Ariana  
2002). For measuring these properties, some instru-
mental methods are used which are mostly destructive 
and manual work is involved in. The non-destructive 
measurement of the fruit internal quality is becoming 
important for the consumers and the industry as a 
whole (Rajkumar et al. 2012).

The e-nose is an instrument which imitates the 
sense of smell (Peris & Escuder-Gilabert 2009; 
Ghasemi-Varnamkhasti et al. 2011a). The device is 
designed to detect and discriminate among complex 
odours using an array of chemical sensors (Lozano et 
al. 2008). Under the influence of an odour stimulus, 
the sensor array generates a characteristic fingerprint 
or a smell print. The response of the sensor array 
presents an electronic fingerprint characteristic 
of each sample (Ghasemi-Varnamkhasti et al. 
2011b). The sum of all these fingerprints provides a 
recognition pattern, so that the qualitative analysis 
can be done by help of an appropriate multivariate 
analysis tool based on these patterns (Alcañiz et 
al. 2012). Such characteristics greatly facilitate the 
application of the e-nose in fast monitoring of the 
volatile components of fruit, providing real-time 
information. In the literature there are several stud-
ies reporting the use of the e-nose in assessing fruit 

quality and ripening (Brezmes et al. 2000; Costa 
et al. 2003), and some experiments have been per-
formed for apples (Di Natale et al. 2001; Saevels 
et al. 2004; Li et al. 2005), peaches (Benedetti et 
al. 2008; Zhang et al. 2008) and tomatoes (Berna et 
al. 2004; Gómez et al. 2008). Gómez et al. (2006a,b) 
investigated a change in the volatile production 
of ripeness states (unripe, half-ripe, full-ripe, and 
overripe) of tomato and mandarin, using an e-nose 
with ten different MOS sensors. The e-nose could 
differentiate among the ripeness states of tomato with 
100% correct classification, and among the ripeness 
states of mandarin with 92% correct classification.

There are few researches concerning the use of an 
e-nose for analysing the banana ripening. A metal 
oxide semiconductor (MOS) sensor based system 
was used by Llobet et al. (1999) to calculate the 
performance of a neural network-based e-nose in 
determining the banana ripeness. The system was 
simple and ripening standard conditions in warehouse 
were not considered.

The purpose of this study was: (1) to fabricate and 
evaluate the capability of a new low-cost e-nose based 
on a sensor array of six MOS to classify bananas at 
five different ripening stages and to monitor their 
ripeness states in airtight warehouses, aiming to apply 
the e-nose system to an automatic control system for 
the ripening of banana fruits; (2) to study principal 
component analysis (PCA), linear discriminant analy-
sis (LDA), support vector machines (SVM), and soft 
independent modelling of class analogy (SIMCA) 
techniques to determine whether the e-nose would 
be able to distinguish different ripening stages; (3) 
to address the discrimination ability of different 
sensors of sensor array at different ripening stages. 

MATERIAL AND METHODS

Experimental material. Banana fruits (cv. Caven- 
dish) imported from the Philippines were used in 
this research. The banana fruits had been stored at 
14°C during transportation and then were stored in 
an airtight warehouse. Banana ripening is completed 
within 4 days. On the first day, fruits are stored at 
20°C, and on the second day, ethylene is injected. On 
the third day, ethylene is removed and the tempera-
ture is decreased to 18°C and finally the temperature 
was decreased so that it would reach 11°C on the 
fourth day. Controlling temperature, humidity and 
ethylene gas concentration in the ripening room is 
very important. Bananas were kept in the warehouse 
at the humidity level of 85–88% for 4 days, as this 
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time period is needed for completing the ripening 
treatment of fruits. At this site, ripeness is currently 
assessed visually by comparing the peel colour of 
banana with standardised colour charts describing 
various stages of ripening. In commercial markets, 
seven ripening stages of bananas are usually consid-
ered as illustrated in Figure 1 (Banana Retail Guide 
of Del Monte Tropical Fruit Co., USA). Stages 6 and 
7 are not performed in the warehouses and at the end 
of stage 5 the fruits are transported to the market. 
Before entering the warehouse, bananas are in the 
first ripening stage and after leaving the warehouse 
they are in the fifth ripening stage. 

For performing the experiments, 15 bananas of 
the same size, weight and ripening stage were daily 
transferred from the warehouse to the laboratory 
in December 2012. Then e-nose tests were done on 
the samples till the fifth ripening stage. Moreover, 
all the measurements were performed on the day of 
transferring from the warehouse. 

Experimental set-up

The e-nose consists of: (1) a sampling system (gas 
headspace handling and delivery system), (2) an array 
of gas sensors, (3) signal processing and condition-
ing (data acquisition system), and (4) an appropriate 
pattern recognition algorithm.

Sampling system. Eliminating undesirable factors 
influencing sensor responses leads the sampling sys-
tem to provide a stable and reproducible headspace 
gas sampling environment (Falcitelli et al. 2002). 
The experimental set-up is shown in Figure 2. It 
consists of two separate chambers for the sampling 
system: a sample chamber and a sensor chamber. 
There are different parts inside this system including 
one air pump, tubes, and several electrovalves. The 

fruit is placed in the sample chamber for gathering 
adequate gas. The volume of this chamber is 2 l and 
its main purpose is to accumulate all the aromatic 
compounds which the fruit releases during the ex-
traction phase. The volume of the sensor chamber 
including the sensor array is 1.4 l.

The measurement process is divided into three 
different phases: concentration, measurement, and 
desorption. Depending on the measurement phase 
of the system, the air is directed through different 
circuits by the electrovalves controlled by a com-
puter program. All experiments were conducted at 
the temperature of 25°C and 25–35% RH, and the 

Figure 1. Colour chart of banana 
fruits in various stages 

Figure 2. (a) Schematic view and (b) experimental setup 
of the e-nose system

(a)

(b)
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temperature was maintained constant to the near-
est ± 1°C.

The measurement procedure starts by placing two 
bananas in the sample chamber. Preliminary experi-
ments showed that the headspace reached a steady 
state after 1800 s of equilibration, so that experiments 
were conducted after 1800 s of equilibration and were 
designed to strengthen the aromatic concentration 
to obtain higher sensor responses. When the con-
centration phase ends, synthetic air is passed over 
the sensors for 200 s to reach their baseline values. 
Valve 1 is open during this period of time.

Then the measurement phase starts and continues 
for 180 s, which is enough for sensors to reach a stable 
value. In this phase the headspace gas was carried to 
the sensor chamber using a pump (the flow rate was 
1.3 l/min). During the measurements process valve 2 
is open and valves 1 and 3 are closed. The desorption 
phase, which was considered for 80 s, was activated 
as the measurement was completed. Its main purpose 
was to remove the odour molecules and to clean or 
desorb the sensors by use of synthetic air in such a 
way that the sensors could go back to their baseline 
values. In this phase, valve 2 is closed and valves 1 
and 3 are open and the air existing in the sample 
chamber is exhausted by the pump. Right after that, 
a new measurement is started as the concentration 
phase could start. On the computer screen, the ex-
perimental data was displayed in real time and stored 
as text files on a disk for data processing.

Using specially designed software and computer-based 
data acquisition and automated operations, the entire 
measurement phases were controlled. Features like 
programmable sequence control, dynamic fingerprint 
display, data logging, data archival, etc. were provided 
through the software. The software was developed in 
LabView (National Instruments, Austin, USA). For 
instance, the aroma fingerprint of MQ-135 sensor is 
shown in Figure 3 depicting different working phases.

Sensor array. Volatiles gases in the set-up were 
assessed using an array of metal oxide semiconduc-
tor (MOS) sensors. A set of six gas sensors (Hanwei 
Electronics Co., Ltd., Henan, China) was placed in a 
cycloid chamber. To reach the working temperature 
according to the manufacturer’s operating data sheets 
(300–500°C), the sensors were heated by applying 
5V DC voltage to their heater resistance. The sensor 
array used in the system is shown in Table 1.

Data acquisition system. The e-nose was com-
prised of a data acquisition card (NI USB-6009, 
National Instruments Corporation, Austin, USA). 
Through the data acquisition card, the sensor re-
sponses were stored in the computer and these data 
sets were analysed to extract information. Signal pre-
processing is the extraction of relevant data from the 
responses obtained and preparation of the data for a 
multivariate pattern analysis (Wall et al. 2003). The 
major aspects of this preprocessing are: (a) baseline 
identification and manipulation/determination, (b) 
compression, and (c) normalisation. The first stage 
of preprocessing includes manipulating the sensor 
response with respect to its baseline (e.g. response 
to a reference analyte) for the purposes of drift com-
pensation, contrast enhancement, and scaling. Dif-
ferential, relative, and fractional techniques are three 
different techniques for the baseline manipulation. 
Fractional methods for MOS chemo-resistors are 
also widely used (Gutierrez-Osuna et al. 2002). 
In these methods the baseline is subtracted and 
then divided from the sensor response. Fractional 
methods were used in the present study.

Table 1. Gas sensor array of the e-nose

Typical detection ranges (ppm)Main applicationsName
0.05–10alcoholMQ-3

200–10 000LPG, natural gas, coal gasMQ-5
20–2000 (carbon monoxide), 500–10 000 (CH4), 500–10 000 (LPG)CO and combustible gasMQ-9

10–1000ozoneMQ-131
10–10 000 (ammonia, benzen, hydrogen)air quality controlMQ-135

1–200sulphureted hydrogen MQ-136

Figure 3. Aroma fingerprint of MQ-135 sensor
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Compression (Pan et al. 2008) is a preprocessing 
stage in which the response of the sensor array is 
utilised as a feature vector or a fingerprint by decreasing 
the number of descriptors. In this study, the maximum 
response values for each sensor were individually ex-
tracted and analysed. Normalisation is the final stage 
of preprocessing. Normalisation techniques are ap-
plied to operate on the sensor signals to compensate 
for sample-to-sample variations due to the change in 
analyte concentration and drift in the sensors. Alter-
nately, the entire database of a single sensor can be 
operated upon and scaling of sensors can be effected 
(Bhattacharyya & Bandhopadhyay 2010). In this 
research, the range scale was used to restrict data be-
tween –1 to 1 as shown in Eq. (1) (Scott et al. 2007):

Aij = (2     
Aij – min(Aj)      ) – 1 (1) 

             max(Aj) – min(Aj)  

where: Aij – ith sample of the jth sensor; Aj – contains all n 
responses of samples for sensor j

Data analysis methods. The values of the sensor 
array were used together with quality parameters 
in statistical analysis. For monitoring the ripening 
process, principal component analysis (PCA), and 
linear discriminant analysis (LDA) were applied. 
LDA, as a supervised method, has been used for 
feature extraction and variable selection (Maugis et 
al. 2011) in a dataset like the unsupervised principle 
component analysis (PCA). 

Soft independent modelling of class analogy (SIMCA)  
and support vector machine (SVM) were used in 
this study as follows.

SIMCA is based on making a PCA model for each 
class in a defined training set. SIMCA is known 
as a supervised pattern recognition method as the 
individual PCA models define classification rules. 
An object is fitted and classified in a class when the 
SIMCA distance to the model is low in comparison 
with the residual standard deviation of the class, the 
number of principal components used for each class 
may be present or may be selected in such a way that 
they explain a given percentage of the variance of 
the data. In this way, a closed space is constructed 
at a significance level of 95% by a critical distance. 
Applying the SIMCA technique to the data is the 
most complicated as it is based on the principal 
components of each category and critical distances 
with probabilistic significance (Peña et al. 2002). 
To display the response of an e-nose to simple and 
complex odours, this technique has been widely used 
by researchers and it provides qualitative informa-

tion for e-nose pattern recognition files (Ghasemi-
Varnamkhasti et al. 2012; Li et al. 2012).

SVM, which is based on statistical learning theory 
(SLT), has been recently introduced as a new tech-
nique for solving a variety of learning classification 
and prediction problems (Cristianini & Shawe-
Taylor 2000). SVM was originally developed for the 
linear classification of separable data, but is applicable 
to nonlinear data with the use of kernel functions. 

Separating the classes by the particular hyperplane, 
which maximises a quantity called margin, is the main 
idea of SVM. The margin is the distance from the 
nearest point in the dataset to a hyperplane separating 
the classes. A kernel function is used to map from 
the original space to the feature space. This function 
can appear in many forms, providing the ability to 
apply nonlinear classification cases. The kernels are 
possibly observed as a mapping of nonlinear data to 
a higher dimensional feature space, while providing a 
computation shortcut by allowing linear algorithms 
to work with such a feature space. The support vec-
tor is defined as the reduced training data from the 
kernel. When some classes are inhomogeneous and 
partly overlapping, SVM will perform well and thus, 
building local PCA models with all samples will not 
be successful because one class may encompass 
other classes if all samples are used. SVM has some 
advantages over other classification methods, as it 
has a unique solution, and has a lower tendency of 
overfitting compared to other nonlinear classification 
methodologies. Of course, the model validation is 
the critical aspect in preventing overfitting for any 
method. For modelling of nonlinear data SVMs are 
effective, and they are relatively insensitive to vari-
ation in parameters. SVM uses an iterative training 
algorithm to achieve discrimination among different 
classes (Gualdron et al. 2007). 

The software of SPSS Statistics 21.0 (IBM, New 
York, USA) and the Unscrambler 10.2 (CAMO AS, 
Trondheim, Norway) was used for these analyses.

RESULTS AND DISCUSSION

E-nose response to banana aroma and signal 
analysis. Figure 4 shows a typical response of six 
sensors during the measurement of a banana sample. 
The data obtained are the fractional change in volt-
age (V – V0)/V0, where: V0 – voltage of the sensors 
when the synthetic air blows over the sensor array. 
Each curve represents a different sensor response. As 
the figure shows, during the measurement of banana 
samples the curve increases exponentially and then 
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decreases to a level commensurate with the level of 
response determined by the odour in the synthetic 
air. It can be observed that, after an initial period 
of low and stable voltage which lasted 200 s (when 
only the clean air was crossing the sensor chamber), 
the voltage increased sharply.

The evolution of the signals generated by the sensor 
array is shown in Figure 5. During the banana fruit 
ripening process in the warehouse, each ripening 
stage was investigated during one day, from morn-
ing to night, thus changes in each half of the day are 
seen in this figure. Each line represents the average 
signal variation of 15 measurements for one sensor 
of the array (six sensors). Seven measurements were 
done in the first half of the day and 8 measurements 
were done in the second half of the day – (F–H) and 
(S–H) represent the first and the second half of the 
day, respectively. 

It is observed that sensor MQ-135 exhibited higher 
values as compared with the data obtained from the 
rest of the sensors. By advancing and increasing the 
ethylene release during banana ripening, exogenous 
ethylene accelerates fruit ripening (Pathak et al. 
2003; Barry & Giovannoni 2007). The specific 
aroma of each fruit is not related to the concentra-

tion of its volatile components. It is possible that the 
concentration is low but the aroma is considerable as 
it could be smelt. In climacteric fruits the amount of 
these compounds is increased as the fruit is ripening. 
The aromatic components in green, ripe and full-
ripe bananas are 2-hexenal, eugenol and isopentanol, 
respectively (Salunkhe et al. 1976).

The lowest values of sensor responses were obtained 
at the second ripening stage, and increased as the 
ripening was completed. It seems that the increase in 
the sensor array response at the third ripening stage is 
caused by ethylene injection in the warehouse which 
played an important role in respiration acceleration 
(Tassoni et al. 2006). Although the sensor array 
responses increased in the second half of the day for 
other ripening stages, the responses decreased in 
the second half of the day at the third ripening stage.

PCA and LDA analysis. In order to see whether 
the chemical sensor array was able to distinguish 
between different ripening states, PCA and LDA 
analyses were applied to the 75 measurements per-
formed with the e-nose, 15 measurements for each 
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Figure 4. Typical response curves of the sensor array to 
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Figure 6. Scatter plot of the first two main axes illustrating the e-nose sensor array response data categorised into 
five groups for each ripening stage: (a) PCA and (b) LDA
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group. PCA and LDA results are shown in Figure 6. 
This figure represents results of the analyses on a 
two-dimensional plane, principal component 1 (PC1) 
and principal component 2 (PC2) in Figure 6a and 
the first and the second linear discriminant LD1 and 
LD2 in Figure 6b.

By PCA, groups of stage 5 are clustered on the 
right of the plot, samples form stages 1, 3, and 4 are 
located in the middle of the plot. Figure 6a shows a 
partial overlapping between stage 1 group and stage 
3 group, between stage 1 and stage 2 groups. The 
first two components, PC1 and PC2, contain 82% of 
data variance. The first principal component, PC1, 
explains 58% of the total variation, while 24% of the 
total variance is explained by PC2.

The results obtained by LDA provided a perfect clas-
sification. In this plot, about 97.6% of the total variance 
of the data is displayed. LD1 and LD2 accounted for 
85.7% and 11.9% of the variance, respectively, clas-
sification accuracy obtained by LDA method with 
leave-one-out cross-validation was 97.3%. As the figure 
shows, ripening stage 5 is completely separated from 
the other groups and there is a partial overlapping 
between ripening stage 2 group and 1 and 3 groups.

Loading analysis. The loading analysis will help 
to identify the sensors responsible for discrimina-
tion in the current pattern file. The sensor might be 
switched off for analysis (the response signal was not 
used) if it has a rather smaller influence on the iden-
tification process. Sensors with loading parameters 
near to zero for a particular principal component 
have a low contribution to the total response of the 
array, whereas a discriminating sensor indicates 
high values. In Figure 7 the plot shows the relative 
importance of the sensors in the array. The loading 
factor associated to the first and second principal 
components for each sensor is represented.

Figure 7 shows that sensors MQ-136, MQ-5, and 
MQ-135 have a higher influence in the current pat-
tern file, while sensor MQ-131 has a minor influence. 
There are sensor groups that have almost identical 
loading parameters and these could be represented 
by just one sensor. For example, sensors MQ-3 and 
MQ-9 have similar loading factors. Sensors with 
loading parameters near to the dilution factor for a 
particular principal component also made a small 
contribution to the total response of the array. Hence, 
a subset of few sensors could be chosen to explain 
nearly all variance. This result could be used in further 
studies to optimize the number of sensors.

SIMCA. Besides methods used in evaluating the 
classification of banana ripening stages, the SIMCA 
method was also used which obtained an acceptable 
classification accuracy of 92%. As shown in Figure 6, in 
PCA, there is a partial overlapping between classes 1 
and 2 as well as existing overlapping between classes 1 
and 3. Figure 2 obtained by SIMCA method was used 
to discover the sensor role in class differentiation. The 
discrimination power of a sensor indicates the ability 
of that sensor to discriminate between two stages of 

Figure 7. Loading analysis related to PC1 and PC2 for 
banana

Table 2. Discriminatory power values of the sensor array of the proposed e-nose

Discriminated classes MQ-9 MQ-3 MQ-135 MQ-131 MQ-136 MQ-5
1–2     7.484033     7.481984     7.141355    7.392522     3.581411     4.512291
1–3 18.7098 10.35823 29.35484 21.75923 41.59697  26.1826
1–4 66.789 56.68409 72.54668 61.65113 84.21691 70.26456
1–5 64.91059 74.10889 45.30543 104.6043 43.37575 36.08348
2–3 10.41473     6.709987 15.32136     6.204248 17.26648 18.27372
2–4 34.94325     7.586401 22.59038 11.57252 33.20777 28.38242
2–5 22.84031 45.56417 20.48358 56.81172 42.81261 31.56839
3–4 61.03899 62.73805 58.18138 56.72617 56.10542 58.75363
3–5 42.85134 35.73695 46.25109 77.07547 59.38062 40.26561
4–5 41.32211 19.35687 42.33604 54.96688 41.52987 29.60231
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ripening. Thus, a sensor with a high discrimination 
power (with regard to two particular stages) is very 
important for the differentiation between the two 
corresponding stages.

As Table 2 shows, all sensors had a low power in 
discriminating between classes 1 and 2, however sen-
sor MQ-136 had the highest discrimination power 
for discriminating class 1 and 3. It was possible to 
conclude that this sensor played a considerable role 
in discriminating between these two classes in PCA. 
Sensor MQ-131 had clearly the highest discrimina-
tion power in discriminating between classes 1 and 
5, and sensor MQ-136 had the lowest discrimination 
power to discriminate between classes 1 and 2. Con-
sidering Table 2, the highest value of MQ-3 sensor 
was obtained in discriminating classes 1 and 5 which 
were related to green and ripe banana, respectively. 
MQ-3 sensor is responsible for the alcohol aroma 
concentration. Therefore, it can be concluded that 
during banana ripening, a change in the alcohol 
concentration is high. This conclusion closely agrees 
with the literature (Yang et al. 2011). Aroma changes 
caused by ripening are complicated, so understand-
ing the importance of each sensor in e-nose sensors 
may help to elaborate ripening stages. 

The first class distance from different ripening 
stages representing green banana is shown in Fig-
ure 8. As it is observed in this figure, the distance 
between classes 1 and 2 is very small, indicating 
small changes between green banana and banana 
which is one day after ripening. Classes 1 and 5 had 
the largest difference between various classes and 
these two classes were completely discriminated 
from each other.

SVM. For classification, a supervised pattern recog-
nition method called SVM was applied. SVM was used 
to test the ability of the e-nose set-up to discriminate 
between ripening stages. Two SVM classification 

types, c-SVM and nu-SVM which are also known as 
Classification SVM Type 1 and Classification SVM 
Type 2, are available which are based on different 
means of minimizing the classification error function. 
A capacity factor, C, can be defined in the c-SVM clas-
sification. The value of C should be chosen based on 
the knowledge of the noise in the data being modelled. 
Its value can be optimised through cross-validation 
procedures. When the nu-SVM classification is used, 
the nu value must be defined. Nu serves as the upper 
bound of the fraction of errors and is the lower bound 
for the fraction of support vectors. More errors occur 
as nu increases, while the margin of class separation 
increases (Fan et al. 2005).

The kernel type to be used as a separation of classes 
can be chosen from the following four options: linear, 
polynomial, radial basis function, sigmoid. Different 
kernel functions were tested for checking the robust-
ness of the classifier model. The radial basis function 
is also a simple function and can model systems of 
varying complexity. The radial basis kernel function 
was eventually used for this study to project the 
training data to a space that maximised the margin 
hyperplane. The optimal regularisation parameter 
of the SVM was set to nu = 0.255. This value was 
experimentally found by minimising the leave-one-
out error over the training set, which provides an 
estimate of the generalisation performances of the 
final classifier. The kernel parameters and the value 
of the constant nu determine the complexity of the 
SVM solution and hence, its generalisation ability. 
A leave-one-out cross-validation method was used 
to evaluate the performance of the final SVM. Given 
75 measurements, the model was trained 75 times 
using 74 vectors. Afterwards, the vector left out was 
used for testing the model. Performance in training 
was estimated as the averaged performance over 
the 75 tests.

Figure 8. First stage distance from different banana ri-
pening stages

Figure 9. Pairs of sensors which made the best discrimi-
nation
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A very good success rate in classification was ob-
tained in the ripening classification of banana, ac-
curacies of training and validation were found to be 
100 and 98.66% respectively.

SVM is useful to see for which combinations of pairs 
of sensors there is a good discrimination between 
the classes. Pairs of sensors which made the best 
discrimination between various classes are shown 
in Figure 9. Sensors MQ-5 and MQ-136 provided 
the best combination of sensors for discriminating 
various ripening stages. This leads to choose a mini-
mum quantity of sensors for optimum discrimination 
between classes in order to decrease costs. 

CONCLUSION

In this research, a new low cost MOS-based e-nose 
was designed to recognise the fruit ripeness stages. 
The potential of the e-nose to monitor changes in 
aroma fingerprint during ripening was studied. The 
application did not require any advanced or expen-
sive laboratory equipment and proved to be reliable 
in recording meaningful differences among ripen-
ing stages as it was also seen during data analysis 
and interpretation. The proposed e-nose offers a 
cheap and non-destructive instrument that can be 
operated by non-specialists. PCA, LDA, SVM and 
SIMCA were used to investigate whether the e-nose 
was able to distinguish between ripening stages. 
The SVM classification tool shows its superiority 
in solution to classification of ripening stages by 
e-nose data. The awareness of the sensor array 
capability could help us to make the appropriate 
decisions for selecting, changing, or even fabrica-
tion of the sensors relevant to the project purpose. 
By performing SIMCA, SVM, and loading analysis, 
the ability of the sensors was computed, and we 
concluded that the capability of the sensor array 
is acceptable for the ripening fingerprint detec-
tion. This result could be used in further studies 
to optimise the number of sensors.
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