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An Integral Optimality Condition

for Global Optimization∗

Zhang Lili1,2 Li Jianyu1,3† Li Xingsi1,2

Abstract An integral optimality condition for global optimization problem
is investigated by using a level set auxiliary function. The auxiliary function has
one variant that represents an estimated optimal value of the objective function in
primal optimization problem and one controlling parameter for accuracy. Neces-
sary and sufficient condition for global optimality in terms of the behavior of the
auxiliary function is derived. The integral global optimality condition is obtained
via a limiting process of this auxiliary function. Furthermore, if the measure is
the Lebesgue measure and the integral region takes a finite subset of the Natural
Number set, then this integral global optimality condition divergences to the ap-
proximation scheme that used aggregate function to approximate the max-function
in the finite minimax problem. So the integral global optimality condition is an
extension of this approximation scheme in continuous maximum problem.
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1 Introduction

Let X be a topological space, f a real valued function on X and S a closed subset

of X, (X,Ω, µ) be a measure space. The problem is to find the supremum of f over

S

f∗ = sup
x∈S

{f (x)} (1.1)

We first give some assumptions:

Assumption 1 f is continuous on S.

Assumption 2 There is a real number such that the intersection of the level set

Lc = {x|f (x) > c} and S is nonempty and compact.

In this case, the set of global maxima is nonempty. i.e.

S∗ = S ∩ Lf∗ = {x|f (x) = f∗} 6= ∅ (1.2)

Consequently, the problem is reduced to this problem

(P ) f∗ = max
x∈S∩Lc

{f (x)} (1.3)

In this paper, we shall maintain assumptions 1 and 2.

Optimality conditions, i.e. the conditions by which one can determine whether

a point is a candidate of a minimum/maximum, play an important role in the theory

of optimization. The optimality conditions for problem (P) have been investigated

in the past decades, numerous studies of how to characterize the optimal value of

a nonlinear function on a set had been proposed. However, almost all of them are

of a local nature. Even then, they have tended to require several levels of differen-

tiability unless some convexity hypotheses are imposed. The search for necessary
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and sufficient conditions for global optimality without requiring any convexity is

an important and needed endeavor. Chew et.al.[1] gave an approach differs from

the traditional, derivative-based ones by appealing to the theory of measure and

integration. Theoretical algorithms based on the various characterizations of that

global optimality were also developed. This integral global optimization theory and

algorithms were then applied to vector optimization of upper robust mappings[2].

Hiriart-Urruty[3] gave the well-known approximation that is called the integral global

optimality condition of the global maximum of f over the set X.

max
x∈X

{f(x)} = lim
p→∞

(

1

p
ln

∫

X
epf(x)dx

)

(1.4)

Then, for a convex program, Lasserre[4] applied the approximation scheme (1.4) to

the Lagrangian function yielded the logarithmic barrier function(LBF). Especially,

for linear programming problem, by using the approximation (1.4) in Fenchel duality,

the dual LBF could be retrieved from the primal LBF and vice versa.

The main motivation of this research is to extend the research in [3]. Applying

the level set, we define an auxiliary function which has one variant that represents

an estimated optimal value of the objective function and one controlling parameter

for accuracy. Some properties of this auxiliary function are given. Based on these

properties, we investigate the integral global optimality condition which is obtained

via a limit process of the auxiliary function. Finally, finding the solution of pri-

mal global optimization problem is transformed to finding the root of a nonlinear

equation, what is a consequence of the necessary and sufficient condition for global

optimality that is characterized by the auxiliary function. Furthermore, an interest-

ing relationship between global integral optimality condition and the approximate

scheme that used aggregate function to approximate the max-function in finite min-

imax problem is revealed. The integral global optimality condition is an extension

of this approximate scheme in continuous maximum problem. i.e. this approximate

scheme is a special case such that the measure is the Lebesgue measure and the

integral region takes a finite subset of the Natural Number set.

The rest of this paper is arranged as follows. Section 2 extends the work in

[3], gives the integral global optimality condition and defines an auxiliary function,

which can be used to obtain an equivalent equation of the integral global optimality
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condition. Some relative properties of this auxiliary function are also given. Section

3 proposes a special case, reveals an interesting relationship between integral global

optimality condition and an approximate scheme in finite minimax problem. Section

4 concludes the paper.

2 Integral global optimality condition

For our purposes, it will be useful to define the following auxiliary function Fp (f, c).

Definition 2.1 Suppose c < f∗, we define an auxiliary function:

Fp (f, c) =
1

p
ln

∫

Lc

epf(x)dµ (2.1)

It should be noticed that, although we denote the auxiliary function as Fp (f, c), f

is not the variable or parameter, p is a controlling parameter for accuracy, it can be

treated as a constant in the deduction process. So c is the only one variant in this

auxiliary function.

In our notations, for a set A, m (A) denotes the measure value of this set, i.e.

if dµ is Lebesgue measure, m (A) is the Lebesgue measure value of set A. The

following are the properties of function Fp (f, c).

Proposition 2.1 For c < f∗, we have lim
p→∞

Fp (f, c) > c.

Proof By definition, f (x) > c for x ∈ Lc, so that

Fp (f, c) =
1

p
ln

∫

Lc

epf(x)dµ >
1

p
ln

∫

Lc

epcdµ = c +
1

p
ln (m (Lc)) = c (as p → ∞)

Proposition 2.2 If f∗ > c1 > c2, then Fp (f, c2) > Fp (f, c1).

Proof Let c = min
x∈S

{f (x)}, we have

Fp (f, c2) =
1

p
ln

∫

Lc
2

epf(x)dµ

=
1

p
ln

(

∫

Lc
1

epf(x)dµ +

∫

Lc
2
/Lc

1

epf(x)dµ

)

>
1

p
ln

(

∫

Lc
1

epf(x)dµ +
[

m
(

Lc
2

)

− m
(

Lc
1

)]

epc

)

>
1

p
ln

(

∫

Lc
1

epf(x)dµ

)

= F (f, c1)
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As f∗ > c1 > c2,Lc1 ⊆ Lc2 and m
(

Lc
2

)

− m
(

Lc
1

)

> 0, epc > 0.

Lemma 2.1 Suppose {ck} is a increasing sequence tends to c 6 f∗ as k → ∞.

Then

Lc =
∞
∩

k=1
Lck

= lim
k→∞

Lck
(2.2)

And

lim
k→∞

m (Lck
) = m (Lc) (2.3)

Proof According to the definition of level sets, we have Lc ⊂ Lck
⊂ Lck−1

⊂ ....

So lim
k→∞

Lck
=

∞
∩

k=1
Lck

. If x ∈
∞
∩

k=1
Lck

, then f (x) > ck, for all k = 1, 2, .... Hence

f (x) > c, i.e. x ∈ Lc. The conclusion follows immediately from the continuity of

measure.

Proposition 2.3 Suppose {ck} is a increasing sequence whose limit is c 6 f∗. Then

Fp (f, c) = lim
ck↑c

Fp (f, ck) (2.4)

Proof According to proposition 2.2, the sequence {Fp (f, ck)} is decreasing and

Fp (f, ck) > Fp (f, c) for k = 1, 2, .... so that the limit lim
ck↑c

Fp (f, ck) exists. Moreover,

0 6
1

p
ln

∫

Lc
k

epf(x)dµ −
1

p
ln

∫

Lc

epf(x)dµ

=
1

p
ln





∫

Lc
k

epf(x)dµ
∫

Lc
epf(x)dµ





=
1

p
ln





∫

Lc
epf(x)dµ +

∫

Lc
k

/Lc
epf(x)dµ

∫

Lc
epf(x)dµ





6
1

p
ln

(

1 +
epf∗

(m(Lc
k
) − m(Lc)

∫

Lc
epf(x)dµ

)

As ck → c, m(Lc
k
) − m (Lc) → 0. So

0 6
1

p
ln

∫

Lc
k

epf(x)dµ −
1

p
ln

∫

Lc

epf(x)dµ 6 0

the Eq. (2.4) is obtained.

We give the following definition of auxiliary function Fp (f, c) at the value of f∗

.
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Definition 2.2 Let c 6 f∗ and {ck} be a increasing sequence whose limit is f∗.

The auxiliary function Fp (f, f∗) is defined to be:

Fp (f, f∗) = lim
ck↑f∗

{

1

p
ln

∫

Lc
k

epf(x)dµ

}

(2.5)

The above definition is well defined since Fp (f, ck) is a decreasing bounded sequence.

Moreover, this limit does not depend on the choice of the increasing sequence.

By proposition 2.3, it is clear that definition 2.2 extends definition 2.1 to the

case of c 6 f∗. Similarly, propositions 2.1, 2.2 remain valid for c 6 f∗.

Now we give the main result about this integral global optimality condition.

Theorem 2.1 For problem (P), the following are equivalent:

i) a point x∗ is a global maximum with f∗ = f (x∗) as the corresponding global

maximum value;

ii) lim
p→∞

Fp (f, c) 6 f∗ for c 6 f∗;

iii) lim
p→∞

Fp (f, f∗) = f∗

Proof i) ⇒ ii) f∗ is the global maximum value of f , so f (x) 6 f∗. For c 6 f∗,

we have

Fp (f, c) =
1

p
ln

∫

Lc

epf(x)dµ 6
1

p
ln

∫

Lc

epf∗

dµ = f∗ +
1

p
ln (m (Lc)) = f∗(as p → ∞)

ii) ⇒ iii) Combining with proposition 2.1, we obtain the result in iii);

iii) ⇒ i) Assume f∗ is not the global maximum value and f̄ is. Then f̄ > f∗, and

Lf̄ ⊆ Lf∗ , m
(

Lf̄

)

6 m (Lf∗), we have

Fp (f, f∗) =
1

p
ln

∫

Lf∗

epf(x)dµ

>
1

p
ln

∫

Lf̄

epf(x)dµ

>
1

p
ln

∫

Lf̄

epf̄dµ

= f̄ +
1

p
ln
(

m
(

Lf̄

))

So

f∗ = lim
p→∞

Fp (f, f∗) > lim
p→∞

{

f̄ +
1

p
ln
(

m
(

Lf̄

))

}

= f̄ ,
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which is contract with the assumption.

According to theorem 2.1, solving problem (P) is transformed to find the root

of a nonlinear equation:

g (c) = Fp (f, c) − c =
1

p
ln

(
∫

Lc∩S
epf(x)dµ

)

− c (2.6)

We will give an example to illustrate this result.

Example 2.1 [1] Consider the problem of finding the maximum of f (x) = x over

the robust set S = [1, 4]. For any c, the level set Lc = {x|x > c} = [c,+∞), so that

Fp (f, c) =
1

p
ln

∫

Lc∩S
epf(x)dx =

1

p
ln

∫ 4

c
epxdx =

1

p
ln

(

1

p

(

e4p − epc
)

)

Applying the theorem 2.1, we have

F (f, f∗) = f∗ =
1

p
ln

(

1

p

(

e4p − epf∗

)

)

Hence, f∗ = 1
p ln

(

e4p

p+1

)

≈ 4, as p = 177.4457 and S∗ = {4}.

3 A special case: The approximation scheme of aggre-

gate function to max-function in finite min-max prob-

lem

In order to state the result as broadly as possible, we will work in the general context

of p−norm in functional analysis[5−7]. Let (Ω, F, µ) be a measure space, F a Sigma

Algebra of subsets of Ω, and µ a measure on Ω.

Definition 3.1 [7] A norm on a linear space Ω is a non-negative function ‖•‖ : Ω →

R with the properties that:

i) ‖x‖ = 0 if and only if x = 0 (faithfulness);

ii) ‖x + y‖ 6 ‖x‖ + ‖y‖ for all x, y ∈ Ω (triangle inequality);

iii) ‖αx‖ = |α| ‖x‖ for all x ∈ Ω and α ∈ K (homogeneity)

In Definition 3.1, we are assuming that K is R(real numbers) or C (complex num-

bers). For a number, |•| denotes the usual absolute value, and for a set, |•| denotes

the cardinal number of this set.
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Then we have the p − norm. For 1 6 p < ∞, the Linear (vector) space of the

equivalence classes of F-measurable functions on Ω that satisfy
∫

Ω |φ (ω)|p dµ (ω) <

∞ are denoted by Lp (Ω, F, µ), with vector-space operations defined pointwise and

‖φ‖p =

(∫

Ω
|φ (ω)|p dµ (ω)

)1/p

(3.1)

The equivalence classes are the functions which can be represented by µ-measure

whose values are uniquely determined except on a set of measure zero. In particular,

for Ω ⊆ Rn, µ is the Lebesgue measure, so we have Lp (Ω, F, µ) = Lp (Ω).

In this paper, we use the p−norm on Lp (Ω). Let φ (x) = ef(x), the p−norm of

vector φ is defined as

‖φ‖p =

(
∫

Ω
|φ|p dµ

)1/p

=

(
∫

Ω
epf(x)dµ

)1/p

(3.2)

If Ω = N , µ is the equidistribution, i.e.µ (n) = 1 (∀n ∈ N), then Lp (Ω, F, µ) is the

space of sequences φ = {φn}
∞
n=1 that satisfy

∞
∑

n=1
|φn|

p < ∞, denote this space as lp,

and the norm of this space is ‖φ‖p =

(

∞
∑

n=1
|φn|

p

)1/p

. Taking a finite subset N1 of

N , and |N1| = k, then we have ‖φ‖p =

(

k
∑

n=1
|φn|

p

)1/p

.

Consider a vector-valued function f (x) = {f1 (x) , ..., fk (x)}, let φi (x) = efi(x),

1 6 i 6 k. Obviously the components of vector φ (x) = {φ1 (x) , ..., φk (x)} are

always positive, the p−norm of vector φ is defined as

‖φ (x)‖p =

(

m
∑

i=1

|φi (x)|p
)1/p

=

(

m
∑

i=1

epfi(x)

)1/p

(3.3)

Especially, the ∞−norm is defined as

max
16i6k

{φi (x)} = lim
p→∞

‖φ (x)‖p (3.4)

By taking a logarithmic operation on both sides of (3.3) and (3.4), respectively, we

immediately have

max
16i6k

{fi (x)} = lim
p→∞

(

1

p
ln

m
∑

i=1

epfi(x)

)

(3.5)

Which is just the approximate scheme that Li gave in [8], and the function on

the right hand was called the aggregate function. This approximation had been
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investigated broadly and had obtained encouraging results, either from theoretically

or algorithmically[8−12].

In [8], Li proved the uniformly approximation of aggregate function to the fi-

nite max-function. The max-function can either be the maximum value of several

functions (As Li pointed in [9]) or be the maximum of finite real numbers.

Example 3.1 Finding the minimization of Rosenbrock function

f (x) = 100
(

x2 − x2
1

)2
+ (x1 − 1)2

on feasible region X := {xi ∈ {0, 1} , i = 1, 2}, the optimal value is f∗ = 0. Using

the aggregate function

max
x1,x2∈{0,1}

(−f (x)) ≈
1

p
ln
(

e−p + e−100p + e−101p + 1
)

When p = 10,

max
x1,x2∈{0,1}

(−f (x)) ≈
1

p
ln
(

e−p + e−100p + e−101p + 1
)

= 4.539889921687054e − 006

Considering an optimization problem with finite points in the feasible region:

(

P̄
)

max
x∈X

f (x) (3.6)

the aggregate function can be used to solve this problem. As the finiteness, the

derivation and proof of this are similar to [8]. However, it should be noticed that,

this maximum problem is different from the generally finite maximum problem.

The max-function of finite minimax problem is to find the maximum component of

a vector, while the max-function of (P ) and
(

P̄
)

, may be called continuous max-

function, is to find a point over a continuous set X which makes the f maximum.

4 Conclusion

A novel integral optimality condition has been investigated. Some properties of

the integral global optimality condition are given by using the auxiliary level set

function. Necessary and sufficient conditions for global optimality in terms of the

behavior of the auxiliary function are derived, so solving the primal optimization

problem is transformed to find the root of a nonlinear equation. Some algorithms for

nonlinear equation, such as the bisection method, can be used directly. Furthermore,
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from the measure theory point of view, the approximation scheme of aggregate

function to max-function in finite min-max problem is a special case of this integral

global optimality condition. This paper is just a preliminary study, further research

(including the implementations, algorithms, applications and so on) of this integral

global optimality condition remains as an important research subject.
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