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Abstract: Let p be a prime, P a finite p-group and F a Frobenius P-category. The question

on the existence of a suitable category Lsc extending the full subcategory of F over the set of

F-selfcentralizing subgroups of P goes back to Dave Benson in 1994. In 2002 Carles Broto, Ran

Levi and Bob Oliver formulate the existence and the uniqueness of the cateogry Lsc in terms

of the nullity of an obstruction 3-cohomology element and of the vanishing of a 2-cohomology

group, and they state a sufficient condition for the vanishing of these n-cohomology groups.

Recently, Amy Chermak has proved the existence and the uniqueness of Lsc via his objective

partial groups, and Bob Oliver, following some of Chermak’s methods, has also proved the

vanishing of those n-cohomology groups for n > 1, both applying the Classification of the finite

simple groups. Here we give direct proofs of the existence and the uniqueness of Lsc , and of

Oliver’s result; moreover, we complete Lsc in a suitable category L extending F in such a way

that the correpondence sending F to L is functorial.

1. Introduction

1.1. Let p be a prime, P a finite p-group and F a Frobenius P -cate-

gory [8]. The question on the existence of a suitable category L
sc

extending
the full subcategory of F over the set of F-selfcentralizing subgroups of P
[8, §3] goes back to Dave Benson in 1994 [1]. Indeed, considering our sugges-
tion of constructing a topological space from the family of classifying spaces of
the F-localizers — a family of finite groups indexed by the F-selfcentralizing
subgroups of P we had just introduced at that time [6] — Benson, in his
tentative construction, had foreseen the interest of this extension, actually
as a generalization for Frobenius P -categories of our old O-locality for finite
groups [5]

1.2. In [2] Carles Broto, Ran Levi and Bob Oliver formulate the exis-

tence and the uniqueness of the cateogry L
sc

in terms of the nullity of an
obstruction 3-cohomology element and of the vanishing of a 2-cohomology

group, respectively. They actually state a sufficient condition for the va-
nishing of the corresponding n-cohomology groups and moreover, assuming

the existence of L
sc

, they succeed in the construction of a classifying space.

1.3. As a matter of fact, if G is a finite group and P a Sylow p-subgroup
of G , the corresponding Frobenius P -category FG [5] admits an extension LG
defined over all the subgroups of P where, for any pair of subgroups Q and
R of P , the set of morphisms from R to Q is the following quotient set of
the G-transporter

LG(Q,R) = TG(R,Q)
/
O
p
(
CG(R)

)
1.3.1.
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Thus, in the general setting, if we are interested in the functoriality

of our constructions, we need not only the existence of L
sc

but the exis-

tence of a suitable category L extending F and containing L
sc

as a full sub-
category. Soon after [2], we showed that the functor from FG mapping Q

on CG(Q)
/
Op

(
CG(Q)

)
can be generalized to a functor chF from any Frobe-

nius P -category F (see 2.4 below), and that the existence of L
sc

forces the

exis-tence of a unique extension L of F by chF , namely the so-called perfect

F-locality, already introduced in [7].

1.4. Recently, Amy Chermak [3] has proved the existence and the unique-

ness of L
sc

via his objective partial groups , and Bob Oliver [4], following
some of Chermak’s methods, has also proved, for n ≥ 2 , the vanishing of the
n-cohomology groups mentioned above. In reading their preprints, we were
disappointed not only because their proofs depend on the so-called Classi-

fication of the finite simple groups (CFSG), but because in their arguments
they need strongly properties of finite groups. Indeed, since [5] we are con-
vinced that a previous classification of the so-called “local structures” will be
the way to clarify CFSG in future versions; thus, our effort in creating the
Frobenius P -categories was directed to provide a precise formal support to
the vague notion of “local structures”, independent of “environmental” finite
groups and of most of finite group properties.

1.5. Here we will show that, till now, our intuition was correct, namely

that there is a direct proof of the existence and the uniqueness of L
sc

; that
is to say, a proof that can be qualified of inner or tautological in the sense
that only pushes far enough the initial axioms. But, as we mention above,

the existence and the uniqueness of L
sc

will guarantee the existence and the
uniqueness of the perfect F-locality L defined over all the subgroups of P
and then it makes sense to discuss the functoriality of the correspondence
mapping F on L . Moreover, as a kind of converse of the mentioned result

in [2], the existence of L
sc

allows us to get a direct proof of Oliver’s result
in [4].

1.6. Let us explain how our method works. In [9, Chap. 18] we intro-
duce the F-localizers mentioned above and, as a matter of fact, we already
introduce the F -localizer LF(Q) for any subgroup Q of P (see Theorem 2.10
below), which is indeed an extension of the group F(Q) of F -automorphisms

of Q , by the p-group chF (Q) (cf. 1.3). More precisely, it makes sense to con-
sider the F -localizer LF(q) for any F-chain q (cf. 3.3 below) and then, with
the quotients

L̄F(q) = LF(q)
/
[chF (Q), chF (Q)] 1.6.1,

we succeed in building the F-localizing functor locF (see Proposition 3.7

below), which will play a critical role in our proof of the existence of L
sc

.
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1.7. More generally, in [9, Chap. 17] we introduce the F-localities as a
wider framework where to look for the perfect F-locality. Considering the
category TP where the objects are all the subgroups of P , where the set of
morphisms from R to Q is the P -transporter TP (R,Q) and where the com-
position is induced by the product in P , we call F-locality any extension
π :L → F of the category F endowed with a functor τ : TP → L such that
the composition π ◦ τ : TP → F is the canonical functor defined by the con-
jugation in P ; of course, we add some suitable conditions as divisibility and
p-coherence (see 2.8 below). As a matter of fact, a perfect F-locality is just
a divisible F-locality L where the group L(Q) of L-automorphisms of any
subgroup Q of P coincides with the F-localizer of Q (see 2.11 below).

1.8. It turns out that there are indeed other F -localities, easier to con-
struct, which deserve consideration; they depend on the existence of the
F-basic P × P -sets Ω introduced in [9, Chap. 21] which allows the realiza-
tion of F inside the symmetric group of Ω , and then, the consideration of
F -localities as defined in [5]. In [9, Chap. 22] we introduce the so-called
basic F-locality which, although too “big”, is canonically associated with
F and will be a “support” for the construction of the perfect F-locality.
More precisely, in [9, Chap. 24] we show that the very structure of a perfect

F
sc

-locality L
sc

supplies a particular F-basic P ×P -set that, from the corre-

sponding basic F-locality, allows the construction of the reduced F
sc

-locality

which contains L
sc

[9, Corollary 24.18].

1.9. At this point, on the one hand this particular F-basic P × P -set
can be described directly, without assuming the existence of L

sc

. On the

other hand, any p-coherent F-locality L̂ determines a functor mapping any

L̂-chain q̂ on the group L̂(q̂) of L̂-automorphisms of q̂ (see 3.2 below); assum-

ing that the kernels of the structural group homomorphisms L̂(q̂) → F(q)
are Abelian, this functor enable us to construct a new functor locL̂ analogous
to the F-localizing functor locF mentioned above and, as a matter of fact,
in this context locF becomes “universal” in the sense that there is a unique
suitable natural map λL̂ : locF → locL̂ (see Proposition 3.9 below).

1.10. What about the “image” of λL̂? More precisely, is there a co-

herent F-sublocality L of L̂ such that the corresponding natural map λL is
surjective? In this case, restricting our attention to the full subcategories

F
sc

, L̂
sc

and L
sc

over the set of F -selfcentralizing subgroups Q of P and as-

suming that L̂ is “big enough” — for instance, that it is the basic F-locality
— it turns out that the group L(Q) of L-automorphisms of Q coincides with

the F-localizer of Q (cf. 1.6.1) and therefore that L
sc

would be a perfect

F
sc

-locality (cf. 1.7). Note that a positive answer to this question would ex-
tend the “universal” character of the F-localizing functor to some universality

of the perfect F
sc

-locality.
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1.11. As in [2], we have been able to formulate this question in coho-

mological terms [9 Proposition 18.28]; but, our formulation only needs to
consider the so-called stable cohomology groups [9, A3.17], which a priori

can be expected to be smaller than the ordinary ones. Denoting by F̃
sc

the

exterior quotient of the category F
sc

[9, 1.3], by k a perfect field of charac-
teristic p , by k-mod the category of finite dimensional k-vector spaces and by

m : F̃
sc

→ k-mod a contravariant functor, our key result is that, if n ≥ 1 , the

stable cohomology groups Hn∗ (F̃
sc

,m) vanish. The fact that this result only
covers characteristic p forbids us to apply [9, Propositions 18.28 and 18.29]
as it stands, but an inductive argument will solve the problem.

1.12. Although this result and the choice of L̂ as the basic F-locality
would suffice to prove the existence of a perfect F

sc

-locality, the choice of

a F
sc

-locality which has to contain L
sc

, as described above, and our key

result allow us to prove the uniqueness of the perfect F
sc

-locality [9, Proposi-
tion 18.29]. Then, as mentioned above, we already get the existence and the
uniqueness of the perfect F-locality L [9, Chap. 20].

1.13. Once we have the existence and the uniqueness of L
sc

and L , the
universality of the perfect F-locality in the category of p-coherent F-localities
will follow from the “universal” character of the F-localizing functor men-
tioned above, from our key result, and from a suitable inductive argument.
Finally, from this universality we will obtain the functoriality of the perfect

F-localities , from the category formed by the pairs (P,F) where P is a finite
p-group and F a Frobenius P -category, and by the morphisms

(α, fα) : (P,F) −→ (P ′,F ′) 1.13.1

where α :P → P ′ is a (F ,F ′)-functorial group homomorphism and fα the
corresponding Frobenius functor [9, 12.1].

1.14. Moreover, denoting by O a complete discrete valuation ring of
characteristic zero lifting k , by O-mod the category of finitely generated

O-modules and by m : F̃
sc

→ O-mod a contravariant functor sending the

F̃
sc

-morphisms to injective O-module homomorphisms, we consider a new

contravariant functor m̂ : F̃
sc

→ O-mod containing m , in such a way that the

existence of L
sc

enable us to prove that, for any n ≥ 1, we have

H
n(F̃

sc

, m̂) = {0} and H
n(F̃

sc

, m̂/m) = {0} 1.14.1,

which, for any n ≥ 2 , forces

H
1(F̃

sc

,m) ∼= lim
←−

(m̂/m)
/
(lim
←−

m̂/ lim
←−

m) and H
n(F̃

sc

,m) = {0} 1.14.2.

1.15. After recalling our terminology and some quoted results, we follow
the pattern of the Introduction since 1.6, except that, for inductive purposes,
we replace the whole set of F -selfcentralizing subgroups of P by a nonempty
set X of F -selfcentralizing subgroups containing any subgroup of P admitting
an F -morphism from some subgroup in X .
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2. Frobenius P -categories and coherent F-localities

2.1. Denote by iGr the category formed by the finite groups and by the
injective group homomorphisms. Recall that, for any category C , C◦ denotes
the opposite category and, for any C-object C , CC (or (C)C to avoid confu-
sion) denotes the category of “C-morphisms to C” [9, 1.7] ; if any C-object

admits inner automorphisms we denote by C̃ the corresponding quotient and
call it the exterior quotient of C [9, 1.3]. Let p be a prime; for any finite
p-group P we denote by FP the subcategory of iGr where the objects are
all the subgroups of P and the morphisms are the group homomorphisms
induced by conjugation by elements of P .

2.2. A Frobenius P -category F is a subcategory of iGr containing FP
where the objects are all the subgroups of P and the morphisms fulfill the
following three conditions [9, 2.8 and Proposition 2.11]

2.2.1 For any subgroup Q of P the inclusion functor (F)Q → (iGr)Q is full.

2.2.2 FP (P ) is a Sylow p-subgroup of F(P ) .

2.2.3 Assume that Q is a subgroup of P fulfilling ξ
(
CP (Q)

)
= CP

(
ξ(Q)

)

for any F-morphism ξ :Q·CP (Q) → P , that ϕ :Q → P is an F-morphism

and that R is a subgroup of NP
(
ϕ(Q)

)
containing ϕ(Q) such that FP (Q)

contains the action of FR
(
ϕ(Q)

)
over Q via ϕ . Then there is an F-morphism

ζ :R→ P fulfilling ζ
(
ϕ(u)

)
= u for any u ∈ Q .

As in [9, 1.2], for any pair of subgroups Q and R of P , we denote by F(Q,R)
the set of F -morphisms from Q to R and set F(Q) = F(Q,Q) . If G is a
finite subgroup admitting P as a Sylow p-subgroup, we denote by FG the
Frobenius P -category where the morphisms are the group homomorphisms
induced by conjugation by elements of G .

2.3. Fix a Frobenius P -category F ; for any subgroup Q of P and any
subgroup K of the group Aut(Q) of automorphisms of Q , we say that Q is
fully K-normalized in F if we have [9, 2.6]

ξ
(
NK
P (Q)

)
= N

ξK
P

(
ξ(Q)

)
2.3.1

for any F -morphism ξ :Q·NK
P (Q)→ P , where NK

P (Q) is the converse image
of K in NP (Q) via the canonical group homomorphism NP (Q) → Aut(Q)

and ξK is the image of K in Aut
(
ξ(Q)

)
via ξ . Recall that if Q is fully

K-normalized in F then we have a new Frobenius NK
P (Q)-category NK

F (Q)

where, for any pair of subgroups R and T of NK
P (Q) ,

(
NK
F (Q)

)
(R, T ) is

the set of group homomorphisms from T to R induced by the F -morphisms
ψ :Q·T → Q·R which stabilize Q and induce on it an element of K [9, 2.14
and Proposition 2.16].
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2.4. We denote by HF the F-hyperfocal subgroup of P which is the
subgroup generated by the sets {u−1σ(u)}u∈Q where Q runs over the set of
subgroups of P and σ over the set of p′-elements of F(Q) [9, 13.2]. As above,
for any subgroup Q of P fully centralized in F — namely, withK = {1}— we
have the Frobenius CP (Q)-category CF (Q) and therefore we can consider the
CF (Q)-hyperfocal subgroupHCF (Q) of CP (Q) ; then, in [9, Proposition 13.14]

we exhibit a unique contravariant functor

chF : F −→ G̃r 2.4.1

where G̃r denotes the exterior quotient of the category Gr of finite groups,
mapping any subgroup Q of P fully centralized in F on CP (Q)/HCF (Q) and

any F -morphism ϕ :R → Q from a subgroup R of P fully centralized in F

on a G̃r-morphism induced by an F -morphism

ϕ(R)·CP (Q) −→ R·CP (R) 2.4.2

sending ϕ(v) to v for any v ∈ R .

2.5. We say that a subgroup U of P is F-stable if we have ϕ(Q∩U) ⊂ U
for any subgroup Q of P and any F -morphism ϕ :Q → P ; then, setting
P̄ = P/U , there is a Frobenius P̄ -category F̄ = F/U such that the canonical

homomorphism ̟ :P → P̄ is (F , F̄)-functorial and the corresponding Frobe-

nius functor f̟ :F → F̄ is surjective over the subgroups of P containing U
[9 Proposition 12.3]. In particular, if Q is a subgroup of P fully normalized
in F , it follows from [9, Proposition 13.9] that HCF (Q) is a NF(Q)-stable

subgroup of NP (Q) and therefore we can consider the quotients

NP (Q) = NP (Q)/HCF (Q) and NF(Q) = NF(Q)/HCF (Q) 2.5.1.

2.6. We say that a subgroup Q of P is F-selfcentralizing if we have

CP
(
ϕ(Q)) ⊂ ϕ(Q) 2.6.1

for any ϕ ∈ F(P,Q) ; we denote by F
sc

the full subcategory of F over the set
of F -selfcentralizing subgroups of P . More generally, as mentioned above we
consider a nonempty set X of subgroups of P containing any subgroup of P
admitting an F -morphism from some subgroup in X and then we denote by

F
X

the full subcategory of F over the set X of objects; in most situations,
the subgroups in X will be F -selfcentralizing.

2.7. Denote by T
X

P the full subcategory of TP over the set X and by

κX : T
X

P → F
X

the canonical functor determined by the conjugation. An

F
X

-locality L
X

is a category where X is the set of objects, endowed with two
functors

τX : T
X

P −→ L
X

and πX : L
X

−→ F
X

2.7.1
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which are the identity on the set of objects and fulfill πX ◦ τX = κX , πX

being full ; as above, for any pair of subgroups Q and R in X , we denote by

L
X

(Q,R) the set of L
X

-morphisms from R to Q and by

τX

Q,R
: T

X

P (Q,R)→ L
X

(Q,R) and πX

Q,R
:L

X

(Q,R)→ F
X

(Q,R) 2.7.2

the corresponding maps; we write Q only once if Q = R .

2.8. We say that L
X

is divisible if, for any pair of subgroups Q and R

in X , Ker(πX

R
) acts regularly on the “fibers” of πX

Q,R
, and that L

X

is coherent

if moreover, for any x ∈ L
X

(Q,R) and any v ∈ R . we have [9, 17.8 and 17.9]

x·τX

R
(v) = τX

Q

((
πX

Q,R
(x)

)
(v)

)
·x 2.8.1.

More precisely, we say that L
X

is p-coherent if moreover, for any subgroup Q
in X , the kernel Ker(πX

Q
) is a p-group; in this case, it follows from [9, 17.13]

that if Q is fully centralized in F then we have

HCF (Q) ⊂ Ker(τX

Q
) 2.8.2.

Finally, we say that L
X

is perfect if it is p-coherent and for any subgroup Q
in X fully centralized in F we have [9, 17.13]

HCF (Q) = Ker(τX

Q
) 2.8.3.

2.9. With the notation in 2.5.1, we are interested in the NF (Q)-locality

NF ,Q(Q) where the morphisms are the pairs formed by an NF(Q)-morphism
and by an automorphism of Q , both determined by the same F -morphism
[9, 18.3], and where the composition and the structural functors are the
obvious ones. Similarly, if L is a finite group acting on Q , we are interested
in the FL-locality FL,Q where the morphisms are the pairs formed by an
FL-morphism and by an automorphism of Q , both determined by the same

element of L .We are ready to describe the F-localizer of Q [9, Theorem 18.6].

Theorem 2.10. For any subgroup Q of P fully normalized in F there is a

triple formed by a finite group LF(Q) and by two group homomorphisms

τ
Q
: NP (Q) −→ LF(Q) and π

Q
: LF(Q) −→ F(Q) 2.10.1

such that π
Q
◦τ

Q
is induced by the NP (Q)-conjugation, that we have the exact

sequence

1 −→ HCF (Q) −→ CP (Q)
τ
Q
−→ LF(Q)

π
Q
−→ F(Q) −→ 1 2.10.2

and that π
Q
and τ

Q
induce an equivalence of categories

NF ,Q(Q) ∼= FLF (Q),Q 2.10.3.

Moreover, for another such a triple L′ , τ ′
Q
and π′

Q
, there is a group isomor-

phism λ :LF(Q) ∼= L′ , unique up to chF (Q)-conjugation, fulfilling λ ◦ τ
Q
= τ ′

Q

and π′
Q
◦ λ = π

Q
.
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2.11. For any subgroup Q of P fully normalized in F , we call F-localizer
of Q any finite group L endowed with two group homomorphisms as in 2.10.1

fulfilling the conditions 2.10.2 and 2.10.3. Note that, if L
X

is an F
X

-locality
then, for any Q ∈ X , the structural functors τX and πX determine two group
homomorphisms (cf. 2.7.2)

τX

Q
: NP (Q) −→ L

X

(Q) and πX

Q
: L

X

(Q) −→ F(Q) 2.11.1

and πX

Q
is surjective; in particular, if Q is fully normalized in F then, since

FP (Q) is a Sylow p-subgroup of F(Q) [9, Proposition 2.11], τX

Q

(
NP (Q)

)
is

a Sylow p-subgroup of L
X

(Q) if and only if it contains a Sylow p-subgroup

of Ker(πX

Q
) . Consequently, if L

X

is divisible and, for any Q ∈ X fully nor-

malized in F , the group L
X

(Q) endowed with τX

Q
and πX

Q
is an F -localizer

of Q , it is easily checked from [9, Proposition 17.10] that L
X

is coherent and

therefore that it is a perfect F
X

-locality. Actually, the converse statement is
true and it is easily checked from [9, Proposition 18.4].

3. The F-localizing functor

3.1. For any n ∈ N , let us consider the n-simplex ∆n as a category where
the objects are the elements of ∆n and the set of morphisms from i ∈ ∆n to
j ∈ ∆n is either the set of one element i•j or the empty set according to i ≤ j
or i > j [9, A1.7]. Then, the proper category of chains ch∗(F) of F [9, A2.8]
is the category formed by the pairs (q,∆n) where n ∈ N and q : ∆n → F is
a functor, with the morphisms from (q,∆n) to another object (r,∆m) given
by the pairs (ν, δ) where δ : ∆m → ∆n is a functor or, equivalently, an order-
preserving map, and ν : q ◦ δ ∼= r is a natural isomorphism, the composition
with another morphism (µ, ε) : (r,∆m)→ (t,∆ℓ) being defined by [9, A2.6.3]

(µ, ε) ◦ (ν, δ) =
(
µ ◦ (ν ∗ ε), δ ◦ ε

)
3.1.1.

Occasionally, we write (ν, δ)q instead of (ν, δ) to avoid confusion.

3.2. Then, it is easily checked that we have a functor [9, Proposi-
tion A2.10]

autF : ch∗(F) −→ Gr 3.2.1

mapping any ch∗(F)-object (q,∆n) on its group of automorphisms in ch∗(F) ,

denoted by F(q) . Similarly, for any F
X

-locality L
X

we have the proper cate-

gory of chains ch∗(L
X

) of L
X

and the corresponding functor

autLX : ch∗(L
X

) −→ Gr 3.2.2;

once again, we denote by L
X

(q̂) the group of ch∗(L
X

)-automorphisms of an

ch∗(L
X

)-object (q̂,∆n) .
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3.3. Actually, we identify F(q) with the stabilizer in F
(
q(n)

)
of all

the subgroups Im
(
q(i•n)

)
when i runs over ∆n and we say that q is fully

normalized in F if q(n) is fully F(q)-normalized in F ; in this case, we set

NP (q) = N
F(q)
P

(
q(n)

)
and NF(q) = N

F(q)
F

(
q(n)

)
3.3.1

and we know that NF(q) is a Frobenius NP (q)-category [9, Proposition 2.16];

moreover, since there is an F -morphism ζ : q(n)·NP (q)→ P such that ζ
(
q(n)

)

is fully normalized in F [9, Proposition 2.7], it easily follows from Theo-
rem 2.10 that we also have an F-localizer of q , namely a finite group LF(q)
endowed with two group homomorphisms

τq : NP (q) −→ LF(q) and πq : LF(q) −→ F(q) 3.3.2

such that πq◦τq is induced by the NP (q)-conjugation, that we have the exact
sequence

1 −→ HCF (q(n)) −→ CP
(
q(n)

) τq
−→ LF(q)

πq

−→ F(q) −→ 1 3.3.3

and that πq and τq induce an equivalence of categories

NF ,q(n)(q) ∼= FLF(q),q(n) 3.3.4.

3.4. On the other hand, let us denote by Loc the category where
the objects are the pairs (L,Q) formed by a finite group L and a normal
p-subgroup Q of L and where the morphisms from (L,Q) to (L′, Q′) are
the group homomorphisms f :L → L′ fulfilling f(Q) ⊂ Q′ . Actually, any
object (L,Q) admit as inner automorphisms the automorphisms determined

by the Q-conjugation; we denote by L̃oc the corresponding exterior quotient

(cf. 2.1). That is to say, the category L̃oc has the same objects as Loc and the
morphisms from (L,Q) to (L′, Q′) are the Q′-conjugacy classes of group ho-
momorphisms f :L→ L′ fulfilling f(Q) ⊂ Q′ . Note that we have an evident
functor

lv : L̃oc −→ Gr 3.4.1

mapping (L,Q) on L/Q .

3.5. Assume that any element of X is F -selfcentralizing; in particular,
any Q ∈ X is fully centralized in F and we have [9, 4.3 and 13.2.2]

CF (Q) = FZ(Q) and HCF (Q) = {1} 3.5.1.

Moreover, assuming the existence of a perfect F
X

-locality P
X

, it follows
from 2.11 that the functor 3.2.2 induces a new functor

locPX : ch∗(F
X

) −→ L̃oc 3.5.2

mapping any ch∗(F
X

)-object (q,∆n) on
(
P

X

(q̂), Z(q(n))
)
where q̂ : ∆n → P

X

is a functor lifting q and we identify Z(q(n)) with its structural image; as
a matter of fact, from the existence of the F-localizers we can obtain this

functor — called the F
X

-localizing functor — without assuming the existence

of P
X

.
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3.6. Indeed, let (ν, δ) : (r,∆m)→ (q,∆n) be a ch∗(F
X

)-morphism; thus,
the functor autF gives a group homomorphism

autF(ν, δ) : F(r) −→ F(q) 3.6.1

and, assuming that q is fully normalized in F , there is ρ ∈ F(q) such that
[9, Proposition 2.11]

(
autF(ν, δ)

)(
FP (r)

)
⊂ FP (q)

ρ 3.6.2.

Then, assuming that r is fully normalized in F too, it follows from [9, Propo-
sition 18.16] that there is a group homomorphism

λ(ν,δ) : LF (r) −→ LF(q) 3.6.3

such that
πq ◦ λ(ν,δ) = autF(ν, δ) ◦ πr 3.6.4

and that, identifying NP (q) and NP (r) with their respective images via τq
and τr , for some r ∈ LF(q) lifting ρ we have

λ(ν,δ)(v) = ζ(ν,δ)(v)
r 3.6.5.

for any v ∈ NP (r) , where the F -morphism

ζ(ν,δ) : NP (r)·Im
(
r(δ(n) •m)

)
−→ NP (q)·q(n) 3.6.6

comes from [9, Proposition 2.11] and fulfillis ζ(ν,δ)
(
r(δ(n)•m)(v)

)
= ρ

(
νn(v)

)

for any v ∈ r
(
δ(n)

)
. Now, the following statement is easily checked from

[9, Proposition 18.19].

Proposition 3.7 Assume that any element of X is F-selfcentralizing. There

is a unique isomorphism class of functors

locFX : ch∗(F
X

) −→ L̃oc 3.7.1

mapping any ch∗(F
X

)-object (q,∆n) such that q is fully normalized in F , on(
LF(q), Z(q(n))

)
and any ch∗(F

X

)-morphism (ν, δ) : (r,∆m)→ (q,∆n) such

that r is also fully normalized in F , on the L̃oc-morphism

locFX (ν, δ) :
(
LF(r), Z(r(n))

)
−→

(
LF(q), Z(q(n))

)
3.7.2

determined by λ(ν,δ) . In particular, we have lv ◦ locFX
∼= autFX .

3.8. More generally, let a category L
X

endowed with two functors

τX : T
X

P −→ L
X

and πX : L
X

−→ F
X

3.8.1

be a p-coherent F
X

-locality and assume that Ker(πX

Q
) is Abelian for any

Q ∈ X ; then, the functor autLX still induces a new functor

locLX : ch∗(F
X

) −→ L̃oc 3.8.2
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mapping any ch∗(F
X

)-object (q,∆n) on
(
L

X

(q̂),Ker(πX

q(n))
)
where as above

q̂ : ∆n → L
X

is a functor lifting q , and we still have lv ◦ locLX
∼= autFX .

A critical point for our argument is the following “universal” property of the

F
X

-localizing functor which is easily checked from [9, Proposition 18.21] and
from 2.11 above.

Proposition 3.9 With the notation and hypothesis above, there is a unique

natural map

λLX : locFX −→ locLX 3.9.1

such that lv ∗ λLX = idaut
F

X
and that, for any F

X

-chain q : ∆n → F
X

fully

normalized in F , we have (λLX )(q,∆n) ◦ τ
X
q = τX

q̂ where q̂ : ∆n → L
X

is a

functor lifting q . In particular, λLX is an isomorphism if and only if L
X

is

a perfect F
X

-locality.

3.10. Till the end of this section, we will seek for the possible existence

of a F
X

-sublocality P
X

of L
X

realizing the “image” of λ
LX [9, 18.23-18.29].

Note that, denoting by L̄
X

the quotient F
X

-locality of L
X

defined by

L̄
X

(Q,R) = L
X

(Q,R)/τX

R

(
Z(R)

)
3.10.1

for any Q,R ∈ X , which is easily checked to be coherent , it follows from

Proposition 3.9 that the existence of P
X

is equivalent to the existence of a

section F
X

→ L̄
X

of the structural functor π̄X : L̄
X

→ F
X

, and we will do a

careful choice of liftings for any L̄
X

-morphism x̄ :R→ Q .

3.11. Thus, till the end of this section, we assume that τX

Q

(
Z(Q)

)
= {1}

for anyQ ∈ X . Denoting by (Q,∆0) the obvious ch
∗(F

X

)-object and choosing

a representative λQ of the L̃oc-morphism

(λLX )(Q,∆0) :
(
LF(Q), Z(Q)

)
−→

(
L

X

(Q),Ker(πX

Q
)
)

3.11.1,

it is clear that the image of the F -localizer in L
X

(Q) is isomorphic to F(Q)
and therefore we have

L
X

(Q) ∼= Ker(πX

Q
)⋊ F(Q) 3.11.2.

Similarly, for any F
X

-morphism ϕ :R → Q , let us denote by (ϕ,∆1) the

ch∗(F
X

)-object determined by the F
X

-chain mapping 0 on R , 1 on Q and
the ∆1-morphism 0 • 1 on ϕ ; then, the divisibility of F [9, 2.4] forces a
canonical isomorphism

aut
FX (ϕ,∆1) ∼= F(Q)R′ 3.11.3
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where we set R′ = ϕ(R) and, as usual, F(Q)R′ denotes the stabilizer of R′

in F(Q) , and moreover the functor autFX [9, Proposition A2.10] maps the

obvious ch∗(F
X

)-morphism

(idR, δ
0
1)ϕ : (ϕ,∆1) −→ (R,∆0) 3.11.4,

in the group homomorphism F(Q)R′ → F(R) mapping ρ ∈ F(Q)R′ on the
unique σ ∈ F(R) fulfilling ϕ ◦ σ = ρ ◦ ϕ .

3.12. Mutatis mutandis , for any L
X

-morphism x :R → Q , let us denote

by (x,∆1) the ch∗(L
X

)-object determined by the L
X

-chain mapping 0 on R ,

1 on Q and the ∆1-morphism 0 • 1 on x ; then, the divisibility of L
X

[9, 17.7]
forces a canonical isomorphism

autLX (x,∆1) ∼= L
X

(Q)R′ 3.12.1

where we setR′ =
(
πX

Q,R
(x)

)
(R) and, as above, L

X

(Q)R′ denotes the stabilizer

of R′ in L
X

(Q) , and moreover the functor aut
LX [9, Proposition A2.10] maps

the obvious ch∗(L
X

)-morphism

(τ
R
(1), δ01)x : (x,∆1) −→ (R,∆0) 3.12.2,

in the group homomorphism cx :L
X

(Q)R′ → L
X

(R) mapping r ∈ L
X

(Q)R′

on the unique s ∈ L
X

(R) fulfilling x·s = r·x . Then, the functor locLX in 3.8

above maps (x,∆1) on
(
L

X

(Q)R′ ,Ker(π
X

Q
)
)
and, setting ϕ = πX

Q,R
(x) , it maps

(idR, δ
0
1)ϕ in the L̃oc-morphism

(
L

X

(Q)R′ ,Ker(πX

Q
)
)
−→

(
L

X

(R),Ker(πX

R
)
)

3.12.3

determined by cx .

3.13. Moreover, the structural functor πX :L
X

→ F
X

determines a na-

tural map [9. Proposition A2.10]

autπX : autLX −→ autFX ◦ ch∗(πX) 3.13.1

which, identifyingGr with the full subcategory of L̃oc over the objects (G, {1})
where G runs over the finite groups, it factorizes through a natural map

locπX : locLX −→ autFX 3.13.2;

then, this natural map and the natural map λLX : locFX → locLX in Propo-

sition 3.9, both applied to the ch∗(F
X

)-morphism 3.11.4, yield the following
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commutative L̃oc-diagram

(
LF(R), Z(R)

) (λ
L
X )(R,∆0)

−−−−−−−→
(
L

X

(R),Ker(πX

R
)
)
−→ F(R)xloc

F
X ((idR,δ

0
1)ϕ) loc

L
X ((idR,δ

0
1)ϕ)

x aut
F

X ((idR,δ
0
1)ϕ)

x
(
LF(Q)R′ , Z(Q)

) (λ
L
X )(ϕ,∆1)

−−−−−−−→
(
L

X

(Q)R′ ,Ker(πX

Q
)
)
−→ F(Q)R′

3.13.3;

hence, for a suitable xϕ ∈ L
X

(Q,R) lifting ϕ ∈ F(Q,R) , we still have the
commutative diagram of group homomorphisms

LF(R)
λ
R−−→ L

X

(R) −→ F(R)x cxϕ

x x

LF (Q)R′ −→ L
X

(Q)R′ −→ F(Q)R′

3.13.4.

3.14. Now, it is clear that the images of the horizontal left-hand homo-
morphisms supplie sections for the horizontal right-hand homomorphisms;
in particular, identifying F(R) and F(Q)R′ with their respective images

in L
X

(R) and L
X

(Q)R′ , for any ρ ∈ F(Q)R′ and any σ ∈ F(R) fulfilling

ϕ ◦ σ = ρ ◦ ϕ , in L
X

(Q,R) we still have xϕ·σ = ρ·xϕ . Consequently, con-
sidering a set of representatives in X for the set of its F -isomorphism classes,

and the action of F(Q) × F(R) on L
X

(Q,R) defined by the composition on

the left and on the right via the inclusions F(Q) ⊂ L
X

(Q) and F(R) ⊂ L
X

(R)

chosen in 3.10, for any ϕ ∈ F(Q,R) we can choose a lifting xϕ ∈ L
X

(Q,R)
in such a way that [9, 18.27.3]

3.14.1 We have xρ◦ϕ◦σ = ρ·xϕ·σ for any ρ ∈ F(Q) and any σ ∈ F(R) .

4. The key result

4.1. Let k be a field of characteristic p and denote by k-mod the cate-
gory of finite dimensional k-vector spaces. Assume that any element of X is

F -selfcentralizing, denote by F̃
X

the usual exterior quotient of F
X

(cf. 2.1)

and consider a contravariant functor mX : F̃
X

→ k-mod . In this section, we

will prove the nullity of the stable cohomology groups Hn∗ (F̃
X

,mX) for n ≥ 1 .

4.2. Recall that the usual cohomology groups are defined by

H
n(F̃

X

,mX) = Ker(dn)/Im(dn−1) 4.2.1

where, denoting by Fct(∆n, F̃
X

) the set of functors from ∆n to F̃
X

, and
setting

Im(d−1) = {0} and C
n(F̃

X

,mX) =
∏

q∈Fct(∆n,F̃
X )

mX
(
q(0)

)
4.2.2,
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for any n ∈ N we denote by

dn : Cn(F̃
X

,mX) −→ C
n+1(F̃

X

,mX) 4.2.3

the usual differential map [9, A3.11]. Then, for any n ∈ N consider the

k-submodule Cn∗ (F̃
X

,mX) of stable elements of Cn(F̃
X

,mX) , namely the el-
ements m = (mq)q∈Fct(∆n,F̃X) fulfilling

mq =
(
m(ν̃0)

)
(mq′) 4.2.4

for any natural isomorphism ν̃ : q ∼= q′ between two F̃
X

-chains q : ∆n → F̃
X

and q′ : ∆n → F̃
X

; it is easily checked that, for any n ∈ N , the differential
map dn preserve the stable elements and, denoting by d∗n the corresponding
restriction, we define

H
n
∗ (F̃

X

,mX) = Ker(d∗n)/Im(d∗n−1) 4.2.5.

4.3. In order to prove that these groups vanish for n ≥ 1 , let us recall

some features of the category F̃
X

. It follows from [9, Corollary 4.9] that,

for any triple of subgroups Q , R and T in X , any F̃ -morphism α̃ :Q → R

induces an injective map from F̃(T,R) to F̃(T,Q) and then we set

F̃(T,Q)α̃ = F̃(T,Q)−
⋃

θ̃′

F̃(T,Q′) ◦ θ̃′ 4.3.1,

where θ̃′ runs over the set of F̃-nonisomorphisms θ̃′ :Q → Q′ from Q or,

equivalently, the set of nonfinal (F̃◦)Q-objects (cf. 2.1) fulfilling α̃′ ◦ θ̃′ = α̃

for some α̃′ ∈ F̃(R,Q′) ; in this case, according to [9, Corollary 4.9], α̃′ is

uniquely determined, and we simply say that θ̃′ divides α̃ setting α̃′ = α̃/θ̃′ .
Note that the existence of α̃′ is equivalent to the existence of a subgroup of R
which is F -isomorphic to Q′ and contains α(Q) for a representative α ∈ α̃ ; in

particular, we have F̃(T,Q)α̃ = F̃(T,Q) if and only if α̃ is an isomorphism.

4.4. Actually, an element β̃ ∈ F̃(T,Q) which can be extended to Q′

via θ̃′ , a fortiori it can be extended toNQ′

(
θ′(Q)

)
for a representative θ′ ∈ θ̃′ ;

hence, it follows from condition 2.2.3 above that β̃ belongs to F̃(T,Q)α̃ if and

only if, for some representative β ∈ β̃ , we have

α∗

FR
(
α(Q)

)
∩ β

∗

FT
(
β(Q)

)
= FQ(Q) 4.4.1

where α∗ :α(Q) ∼= Q and β∗ :β(Q) ∼= Q denote the inverse of the isomor-
phisms respectively induced by α and β , and, in particular, we get

4.4.2 β̃ ∈ F̃(T,Q)α̃ is equivalent to α̃ ∈ F̃(R,Q)β̃ .
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Moreover, the quotient

NR
(
α(Q)

)/
α(Q) = N̄R

(
α(Q)

)
∼= α∗

F̃R
(
α(Q)

)
4.4.3

clearly acts on F̃(T,Q)α̃ by composition on the right-hand, and from equal-
ity 4.4.1 it is easily checked that [9, 6.6.4]

4.4.4 N̄R
(
α(Q)

)
acts freely on F̃(T,Q)α̃ . In particular, if α̃ is not an

F̃-isomorphism then p divides |F̃(T,Q)α̃| .

The next result follows from [9, Proposition 6.7].

Proposition 4.5 For any triple of subgroups Q , R and T in X and any

α̃ ∈ F̃(R,Q) , we have

F̃(T,Q) =
⊔

θ̃′

F̃(T,Q′)α̃/θ̃′ ◦ θ̃
′ 4.5.1

where θ̃′ :Q → Q′ runs over a set of representatives for the isomorphism

classes of (F̃◦)Q-objects dividing α̃ . Moreover, p does not divide |F̃(P,Q)| .

4.6. If Q is a subgroup of P and R a subgroup of Q , we denote by ιQR the

group homomorphism determined by the inclusion. Now, for any F̃
X

-chain

q : ∆n → F̃
X

(cf. 3.1), let us denote by Wq the set of pairs (µ̃, q′) formed by

an F̃
X

-chain q′ : ∆n → F̃
X

fulfilling

q′(i− 1) ⊂ q′(i) and q′(i−1 • i) = ι̃
q′(i)
q′(i−1) 4.6.1

for any 1 ≤ i ≤ n , and by a natural map µ̃ : q′ → q such that ι̃Pq′(i) belongs

to F̃
(
P, q′(i)

)
µ̃i

for any i ∈ ∆n (cf. 4.3.1). Note that, for any 1 ≤ i ≤ n ,

applying Proposition 4.5 to the F -morphism ι̃Pq′(i−1) , the composition

q(i−1• i) ◦ µ̃i−1 : q′(i− 1) −→ q(i) 4.6.2

determines a subgroup q′(i) of P containing q′(i − 1) and an F̃ -morphism

µ̃i ∈ F̃
(
q(i), q′(i)

)
fulfilling

q(i−1• i) ◦ µ̃i−1 = µ̃i ◦ ι̃
q(i)
q′(i−1 4.6.3;

that is to say, the pair (µ̃, q′) is actually determined by the subgroup q′(0)

and the F̃ -morphism µ̃0 : q
′(0)→ q(0) .

4.7. For any (µ̃, q′) ∈ Wq and any ℓ ∈ ∆n , recall that we denote by

hnℓ (µ̃) :∆n+1 → F̃
X

the functor which coincides with q′ over ∆ℓ and maps
i ∈ ∆n+1 −∆ℓ on q(i− 1) and ℓ • ℓ+1 on µ̃ℓ : q

′(ℓ)→ q(ℓ) [9, Lemma A4.2];
moreover, denote by

hnn+1(µ̂) : ∆n+1 −→ F̃
X̂

4.7.1
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the F̃
X̂

-chain extending q′ and mapping n + 1 on P and n • n+1 on ι̃Pq′(n) .

Then, any ch∗(F̃
X

)-isomorphism ν̃ : q ∼= r between two F̃
X

-chains clearly
induces a bijection between Wq and Wr mapping (µ̃, q′) ∈ Wq on (ν̃ ◦ µ̃, q′)
and, for any ℓ ∈ ∆n+1 , we have the natural isomorphism

hnℓ (ν̃) : h
n
ℓ (µ̃)

∼= hnℓ (ν̃ ◦ µ̃) 4.7.2

mapping i ∈ ∆ℓ on ĩdq′(i) or on ĩdP if i = ℓ = n + 1 , and i ∈ ∆n+1 − ∆ℓ

on ν̃i−1 ; note that the bijectionWq
∼=Wr is already induced by ν̃0 .Moreover,

for any u ∈ P , it makes sense to consider q′u and the conjugation by u

defines a natural isomorphism κ̃q
′

u : q′u ∼= q′ ; then, the pair (µ̃ ◦ (κ̃q
′

u )
−1, q′u)

still belongs to Wq and we have an analogous natural isomorphism

h̄nℓ (κ̃
q′

u ) : h
n
ℓ (µ̃ ◦ (κ̃

q′

u )
−1) ∼= hnℓ (µ̃) 4.7.3.

Teorem 4.8. For any contravariant functor mX : F̃
X

−→ k-mod and any

n ≥ 1 , we have

H
n
∗ (F̃

X

,mX) = {0} 4.8.1.

Proof: Since F̃(P ) is a p′-group (cf. 2.2.2), if X = {P} then we clearly have
[9, Proposition A4.13]

H
n
∗

(
F̃

X

,mX) = H
n
(
F̃

X

,mX) = H
n(F̃(P ),m(P )

)
= {0} 4.8.2.

Assuming that X 6= {P} , we argue by induction on |X| and, setting

X = Y ⊔ {θ(U) | θ ∈ F(P,U)} 4.8.3,

for a minimal element U ∈ X , we may assume that for any n ≤ 1 we have

H
n
∗ (F̃

Y

,mY) = {0} 4.8.4

where mY denotes the restriction of mX to F̃
Y

.

With the notation in 4.2 above, consider the following commutative dia-
gram

0 0 0
↑ ↑ ↑

C0
∗(F̃

Y

,mY)
d
Y

0−→ C1
∗(F̃

Y

,mY)
d
Y

1−→ C2
∗(F̃

Y

,mY)
d
Y

2−→ . . .
↑ ↑ ↑

C0
∗(F̃

X

,mX)
d
X

0−→ C1
∗(F̃

X

,mX)
d
X

1−→ C2
∗(F̃

X

,mX)
d
X

2−→ . . .
↑ ↑ ↑
K0
∗ −→ K1

∗ −→ K2
∗ −→ . . .

↑ ↑ ↑
0 0 0

4.8.5
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where the top and the vertical sequences are exact; now, in order to prove
that the middle sequence is exact, it is easily checked that it suffices to show
that the bottom sequence is so.

For n ≥ 1 , let m = (mq)q∈Fct(∆n,F̃X ) be a stable mX-valued n-cocycle

in Kn∗ ; that is to say, mq belongs to mX
(
q(0)

)
, it is equal to zero whenever

q(0) ∈ Y and we have

d
X

n (m) = 0 and
(
mX(α̃0)

)
(mq′) = mq 4.8.6

for any natural isomorphism α̃ : q ∼= q′ . Consider an F̃
X

-chain r : ∆n−1 → F̃
X

such that r(0) 6∈ Y ; according to 4.6, any pair in the set Wr is determined

by an element of F
(
P, r(0)

)
; let us denote by (rη, µ̃η) the pair determined

by η ∈ F
(
P, r(0)

)
, so that we have rη(0) = η

(
r(0)

)
and the isomorphism

η∗ : r(0) ∼= rη(0) induced by η is a representative of (µ̃η)
−1
0 .

At this point, since p does not divide
∣∣F̃

(
P, r(0)

)∣∣ (cf. Proposition 4.5),

we define an element nr of mX
(
r(0)

)
by setting

nr =
∣∣F̃

(
P, r(0)

)∣∣−1·
∑

η̃∈F̃(P,r(0))

mX(η̃∗)
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃η)

)
4.8.7

where, for any η̃ ∈ F̃(P, r(0)) , η denotes a representative of η̃ ; note that,
for another representative η′ = ηu of η̃ where u ∈ P , we have a natural

isomorphism (cf. 4.7.3)

h̄nℓ (κ̃
rη
u ) : hnℓ (µ̃η′)

∼= hnℓ (µ̃η) 4.8.8

and therefore, since h̄nℓ (κ̃
rη
u )0 = (η̃′∗)

−1 ◦ η̃∗ , the stability of a guarantees that,
for any ℓ ∈ ∆n , we have (cf. 4.2.4)

(
mX(η̃′∗)

)
(mhn−1

ℓ
(µ̃η′ )

) =
(
mX(η̃∗)

)
(mhn−1

ℓ
(µ̃η)

) 4.8.9.

Moreover, if ν̃ : r ∼= r′ is a natural isomorphism between F̃
X

-chains then a
representative ν0 of ν̃0 induces a bijection between F

(
P, r(0)

)
and F

(
P, r′(0)

)

and, setting η′ = η ◦ν−10 for any η ∈ F
(
P, r(0)

)
, it is quite clear that we have

rη′ = rη and µ̃η′ = ν̃ ◦ µ̃η 4.8.10

and, since hn−1ℓ (ν̃)0 = ĩdrη(0) , we getmhn−1
ℓ

(µ̃η′ )
= mhn−1

ℓ
(µ̃η)

for any ℓ ∈ ∆n ;

consequently, we obtain

nr′ =
∣∣F̃

(
P, r′(0)

)∣∣−1·
∑

η̃′∈F̃(P,r′(0))

mX(η̃′∗)
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃η′ )

)

=
∣∣F̃

(
P, r(0)

)∣∣−1·
∑

η̃∈F̃(P,r(0))

mX(ν̃0)
−1◦mX(η̃∗)

( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃η)

)

= mX(ν̃0)
−1(nr)

4.8.11.
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Hence, the family n = (nr)r∈Fct(∆n−1,F̃
X̂)
, where we set nr = 0 whenever r(0)

belongs to Y , is stable and we claim that d
X

n−1(n) = m .

Indeed, for any F̃
X

-chain q : ∆n → F̃
X

such that q(0) 6∈ Y and any

θ ∈ F
(
P, q(0)

)
, considering the components of the differential of m at the

F̃
X

-chains hnℓ (µ̃θ) :∆n+1 → F̃
X

for any ℓ ∈ ∆n+1 , we get [9, A3.11.2]

0 =
(
mX((µ̃θ)0)

)
(mq) +

n+1∑

i=1

(−1)imhn0 (µ̃θ)◦δ
n
i

0 =
(
mX(qθ(0•1))

)
(mhn

ℓ+1
(µ̃θ)◦δn0

) +

n+1∑

i=1

(−1)imhn
ℓ+1

(µ̃θ)◦δni

4.8.12.

for any ℓ ∈ ∆n . Let us consider the sum of all the second members of these
equalities indexed by ℓ ∈ ∆n+1 , respectively multiplied by (−1)ℓ ; it follows
from [9, Lemma A4.2] that we have the cancellation of the (ℓ+1)-th terms

(−1)ℓ+1mhn
ℓ
(µ̃θ)◦δnℓ+1

and (−1)ℓ+1mhn
ℓ+1

(µ̃θ)◦δnℓ+1
in the ℓ-th and (ℓ+1)-th equal-

ities for any ℓ ∈ ∆n . Moreover, since (qθ, µ̃θ) belongs to Xq , it is clear that

for any i ∈ ∆n the pair (qθ ◦ δ
n−1
i , µ̃θ ∗ δ

n−1
i ) belongs to Xq◦δn−1

i
and that we

have
hnn+1(µ̃θ) ◦ δ

n
i = hn−1n (µ̃θ ∗ δ

n−1
i ) 4.8.13.

It follows from [9, Lemma A4.2] and from equality 4.8.13 above that the
alternating sum of all the first terms in equalities 4.8.12 above yields

(
mX((µ̃θ)0)

)
(mq)−

(
mX(qθ(0•1))

)( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃θ∗δ
n−1
0 )

)
4.8.14.

First of all, since (µ̃θ)0 = (θ̃∗)
−1 and p does not divide

∣∣F̃
(
P, q(0)

)∣∣ , we have
∣∣F̃

(
P, q(0)

)∣∣−1 ∑

θ̃∈F̃(P,q(0))

mX(θ̃∗)
((

mX((µ̃θ)0)
)
(mq)

)
= mq 4.8.15;

moreover, for any θ ∈ F
(
P, q(0)

)
, it is clear that

mX(θ̃∗) ◦mX(qθ(0•1)) ◦mX((µ̃θ)1) = mX(q(0•1)) 4.8.16;

if q(0•1) is an isomorphism then we have qθ(0) = qθ(1) and qθ(0•1) = ĩdqθ(0)
for any θ ∈ F

(
P, q(0)

)
, and therefore we get

∑

θ̃∈F̃(P,q(0))

mX(θ̃∗)
((

mX(qθ(0•1))
)( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃θ∗δ
n−1
0 )

))

= mX(q(0•1))
( ∑

θ̃∈F̃(P,q(0))

mX((µ̃θ)1)
−1

( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃θ∗δ
n−1
0 )

))

=
∣∣F̃

(
P, q(0)

)∣∣·
(
mX(q(0•1))

)
(nq◦δn−1

0
)

4.8.17.
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Otherwise, either qθ(0) 6= qθ(1) and, since(
hn−1ℓ (µ̃θ ∗ δ

n−1
0 )

)
(0) = qθ(1) ∈ Y 4.8.18

for any ℓ ∈ ∆n , we have
n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃θ∗δ
n−1
0 ) = 0 4.8.19.

Or q̂θ(1) = q̂θ(0) , q̂θ(0•1) = ĩdq̂θ(0) and θ̃ belongs to F̃
(
P, q(0)

)
q(0•1)

; but, we

know that F̃q(1)

(
q(0)

)
acts freely on F̃

(
P, q(0)

)
q(0•1)

(cf. 4.4.4) and, setting

σu = θ∗ ◦ κX

q(0)(u) ◦ (θ∗)
−1 for any u ∈ Nq(1)

(
q(0)

)
, from the commutative

F̃
X

-diagram
q(1)

(µ̃θ)1ր տ(µ̃θ)1

qθ(1)
x qθ(1)

q(0)

‖ ր տ ‖

qθ(0)
σ̃u∼= qθ(0)

4.8.20

and from Proposition 4.5 we obtain a natural automorphism κ̃qθu : qθ ∼= qθ
(cf. 4.7) such that (κ̃qθu )0 = σ̃u and then, for any ℓ ∈ ∆n+1 we have the
natural isomorphism (cf. 4.7.3)

h̄nℓ (κ̃
qθ
u ) : hnℓ

(
µ̃θ ◦ (κ̃

qθ
u )−1

)
∼= hnℓ (µ̃θ) 4.8.21.

Moreover, in this situation it is quite clear that we have
(
µ̃θ ◦ (κ̃

qθ
u )−1

)
∗ δn−10 = µ̃θ ∗ δ

n−1
0 and qθ◦κu = qθ 78.22;

hence, for any ℓ ∈ ∆n+1 we have
(
mX(σ̃u)

)
(mhn−1

ℓ
(µ̃θ∗δ

n−1
0 )) = mhn−1

ℓ
((µ̃θ◦(κ̃

qθ
u )−1)∗δn−1

0 )

= mhn−1
ℓ

(µ̃θ∗δ
n−1
0 )

4.8.23.

Finally, since F̃q(1)

(
q(0)

)
is a nontrivial p-group, since (q ◦ δn−10 )(0) ∈ Y

forces nq◦δn−1
0

= 0 and since we have q̂θ(0 • 1) = ĩdq̂θ(0), we still have

∑

θ̃∈F̃(P,q(0))

mX(θ̃∗)
((

mX(qθ(0•1))
)( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃θ∗δ
n−1
0 )

))

=
∑

θ̃

mX(θ̃∗)
(∑

u

mX(σ̃u)
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃θ∗δ
n−1
0 )

))
= 0

=
∣∣F̃

(
P, q(0)

)∣∣·
(
mX(q(0•1))

)
(nq◦δn−1

0
)

4.8.24

where θ̃ runs over a set of representatives for F̃
(
P, q(0)

)
q(0•1)

/
F̃q(1)

(
q(0)

)

and u over a set of representatives for N̄q(1)

(
q(0)

)
.
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Now, according to the cancellations mentioned above, for any F̃
X

-chain

q : ∆n → F̃
X

such that q(0) 6∈ Y and any θ in F
(
P, q(0)

)
the sum of all the

remaining terms in equalities 4.8.12 multiplied by (−1)ℓ yields

n+1∑

i=1

∑

ℓ∈∆n+1−{i−1}

(−1)ℓ+i+1mhn−1
ℓ

(µ̃θ∗δ
n−1
i

)

=
n+1∑

i=1

(−1)i+1
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ̃θ∗δ
n−1
i

)

)
4.8.25.

In conclusion, the alternating sum of the sum over all the θ̃ ∈ F̃
(
P, q(0)

)
in

equalities 4.8.10 proves that, for any F̃
X

-chain q : ∆n → F̃
X

such that q(0)
does not belong to X , we have (cf. 4.8.14, 4.8.15, 4.8.17, 4.8.24 and 4.8.25)

mq =
(
mX(q(0•1))

)
(nq◦δn−1

0
) +

n∑

i=1

(−1)inq◦δn−1
i

= d
X

n−1(n)q

4.8.26;

but, if q(0) ∈ Y then we get mq = 0 = d
X

n−1(n)q ; hence, we finally get

m = d
X

n−1(n) which proves our claim. We are done.

5. The natural F-basic P × P -sets

5.1. Recall that a basic P ×P -set [9, 21,4] is a finite nonempty P ×P -set
Ω such that {1} × P acts freely on Ω , we have

Ω◦ ∼= Ω and |Ω|/|P | 6≡ 0 mod p 5.1.1,

where we denote by Ω◦ the P × P -set obtained by exchanging both factors,
and, for any subgroup Q of P and any group homomorphism ϕ :Q→ P such
that Ω contains a P × P -subset isomorphic to (P × P )/∆ϕ(Q) , we have a
Q× P -isomorphism

Resϕ×idP (Ω)
∼= ResιP

Q
×idP (Ω) 5.1.2

where, for any ϕ, ϕ′ ∈ F(P,Q) , we set

∆ϕ,ϕ′(Q) = {(ϕ(u), ϕ′(u))}u∈Q and ∆ϕ(Q) = ∆idQ,ϕ(Q) 5.1.3

and, as above, denote by ιPQ the corresponding inclusion map.

5.2. Then, for any pair of subgroups Q and R of P , denoting by
FΩ(Q,R) the set of group homomorphisms ϕ :R→ P such that

ϕ(R) ⊂ Q and Resϕ×idP (Ω)
∼= Res ιP

R
×idP (Ω) 5.2.1,
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it follows from [9, Proposition 21.9] that FΩ is a Frobenius P -category; we

say that Ω is a F-basic P × P -set whenever FΩ = F ; on the other hand, it
follows from [9, Proposition 21.12] that the Frobenius P -category F admits
an F -basic P × P -set.

5.3. More generally, we say that a P × P -set Ω
X

is F
X

-basic if either is
empty or it fulfills condition 5.1.1 and the statement

5.3.1 The stabilizer of any element of Ω
X

coincides with ∆ψ,ψ′(R) for some

R ∈ X and suitable ψ, ψ′ ∈ F(P,R) , and we have

∣∣(ΩX

)∆ϕ,ϕ′(Q)
∣∣ =

∣∣(ΩX

)∆(Q)
∣∣

for any Q ∈ X and any ϕ, ϕ′ ∈ F(P,Q) .

Recall that, according to [9, Proposition 21.12], for any F
X

-basic P×P -set Ω
X

there is an F -basic P × P -set Ω containing Ω
X

and fulfilling

Ω∆ϕ(Q) = (Ω
X

)∆ϕ(Q) 5.3.2

for any Q ∈ X and any ϕ ∈ F(P,Q) .

Proposition 5.4. Assume that any element of X is F-selfcentralizing.
Then, the P × P -set

Ω
X

=
⊔

Q

⊔

ϕ̃

(P × P )/∆ϕ(Q) 5.4.1,

where Q runs over a set of representatives for the P -conjugacy classes in X

and ϕ̃ runs over a set of representatives for the set of F̃P (Q)-orbits in

F̃(P,Q)ι̃P
Q
, is an F

X

-basic P × P -set which for any Q ∈ X fulfills

|(Ω
X

)∆(Q)| = |Z(Q)| 5.4.2.

Proof: Since we clearly have

(Ω
X

)◦ ∼= Ω
X

and |Ω
X

/P | ≡ |F̃(P )| mod p 5.4.3,

it suffices to check that, for any R ∈ X and any ψ ∈ F(P,R) , we have

|(Ω
X

)∆ψ(R)| = |Z(R)| 5.4.4;

but, for any subgroup Q of P and any ϕ ∈ F(P,R) , ∆ψ(R) fixes the class of

(u, v) ∈ P ×P in (P ×P )/∆ϕ(Q) if and only if it is contained in ∆ϕ(Q)(u,v)

or, equivalently, we have

uRu−1 ⊂ Q and ϕ(uwu−1) = vψ(w)v−1 for any w ∈ R 5.4.5,
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which amounts to saying that the following F̃ -diagram is commutative

P P
‖ տι̃

P
Q ϕ̃ր ‖

P Q P

ι̃P
R

տ κ̃
Q,R

(u)
x րψ̃
R

5.4.6

where κ
Q,R

(u) :R → Q is the group homomorphism determined by the con-
jugation by u .

Since ϕ̃ belongs to F̃(P,Q)ι̃P
Q
, it follows from Proposition 4.5 that the

pair (ι̃PR, ψ̃) determines the isomorphism class of the (F̃◦)R-object

κ̃
Q,R

(u) : R −→ Q 5.4.7;

that is to say, if (u′, v′) ∈ P × P is another element such that ∆ϕ(Q)(u
′,v′)

contains ∆ψ(R) , we have u′ = su for some s ∈ Q and therefore we get

ψ(w) = v′−1ϕ(suwu−1s−1)v′ = ϕ(uwu−1)ϕ(s)
−1v′ 5.4.8

for any w ∈ R ; at this point, it follows from [9, Proposition 4.6] that, for a

suitable z ∈ Z(R) , we have ϕ(s)−1v′ = vz , which proves our claim.

5.5. Moreover, we say that an F -basic P ×P -set Ω is thick outside of X
if the multiplicity of the indecomposable P × P -set (P × P )/∆ϕ(Q) is at
least two for any subgroup Q of P outside of X and any ϕ ∈ F(P,Q) . Let
us call natural any F -basic P × P -set Ω which is thick outside of the set of
F -selfcentralizing subgroups of P and, for any F -selfcentralizing subgroup Q
of P and any ϕ ∈ F(P,Q) , it fulfills

|Ω∆ϕ(Q)| = |Z(Q)| 5.5.1;

then, the existence of natural F-basic P×P -sets follows from Proposition 5.4
and from [9, Proposition 21.12].

5.6. Let Ω be an F -basic P×P -set andQ a subgroup of P ; it follows from
our definition in 5.2 that any orbit of ResQ×P (Ω) is isomorphic to the quotient
set (Q×P )/∆η(T ) (cf. 21.3) for some subgroup T ofQ and some η ∈ F(P, T ) ;
note that the isomorphism class of this Q×P -set (Q×P )/∆η(T ) only depends

on the conjugacy class of T in Q and on the class η̃ of η in F̃(P, T ) ; moreover,

it is quite clear that N̄Q×P
(
∆η(T )

)
acts regularly on

(
(Q×P )/∆η(T )

)∆η(T )

and that we have a group isomorphism

Aut
(
(Q × P )/∆η(T )

)
∼= N̄Q×P

(
∆η(T )

)
5.6.1
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Proposition 5.7. Let Ω be a natural F-basic P × P -set, Q and T F-self-
centralizing subgroups of P such that T ⊂ Q , and η an element of F(P, T ).
Then, the multiplicity of (Q× P )/∆η(T ) in ResQ×P (Ω) is at most one, and

it is one if and only if η̃ belongs to F̃(P, T )ι̃Q
T

. Moreover, in this case we have

Aut
(
(Q× P )/∆η(T )

)
∼= Z(T ) 5.7.1.

Proof: According to our definition, we have

|Ω∆η(T )| = |Z(T )| 5.7.2;

hence, if the multiplicity of (Q × P )/∆η(T ) in ResQ×P (Ω) is not zero, then
it is one and we have (cf. 5.6)

|N̄Q×P
(
∆η(T )

)
| ≤ |Z(T )| 5.7.3

which forces isomorphism 5.7.1; finally, since NQ×P
(
∆η(T )

)
covers the in-

tersection FQ(T )∩η
∗

FP
(
η(T )

)
, in this case it follows from 4.4 that η̃ belongs

to F̃(P, T )ι̃Q
T

.

6. Construction of F-localities from F-basic P × P -sets

6.1. Let Ω be an F -basic P × P -set and denote by G the group of
automorphisms of Res{1}×P (Ω) ; it is clear that we have an injective map

from P × {1} into G and we identify this image with the p-group P , so that
from now on P is contained in G and acts freely on Ω . Recall that, for any
pair of subgroups Q and R of P , we have (cf. 5.2)

TG(R,Q)/CG(R) ∼= F(Q,R) 6.1.1.

6.2. Let Q be a subgroup of P ; clearly, the centralizer CG(Q) coin-
cides with the group of automorphisms of ResQ×P (Ω) and therefore, de-
noting by OQ a set of representatives for the isomorphism classes of the
set of Q × P -orbits of Ω , by kO the multiplicity of O ∈ OQ in Ω and
by SkO the kO-symmetric group, it is easily checked that we have a canonical

G̃r-isomorphism [9, 22.5.1]

ω̃
Q
: CG(Q) ∼=

∏

O∈OQ

Aut(O) ≀SkO 6.2.1.

More precisely, as in [9, Proposition 22.11], for any subgroup R of Q we have

a commutative G̃r-diagram

CG(Q) −→ CG(R)x x
∏

O∈OQ

SkO −→
∏

O′∈OR

SkO′

6.2.2

where the bottom homomorphism depends on ResR×P (O) for any O ∈ OQ .
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6.3. As in [9, Proposition 22.7], let us denote by SG(Q) the minimal

normal subgroup of CG(Q) containing (ω
Q
)−1

(∏
O∈OQ

SkO

)
for a represen-

tative ω
Q
of ω̃

Q
; then, denoting byO′Q the subset ofO ∈ OQ with multiplicity

one and by ab
(
Aut(O)

)
the maximal Abelian quotient of Aut(O) , it follows

from [9, Lemma 22.8] that

CG(Q)/SG(Q) ∼=
∏

O∈O′

Q

Aut(O) ×
∏

O∈OQ−O′

Q

ab
(
Aut(O)

)
6.3.1.

Moreover, although in [9, Chap. 22] we assume that Ω is thick outside of ∅ ,
it is easily checked that the elementary arguments in [9, Proposition 22.11]
still prove that, for any subgroup R of Q , we have

SG(Q) ⊂ SG(R) 6.3.2.

First of all, let us recall the definition of the basic F-locality [9, Proposi-
tion 22.12].

Propsition 6.4. If Ω is thick outside of ∅ then the correspondence mapping

any pair of subgroups Q and R of P on the quotient set

L
b

(Q,R) = TG(R,Q)/SG(R) 6.4.1,

endowed with the natural maps

τb

Q,R
: TP (Q,R)→ L

b

(Q,R) and πb

Q,R
: L

b

(Q,R)→ F(Q,R) 6.4.2,

defines a p-coherent F-locality (τb ,L
b

, πb) which does not depend on the

choice of the F-basic P × P -set thick outside of ∅ .

6.5. Here, we are interested in the analogous construction starting with
a natural F -basic set. Till the end of this section, assume that Ω is a natural

F -basic set; then, denoting by O
sc

Q the subset of Q × P -orbits O ∈ OQ such

that the stabilizers come from F -selcentralizing subgroups of P , it follows
from isomorphism 6.3.1 and from Proposition 5.7 that

CG(Q)/SG(Q) ∼=
∏

T∈S̃Q

∏

η̃∈F̃(P,T )
ι̃
Q

T

Z(T )×
∏

O∈OQ−O
sc

Q

ab
(
Aut(O)

)
6.5.1

where S̃Q denotes a set of representatives for the set of Q-conjugacy classes of
F -selfcentralizing subgroups of Q . The following result introduces the natural
F-locality.
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Proposition 6.6. If Ω is natural then the correspondence mapping any pair

of subgroups Q and R of P on the quotient set

L
n

(Q,R) = TG(R,Q)/SG(R) 6.6.1,

endowed with the natural maps

τn

Q,R
: TP (Q,R)→ L

n

(Q,R) and πn

Q,R
: L

n

(Q,R)→ F(Q,R) 6.6.2,

defines a p-coherent F-locality (τn ,L
n

, πn) . This F-locality does not depend

on the choice of the natural F-basic P × P -set and we have a canonical

surjective functor of F-localities

(τb ,L
b

, πb) −→ (τn ,L
n

, πn) 6.6.3.

Proof: From inclusion 6.3.2 it is not difficult to check that, for any triple of
subgroups Q , R and T of P , the product in G induces a map

L
n

(Q,R)× L
n

(R, T ) −→ L
n

(Q, T ) 6.6.4 ;

then, it is quite clear that these maps determine a composition in the cor-

respondence L
n

above and that the natural maps in 6.6.2 define structural
functors

τn : TP −→ L
n

and πn : L
n

−→ F 6.6.5;

moreover, the divisibility and the coherence of L
n

(cf. 2.8) are easy conse-
quences of the fact that G is a group.

On the other hand, for another choice of a natural F -basic P ×P -set Ω′ ,
we already know that we can embed their disjoint union Ω ⊔ Ω′ in a third
F -basic P × P -set Ω′′ containing the same isomorphism classes of indecom-
posable P × P -sets [9, 21.5]; thus, setting

G′ = Aut{1}×P (Ω
′) and G′′ = Aut{1}×P (Ω

′′) 6.6.6

and denoting by (G′′)Ω,Ω′ the stabilizer in G′′ of the images of Ω and Ω′ , we
have canonical surjective group homomorphisms

G←− (G′′)Ω,Ω′ −→ G′ 6.6.7

mapping P ⊂ (G′′)Ω,Ω′ onto both P ⊂ G and P ⊂ G′ .

More precisely, for any pair of subgroups Q and R of P , it is easily
checked that we still have surjective maps

TG(R,Q)←− T(G′′)Ω,Ω′
(R,Q) −→ TG′(R,Q) 6.6.8;

then, denoting by SG′(R) and SG′′(R) the corresponding normal subgroups
of CG′(R) and CG′′(R) defined above, it is easily checked that we get

TG′′(R,Q) = T(G′′)Ω,Ω′
(R,Q)·SG′′(R) 6.6.9
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and that this equality, together with the surjective maps 6.6.8, induce bijec-
tions

TG(R,Q)/SG(R) ∼= TG′′(R,Q)/SG′′(R) ∼= TG′(R,Q)/SG′(R) 6.6.10

which are clearly compatible with the corresponding natural maps 6.6.2. Con-
sequently, the three F -localities we obtain are mutually equivalent.

Analogously, we can embed the disjoint union of Ω and of an F -basic

P × P -set Ω̂′ thick outside of ∅ in a third F -basic P × P -set Ω̂′′ [9, 21.5],
which will be necessarily thick outside of ∅ ; then, setting

Ĝ′ = Aut{1}×P (Ω̂
′) and Ĝ′′ = Aut{1}×P (Ω̂

′′) 6.6.11

for any pair of subgroups Q and R of P , the argument above respectively
supplies surjections

TG(R,Q)/SG(R) ←− TĜ′′(R,Q)/SĜ′′(R)
‖ ≀‖

L
n

(Q,R) L
b

(Q,R)

6.6.11

which are clearly compatible with the corresponding natural maps 6.6.2. This
proves the last statement.

6.7. More generally, let us denote by L
n,X

the full F
X

-subcategory of L
n

over X (cf. 2.7). Assuming that any group in X is F -selfcentralizing, we are

actually interested in the following quotient of L
n,X

; for any Q ∈ X denote

by S̃
X

Q the subset of T ∈ S̃Q belonging to X and by S
X

G(Q) the subgroup

of CG(Q) fulfilling

S
X

G(Q)/SG(Q) ∼=
∏

T∈S̃Q−S̃
X

Q

∏

η̃

Z(T )×
∏

O∈OQ−O
sc

Q

ab
(
Aut(O)

)
6.7.1;

where η̃ runs over a set of representatives for the set of FQ(T )-orbits in

F̃(P, T )ι̃Q
T

[9, 23.7]; then, it is easily checked from diagram 6.2.2 that, for any

R ∈ X contained in Q , we still have

S
X

G(Q) ⊂ S
X

G(R) 6.7.2.

Consequently, we obtain a new p-coherent F
X

-locality L̄
n,X

as the quotient

of L
n,X

defined by

L̄
n,X

(Q,R) = TG(R,Q)/S
X

G(R) 6.7.3

for any pair of subgroups Q and R in X , together with the induced functors

τ̄n,X : T
X

P → L̄
n,X

and π̄n,X : L̄
n,X

→ F
X

6.7.4;

note that τ̄n,X is a faithful functor.
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7. Construction of F
X

-basic P × P -sets from perfect F
X

-localities

7.1. Assume that any group in X is F -selfcentralizing. As in [9, A4.10],

let us consider the additive cover ac(F̃
X

) of F̃
X

, namely the category where
the objects are the finite sequences {Qi}i∈I — denoted by Q =

⊕
i∈I Qi — of

subgroupsQi in X , and where a morphism from another objectR =
⊕

j∈J Rj
to Q =

⊕
i∈I Qi is a pair (α̃, f) formed by a map f : J → I and by a family

α̃ = {α̃j}j∈J of F̃
X

-morphisms α̃j :Rj → Qf(j) . The composition of (α̃, f)

with another ac(F̃
X

)-morphism

(β̃, g) : T =
⊕

ℓ∈L

Tℓ −→ R =
⊕

j∈J

Rj 7.1.1,

formed by a map g :L→ J and by a family β̃ = {β̃ℓ}ℓ∈L , is the pair formed

by f ◦ g and by the family {α̃g(ℓ) ◦ β̃ℓ}ℓ∈L of composed morphisms

α̃g(ℓ) ◦ β̃ℓ : Tℓ −→ Rg(ℓ) −→ Q(f◦g)(ℓ) 7.1.2.

7.2. As in [9, Chap. 6], Proposition 4.5 allows us to define a distributive

direct product in ac(F̃
X

) . First of all, if R and T are two subgroups in X , we

consider the set T̃
X

R,T of triples (α̃, Q, β̃) where Q ∈ X and we have (cf. 4.3.1)

α̃ ∈ F̃(R,Q)β̃ and β̃ ∈ F̃(T,Q)α̃ 7.2.1;

we say that two triples (α̃, Q, β̃) and (α̃′, Q′, β̃′) are equivalent if there is an

F̃ -isomorphism θ̃ :Q ∼= Q′ fulfilling

α̃′ ◦ θ̃ = α̃ and β̃′ ◦ θ̃ = β̃ 7.2.2;

then, θ̃ is unique since, assuming that the triples coincide and choosing α ∈ α̃ ,

β ∈ β̃ and θ ∈ θ̃ , it is easily checked that θ belongs to (cf. 4.4.1)

α∗

FR
(
α(Q)

)
∩ β

∗

FT
(
β(Q)

)
= FQ(Q) 7.2.3.

7.3. Denoting by ˇ̃
T

X

R,T a set of representatives for the set of equivalence

classes in T̃
X

R,T , we call F̃
X

-intersection of R and T the ac(F̃
X

)-object

R ∩F̃
X

T =
⊕

(α̃,Q,β̃)∈
ˇ̃
T

X
R,T

Q 7.3.1;

note that, if we choose another set of representatives, then the uniqueness

of the isomorphism above yields a unique ac(F̃
X

)-isomorphism between both

ac(F̃
X

)-objects; in particular, with the notation in 6.7 above, we have

R ∩F̃
X

T ∼=
⊕

Q∈S̃
X

R

⊕

γ̃

Q 7.3.2.
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where γ̃ runs over a set of representatives for the set of FR(Q)-orbits in

F̃(T,Q)ι̃R
Q
. Finally, if R =

⊕
j∈J Rj and T =

⊕
ℓ∈L Tℓ are two ac(F̃

X

)-ob-

jects, we define

R ∩F̃
X

T =
⊕

(j,ℓ)∈J×L

Rj ∩
F̃

X

Tℓ 7.3.3.

Although in [9, Chap. 6] we consider the set of all the F -selfcentralizing

subgroups of P , the same arguments there show that the F̃
X

-intersection

defines a distributive direct product in ac(F̃
X

) .

7.4. Analogously, the existence of a perfect F
X

-locality P
X

actually de-

termines a distributive direct product in the additive cover ac(P
X

) of P
X

and

then a suitable F
X

-basic P×P -set ; this fact is already proved in [9, Chap. 24]
whenever X is the set of all the F -selfcentralizing subgroups of P ; although
the same arguments apply to the general case, we partially recall them.
The starting point is the following result which admits the same proof as
in [9, Proposition 24.2].

Lemma 7.5. Any P
X

-morphism x :R → Q is a monomorphism and an

epimorphism.

7.6. For any triple of subgroups Q , R and T in X , as in 4.3 above any

morphism x ∈ P
X

(T,Q) induces an injective map from P
X

(T,R) to P
X

(T,Q)
and then, as in 4.3.1, we set

P
X

(T,Q)x = P
X

(T,Q)−
⋃

z′

P
X

(T,Q′)·z′ 7.6.1

where z′ runs over the set of P
X

-nonisomorphisms z′ :Q → Q′ from Q or,

equivalently, the set of nonfinal objects in the category
(
(P

X

)◦
)
Q

(cf. 2.1)

fulfilling x′.z′ = x for some x′ ∈ P
X

(R,Q′) ; then, x′ is uniquely determined
by this equality and we simply say that z′ divides x setting x′ = x/z′ . Note

that the existence of x′ for some z′ ∈ P
X

(Q′, Q) is equivalent to the existence

of a subgroup of R which is F -isomorphic to Q′ and contains
(
π
R,Q′

(x)
)
(Q) ;

thus, it is quite clear that

7.6.2 P
X

(T,Q)x is the converse image of F̃
X

(T,Q) ˜π
R,Q′

(x)
in P

X

(T,Q) .

Proposition 7.7. For any triple of elements Q , R and T in X , and any

x ∈ P
X

(R,Q) , we have

P
X

(T,Q) =
⊔

z′

P
X

(T,Q′)x/z′ ·z
′ 7.7.1

where z′ :Q → Q′ runs over a set of representatives for the isomorphism

classes of
(
(P

X

)◦
)
Q
-objects dividing x .
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7.8. As above, if R and T are two subgroups in X , we consider the

set T
X

R,T of P
X

-triples (x,Q, y) where Q ∈ X and moreover x and y re-

spectively belong to P
X

(R,Q)y and to P
X

(T,Q)x or, equivalently, setting
α = πX

R,Q
(x) and β = πX

T,Q
(y) we have (cf. 4.4.1)

α∗

FR
(
α(Q)

)
∩ β

∗

FT
(
β(Q)

)
= FQ(Q) 7.8.1;

note that, for any v ∈ R and any w ∈ T , the P
X

-triple

v·(x,Q, y)·w−1 =
(
τX

R
(v)·x,Q, τX

T
(w)·y

)
7.8.2

still belongs to T
X

R,T and the quotient set (R × T )\T
X

R,T clearly coincides

with T̃
X

R,T .

7.9. Similarly, we say that two P
X

-triples (x,Q, y) and (x′, Q′, y′) are

equivalent if there exists a P
X

-isomorphism z :Q ∼= Q′ fulfilling

x′·z = x and y′·z = y 7.9.1;

since P
X

is divisible, such a P
X

-isomorphism z is unique; in particular, in
any equivalent class we may find a unique element fulfilling Q ⊂ R and

x = τX

R,Q
(1) . Consequently, for any Q ∈ X denoting by S

X

Q the set of sub-

groups of Q belonging to X , in ac(P
X

) we can define

R ∩P
X

T =
⊕

Q∈S
X

Q

⊕

y∈PX(T,Q)
τX
R,Q

(1)

Q 7.9.2

and we clearly have canonical ac(P
X

)-morphisms

R←− R ∩P
X

T −→ T 7.9.3

respectively determined by τX

R,Q
(1) and y . Note that, for any choice of a set

of representatives for the set of equivalence classes in T
X

R,T , we get an iso-

morphic object and a unique ac(P
X

)-isomorphism, which is compatible with
the canonical morphisms. Once again, we get following result [9, Proposi-
tion 24.8].

Proposition 7.10. The category ac(P
X

) admits a distributive direct product

mapping any pair of elements R and T of X on their P
X

-intersection R∩P
X

T .



30

7.11. Here, we are particularly interested in the P
X

-intersection of P

with itself; more explicitly, denoting by Ω
X

the set of pairs (Q, y) formed by

Q ∈ X and y ∈ P
X

(P,Q)τX
P,Q

(1) , we have

P ∩P
X

P =
⊕

(Q,y)∈ΩX

Q 7.11.1;

moreover, since P × P acts on the set T
X

P,P (cf. 7.8.2) preserving the equiva-

lence classes, this group acts on Ω
X

and it is easily checked that [9, 24.9]

7.11.2 (u, v) ∈ P × P maps (Q, y) ∈ Ω
X

on
(
Qu

−1

, τX

P
(v)·y·τX

Q,Qu
−1

(u−1)
)
.

In particular, {1} × P acts freely on Ω
X

. On the other hand, it is clear that

the map sending a P
X

-triple (x,Q, y) ∈ T
X

P,P to (y,Q, x) induces a P ×P -set

isomorphism Ω
X ∼= (Ω

X

)◦ . The point is that, from [9, Proposition 24.10 and
Corollary 24.11], and from Proposition 5.4 above, we can give a complete

description of Ω
X

.

Proposition 7.12. With the notation above, the stabilizer of (Q, y) ∈ Ω
X

in P × P coincides with ∆πX
P,Q

(y)(Q) . In particular, we have a P × P -set

isomorphism

Ω
X ∼=

⊔

Q

⊔

ϕ̃

(P × P )/∆ϕ(Q) 7.12.1

where Q runs over a set of representatives for the set of P -conjugacy classes

in X , and ϕ̃ runs over a set of representatives for the set of F̃P (Q)-orbits

in F̃(P,Q)ι̃P
Q
.

7.13. Consequently, we may assume that Ω
X

is contained in a natural

F-basic P × P -set Ω (cf. 5.5) and our purpose is to show that the per-

fect F
X

-locality P
X

is contained in the quotient L̄
n,X

above, of the natural

F
X

-locality L
n,X

(cf. 6.7). First of all, it follows from Proposition 7.10 that

for any Q ∈ X the inclusion Q ⊂ P determines an ac(P
X

)-morphism

τX

P,Q
(1) ∩P

X

τX

P
(1) : Q ∩P

X

P −→ P ∩P
X

P 7.13.1;

actually, according to 7.9.2 and denoting by Ω
X

Q the set of pairs (T, z) formed

by a subgroup T in X contained in Q and by an element z of P
X

(P, T )τX
Q,T

(1) ,

we have

Q ∩P
X

P =
⊕

(T,z)∈Ω
X

Q

T 7.13.2,
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the group Q×P acts on Ω
X

Q , and the ac(P
X

)-morphism 7.13.1 determines a

Q× P -set homomorphism

f
X

Q : Ω
X

Q −→ ResQ×P (Ω
X

) ⊂ ResQ×P (Ω) 7.13.3.

From the arguments in [9, Proposition 24.15] we get the following result.

Proposition 7.14. For any Q ∈ X , the map f
X

Q : Ω
X

Q → Ω
X

sends an

element (T, z) ∈ Ω
X

Q to (R, y) ∈ Ω
X

if and only if we have T = Q ∩ R

and z = y·τX

R,T
(1) . In particular, this map is injective.

7.15. Thus, according to this proposition, the image of Ω
X

Q in the na-

tural F -basic P × P -set Ω coincides with the union of all the Q × P -orbits
isomorphic to (Q × P )/∆η(T ) for some T ∈ X . On the other hand, for any

P
X

-isomorphism x :Q ∼= Q′ , it follows again from Proposition 7.10 that we

have an ac(P
X

)-isomorphism

x ∩P
X

τX

P
(1) : Q ∩P

X

P ∼= Q′ ∩P
X

P 7.15.1

and therefore we get a bijection between the sets of indices Ω
X

Q and Ω
X

Q′ , which

is compatible via πX

Q′,Q
(x) with the respective actions of Q× P and Q′ × P ;

that is to say, we get Q× P -set isomorphism

f
X

x : Ω
X

Q
∼= Resπ

Q′,Q
(x)×idP (Ω

X

Q′) 7.15.2.

Proposition 7.16. For any P
X

-isomorphism x :Q ∼= Q′ , the Q × P -set
isomorphism

f
X

x : Ω
X

Q
∼= ResπX

Q′,Q
(x)×idP (Ω

X

Q′) 7.16.1

can be extended to an element fx of TG(Q,Q
′) and the image of fx in

L̄
n,X

(Q′, Q) is uniquely determined by x .

Proof: Since the Q×P -sets ResQ×P (Ω) and Res πX

Q′,Q
(x)×idP

(
ResQ′×P (Ω)

)

are isomorphic (cf. 5.1.2), and the Q× P - and Q′ × P -set homomorphisms

f
X

Q : Ω
X

Q −→ ResQ×P (Ω) and f
X

Q′ : Ω
X

Q′ −→ ResQ′×P (Ω) 7.16.2

are injective (cf. Proposition 7.14), identifying Ω
X

Q and Ω
X

Q′ with their images

in Ω , f
X

x can be extended to a Q × P -set isomorphism

fx : ResQ×P (Ω) ∼= Res πX

Q′,Q
(x)×idP

(
ResQ′×P (Ω)

)
7.16.3;

that is to say, we get an element fx of TG(Q,Q
′) (cf. 6.1).
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Then, we claim that the image of fx in L̄
n,X

(Q′, Q) (cf. 6.6.1) is inde-
pendent of our choices; indeed, for another choice gx ∈ TG(Q,Q′) fulfilling

the above conditions, the composed map (fx)
−1 ◦ gx belongs to CG(Q) and

induces the identity map on Ω
X

Q ; but, we have CG(Q) = AutQ×P (Ω) and,

considering the obvious decomposition Ω = Ω
X

Q⊔(Ω−Ω
X

Q) , it follows from 7.15

that

AutQ×P (Ω) ∼= AutQ×P (Ω
X

Q)×AutQ×P (Ω− Ω
X

Q) 7.16.4;

moreover, it is easily checked that S
X

G(Q) contains AutQ×P (Ω−Ω
X

Q) ; hence,

(fx)
−1 ◦gx belongs to S

X

G(Q) and therefore it has a trivial image in L̄
n,X

(Q) ,

so that fx and gx have the same image in L̄
n,X

(Q′, Q) (cf. 6.7.3). We are
done.

Corollary 7.17. There is a faithful functor λ
X

:P
X

→ L̄
n,X

which is compati-

ble with the structural functors, and sends any P
X

-isomorphism x :Q ∼= Q′

to the image of fx in L̄
n,X

(Q′, Q) .

Proof: Let us denote by λ
X

(x) the image of fx in L̄
n,X

(Q′, Q) ; first of all, let

x′ :Q′ ∼= Q′′ be a second P
X

-isomorphism; it is clear that the automorphism

ResπX

Q′,Q
(x)×idP (fx′) ◦ fx of ResQ×P (Ω) extends ResπX

Q′,Q
(x)×idP (f

X

x′) ◦ f
X

x ;

consequently, by the proposition above, we get

λ
X

(x′·x) = λ
X

(x′)·λ
X

(x) 7.17.1.

On the other hand, by the divisibility of P
X

, any P
X

-morphism z :T → Q

is the composition of τX

Q,T ′
(1) with a P

X

-isomorphism z∗ :T ∼= T ′ where we

set T ′ =
(
πX

Q,T
(z)

)
(T ) ; then, we simply define

λ
X

(z) = τ̄n,X

Q,T ′
(1)·λ

X

(z∗) 7.17.2.

Now, in order to prove that this correspondence defines a functor, it suffices

to show that, for any P
X

-isomorphism x :Q ∼= Q′ and any subgroup R of Q ,

setting R′ =
(
πX

Q′,Q
(x)

)
(R) and denoting by y :R ∼= R′ the P

X

-isomorphism

induced by x (cf. 2.8), we still have

λ
X

(x)·τ̄n,X

Q,R
(1) = τ̄n,X

Q′,R′
(1)·λ

X

(y) 7.17.3.

But, it is quite clear that the commutative ac(P
X

)-diagram (cf. Propo-
sition 7.10)

R ∩P
X

P
τX
Q,R

(1)∩P
X

τX
P

(1)
−−−−−−−−−−−−→ Q ∩P

X

P

y∩P
X

τX
P

(1)
y yx∩P

X

τX
P
(1)

R′ ∩P
X

P
τX

Q′,R′
(1)∩P

X

τX
P
(1)

−−−−−−−−−−−−−→ Q′ ∩P
X

P

7.17.4
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determines a commutative diagram of R× P -sets (cf. 7.13)

Ω
X

R −→ ResQ×PR×P (Ω
X

Q)

f
X

y

y yResQ×P

R×P
(f

X

x )

Resπy×idP (Ω
X

R′) −→ ResQ×PR×P

(
Resπx×idP (Ω

X

Q′)
)

7.17.5.

Consequently, the element fx of TG(Q,Q
′) extending f

X

x also extends f
X

y and

we can choose fy = fx . Moreover, since τ̄n,X is faithful (cf. 6.7), it is easily

checked that λ
X

induces an injective group homomorphism P
X

(Q)→ L̄
n,X

(Q)
for any Q ∈ X and therefore this functor is faithful too. We are done.

8. Existence and uniqueness of the perfect F
X̂

-locality

8.1. Let P , F and X be as above and denote by X̂ the subset of subgroups
Q in X which are F -selfcentralizing. As in §2 above, consider a p-coherent

F
X

-locality L
X

with the structural functors

τX : T
X

P −→ L
X

and πX : L
X

−→ F
X

8.1.1;

in the notation, we replace X by X̂ for the corresponding restrictions. Let us

denote by L̄
X̂

the quotient F
X̂

-locality of L
X̂

defined by

L̄
X̂

(Q,R) = L
X̂

(Q,R)
/
τ X̂
R

(
Z(R)

)
·Φ
(
Ker(πX̂

R
)
)

8.1.2

for any Q,R ∈ X̂ , which is easily checked to be p-coherent , and denote by τ̄
X̂

and π̄
X̂

its structural functors.

Lemma 8.2. With the notation and hypothesis above, we have a contra-

variant functor

m̄
X̂

: F̃
X̂

−→ k-mod 8.2.1

mapping any Q subgroup in X̂ on Ker(π̄
X̂

Q
) and any F̃

X̂

-morphism ϕ̃ :R→ Q

on the k-linear map sending ū ∈ Ker(π̄
X̂

Q
) to the unique element v̄ ∈ Ker(π̄

X̂

R
)

fulfilling x̄·v̄ = ū·x̄ for some x̄ ∈ L̄
X̂

(Q,R) lifting ϕ̃ .

Proof: Setting ϕ = π̄
X̂

Q,R
(x̄) and α = π̄

X̂

Q
(ū) , clearly α

(
ϕ(R)

)
= ϕ(R) and

therefore the existence and the uniqueness of v̄ follow from the divisibility

of L̄
X̂

; moreover, for another lifting x̄′ of ϕ̃ , we have x̄′ = x̄·τ̄
X̂

R
(z) for some

z ∈ R ; but, since L̄
X̂

is coherent , it follows from [9, Proposition 17.10] that

τ̄
X̂

R
(z) centralizes Ker(π̄

X̂

R
) ; hence, we get

x̄′·v̄ = x̄·τ̄
R
(z)·v̄ = x̄·v̄·τ̄

R
(z) = ū·x̄′ 8.2.2;

at this point, the functoriality of m̄
X̂

is easily checked.
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8.3. Since τ̄X

Q

(
Z(Q)

)
= {1} for any Q ∈ X̂ , it follows from 3.14 that, for

any pair of subgroups Q and R in X̂ , and any F -morphism ϕ :R → Q , we

can choose a lifting x̄ϕ ∈ L̄
X̂

(Q,R) in such a way that we have

x̄ρ◦ϕ◦σ = ρ·x̄ϕ·σ 8.3.1

for any ρ ∈ F(Q) and any σ ∈ F(R) ; this choice and Theorem 4.8 lead to
the following result.

Theorem 8.4. If L
X̂

is a p-coherent F
X̂

-locality such that the structural

functor τ X̂ is faithful then a minimal F
X̂

-sublocality P
X̂

of L
X̂

is perfect.

Proof: Actually, arguing by induction, we already may assume that L
X̂

has

no proper F
X̂

-sublocalities.

For any triple of subgroups Q , R and T in X̂ , and any pair of F -mor-
phisms ψ :T → R and ϕ :R→ Q , since x̄ϕ·x̄ψ and x̄ϕ◦ψ have the same image

in F(Q, T ) , the divisibility of L̄
X̂

guarantees the existence and the uniqueness

of m̄ϕ,ψ ∈ m̄
X̂

(T ) fulfilling

x̄ϕ·x̄ψ = x̄ϕ◦ψ·m̄ϕ,ψ 8.4.1;

that is to say, we have a correspondence mapping any F
X̂

-chain q : ∆2 → F
X̂

on m̄q(0•1),q(1•2) and we claim that this correspondence is stable (cf. 4.2).

Indeed, for any F -isomorphisms σ :Q ∼= Q′ , ρ :R ∼= R′ and ω :T ∼= T ′ ,
setting ϕ′ = σ ◦ ϕ ◦ ρ−1 and ψ′ = ρ ◦ ψ ◦ ω−1 , we get

x̄ϕ′◦ψ′ ·m̄ϕ′,ψ′ = x̄ϕ′ ·x̄ψ′ = (σ·x̄ϕ·ρ
−1)·(ρ·x̄ψ ·ω

−1)

= σ·(x̄ϕ◦ψ·m̄ϕ,ψ)·ω
−1 = (σ·x̄ϕ◦ψ ·ω

−1)·(ω·m̄ϕ,ψ·ω
−1)

= x̄ϕ′◦ψ′ ·
(
m̄X̂(ω̃)

)
(m̄ϕ,ψ)

8.4.2

and therefore we obtain m̄ϕ′,ψ′ =
(
m̄X̂(ω̃)

)
(m̄ϕ,ψ) . In particular note that,

since ϕ ◦ κX̂
R(w) = κX̂

Q

(
ϕ(w)

)
◦ ϕ for any w ∈ R , we obtain

m̄
κX̂
Q
(u)◦ϕ,κX̂

R
(v)◦ψ

= m̄ϕ,ψ 8.4.3,

for any u ∈ Q and any v ∈ R , proving that m̄ϕ,ψ only depends on the

classes ϕ̃ ∈ F̃(Q,R) of ϕ and ψ̃ ∈ F̃(R, T ) of ψ ; that is to say, the above

correspondence factorizes throughout the set of F̃
X̂

-chains q̃ : ∆2 → F̃
X̂

.

Moreover, for a third F
X̂

-morphism η :U → T , it is clear that

x̄ϕ·x̄ψ·x̄η = x̄ϕ◦ψ·m̄ϕ,ψ·x̄η = x̄ϕ◦ψ ·x̄η·
(
m̄X̂(η̃)

)
(m̄ϕ,ψ)

= x̄ϕ◦ψ◦η·m̄ϕ◦ψ,η·
(
m̄X̂(η̃)

)
(m̄ϕ,ψ)

8.4.4
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and, similarly, we have

x̄ϕ·x̄ψ·x̄η = x̄ϕ◦ψ◦η·m̄ϕ,ψ◦η·m̄ψ,η 8.4.5;

hence, in the k-vector space m̄
X̂

(T ) we get the 2-cycle condition

m̄ϕ◦ψ,η +
(
m̄X̂(η̃)

)
(m̄ϕ,ψ) = m̄ϕ,ψ◦η + m̄ψ,η 8.4.6.

In conclusion, the above correspondence determines a stable m̄
X̂

-valued

2-cocycle over F̃
X̂

, and then it follows from Theorem 4.8 that, for any

F
X̂

-morphism ϕ̃ :R → Q , there exists an element ℓ̄ϕ̃ ∈ m̄
X̂

(R) in such a

way that in m̄
X̂

(R) we have

m̄ϕ,ψ =
(
m̄

X̂

(ψ̃)
)
(ℓ̄ϕ̃)− (ℓ̄ϕ̃◦ψ̃) + ℓ̄ψ̃ 8.4.7;

then, the image in L̄
X̂

(Q, T ) of equality 8.4.1 becomes

(
x̄ϕ·(ℓ̄ϕ̃)

−1
)
·
(
x̄ψ·(ℓ̄ψ̃)

−1
)
= x̄ϕ◦ψ ·(ℓ̄ϕ̃◦ψ̃)

−1 8.4.8.

Thus, we get a functorial section

σ̄ : F
X̂

−→ L̄
X̂

8.4.9

of the structural functor π̄
X̂

; then, the converse image in L
X̂

of the image of

this section yields a F
X̂

-sublocality L
X̂

which, by minimality, has to coincide

with L
X̂

; hence, σ̄ is an isomorphism and this fact forces

Ker(πX̂
Q
) = τ X̂

Q

(
Z(Q)

)
·Φ
(
Ker(πX̂

Q
)
)

8.4.10

for any Q ∈ X̂ , so that we obtain Ker(πX̂
Q ) = τ X̂

Q

(
Z(Q)

)
; hence, it follows

from 2.11 and Theorem 2.10 that L
X̂

is a perfect F
X̂

-locality.

8.5. Given a family z = {zQ}Q∈X of elements zQ ∈ Ker(πX

Q
) , we can

define a bijective functor κz :L
X ∼= L

X

which is the identity map over X

and sends any L
X

-morphism x :R → Q to zQ·x·(zR)−1 ; let us call inner

F
X

-automorphisms of L
X

this kind of functors.

Theorem 8.6. With the notation and the hypothesis above, if P
X̂

and P ′
X̂

are

minimal F
X̂

-sublocalities of L
X̂

then there exists an inner F
X

-automorphism

κz of L
X

such that P ′
X̂

= κz(P
X̂

) .
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Proof: Once again, arguing by induction, we may assume that any proper

F
X̂

-sublocality of L
X̂

containing P ′
X̂

does not contain κz(P
X̂

) for any inner

F
X

-automorphism κz of L
X

. Denote by

i
X̂

: P
X̂

−→ L
X̂

and i′
X̂

: P ′
X̂

−→ L
X̂

8.6.1

the functors determined by the inclusions; actually, it follows from Theo-
rem 8.4 that they induce two functorial sections

¯̟ : F
X̂ ∼= P̄

X̂

−→ L̄
X̂

and ¯̟ ′ : F
X̂ ∼= P̄ ′

X̂

−→ L̄
X̂

8.6.2

of the structural functor π̄
X̂

; in particular, for any pair of subgroups Q and

R in X̂ , and any F
X̂

-morphism ϕ :R → Q there is a unique element m̄ϕ in

m̄
X̂

(R) such that

¯̟ ′(ϕ) = ¯̟ (ϕ)·m̄ϕ 8.6.3.

On the other hand, it follows from Proposition 3.9 that there are unique
natural maps

λ
PX̂ : loc

FX̂ −→ loc
PX̂ and λ

P′X̂
: loc

FX̂ −→ loc
P′X̂

8.6.4

such that
lv ∗ λ

PX̂ = idaut
F

X̂
= lv ∗ λ

P′X̂
8.6.5

and that, for any F
X̂

-chain q : ∆n → F
X̂

fully normalized in F , we have

(λ
PX̂ )(q,∆n) ◦ τ

X̂
q = τ X̂

q̂ and (λ
P′X̂

)(q,∆n) ◦ τ
X̂
q = τ X̂

q̂′ 8.6.6

where q̂ : ∆n → P
X̂

and q̂′ : ∆n → P ′
X̂

are functors lifting q ; but, it is quite

clear that the functors i
X̂

and i′
X̂

determine natural maps (cf. 3.8.2)

loc
i
X̂ : loc

PX̂ −→ loc
L̄X̂ and loc

i′
X̂ : loc

P′X̂
−→ loc

L̄X̂ 8.6.7;

then, it is easily checked that the compositions loc
i
X̂ ◦ λPX̂ and loc

i′
X̂ ◦ λP′X̂

from loc
FX̂ to loc

L̄X̂ fulfill the corresponding conditions 8.6.5 and 8.6.6 above

and therefore, once again from Proposition 3.9 they coincide.

In particular, considering representatives for the corresponding L̃oc-mor-

phisms (cf. 3.4), for any Q ∈ X̂ there exists z̄Q ∈ m̄
X̂

(Q) ⊂ L̄
X̂

(Q) fulflling

P̄ ′
X̂

(Q) = P̄
X̂

(Q)z̄Q 8.6.8.
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That is to say, up to replace P
X̂

by its image via a suitable inner F
X̂

-auto-

morphism of L
X̂

, in 8.6.2 above we may assume that, for any Q ∈ X̂ , in

L̄
X̂

(Q) we have

¯̟ ′
(
F(Q)

)
= ¯̟

(
F(Q)

)
8.6.9.

In this situation, we claim that the correspondence in 8.6.3 above map-

ping any F
X̂

-chain r : ∆1 → F
X̂

on m̄r(0) is stable (cf. 4.2); indeed, for any

F -isomorphisms σ :Q ∼= Q′ and ρ :R ∼= R′ , setting ϕ′ = σ ◦ ϕ ◦ ρ−1 we have

¯̟ (σ)· ¯̟ (ϕ)· ¯̟ (ρ)−1·m̄ϕ′ = ¯̟ (ϕ′)·m̄ϕ′ = ¯̟ ′(ϕ′)

= ¯̟ ′(σ)· ¯̟ ′(ϕ)· ¯̟ ′(ρ)−1

= ¯̟ ′(σ)·( ¯̟ (ϕ)·m̄ϕ)· ¯̟
′(ρ)−1

8.6.10;

but, since ¯̟ ′
(
F(Q)

)
= ¯̟

(
F(Q)

)
, the element ¯̟ (σ)−1· ¯̟ ′(σ) belongs to

¯̟
(
F(Q)

)
and therefore isomorphism 3.11.2 and equality 8.6.3 implies that

¯̟ ′(σ) = ¯̟ (σ) ; similarly, we get ¯̟ ′(ρ) = ¯̟ (ρ) and thus equality 8.6.10 forces

¯̟ (ρ)−1·m̄ϕ′ = m̄ϕ· ¯̟ (ρ)
−1 8.6.11,

proving the stability of the above correspondence. In particular, for any
u ∈ Q , note that we obtain m̄

κX̂
Q
(u)◦ϕ

= m̄ϕ proving that m̄ϕ only depends

on the class ϕ̃ ∈ F̃(Q,R) of ϕ ; thus, the above correspondence factorizes

throughout the set of F̃
X̂

-chains r̃ : ∆1 → F̃
X̂

.

Moreover, for a second F
X̂

-morphism ψ :T → R , we have (cf. 8.2.2)

¯̟ (ϕ)· ¯̟ (ψ)·m̄ϕ◦ψ = ¯̟ (ϕ ◦ ψ)·m̄ϕ◦ψ = ¯̟ ′(ϕ ◦ ψ)

= ¯̟ ′(ϕ)· ¯̟ ′(ψ) = ¯̟ (ϕ)·m̄ϕ· ¯̟ (ψ)·m̄ψ

= ¯̟ (ϕ)· ¯̟ (ψ)·
(
m̄X̂(ψ̃)

)
(m̄ϕ)·m̄ψ

8.6.12

and therefore in the k-vector space m̄
X̂

(T ) we get the 1-cocycle condition

m̄ϕ◦ψ =
(
m̄

X̂

(ψ̃)
)
(m̄ϕ) + m̄ψ 8.6.13.

In conclusion, the above correspondence determines a stable m̄
X̂

-valued 1-co-

cycle over F̃
X̂

and then it follows from Theorem 4.8 that for any Q-subgroup

in X there exists z̄Q ∈ m̄
X̂

(Q) in such a way that in m̄
X̂

(R) we have

m̄ϕ =
(
m̄

X̂

(ϕ̃)
)
(z̄Q)− z̄R 8.6.14.
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Consequently, the image in L̄
X̂

(Q, T ) of equality 8.6.3 becomes

¯̟ ′(ϕ) = ¯̟ (ϕ)·
(
m̄

X̂

(ϕ̃)
)
(z̄Q)·(z̄R)

−1 = z̄Q· ¯̟ (ϕ)·(z̄R)
−1 8.6.15;

that is to say, lifting z̄Q to zQ ∈ Ker(πX̂
Q ) for any Q ∈ X̂ and considering

the family z = {zQ}Q∈X̂ , equalities 8.6.15 show that the converse image

in L
X̂

of the image of the functor ¯̟ ′ in L̄
X̂

contains P ′
X̂

and κz(P
X̂

) ; hence,

by minimality, this converse image is equal to L
X̂

and therefore ¯̟ ′ is an
isomorphism which once again forces

Ker(πX̂
Q
) = τ X̂

Q

(
Z(Q)

)
·Φ
(
Ker(πX̂

Q
)
)

8.6.16

for any Q ∈ X̂ , so that we obtain Ker(πX̂
Q ) = τ X̂

Q

(
Z(Q)

)
; consequently, we

get P
X̂

= L
X̂

= P ′
X̂

. We are done.

Corollary 8.7. There exists a perfect F
X̂

-locality P
X̂

, unique up to isomor-

phisms.

Proof: Considering the quotient L̄
nX̂

(cf. 6.7) of the natural F
X̂

-locality L
n,X̂

,
we know that τ̄n,X is a faithful functor and therefore it suffices to apply

Theorem 8.4 to get the existence of a perfect F
X̂

-locality P
X̂

⊂ L
n,X̂

. On the

other hand, if follows from Corollary 7.17 that any perfect F
X̂

-locality P ′
X̂

is

contained in L̄
n,X̂

and therefore the uniqueness follows from Theorem 8.6.

9. Existence, uniqueness, universality and functoriality of P
X

9.1. It follows from Corollary 8.7 that there exists a perfect F
sc

-locality

P
sc

, unique up to isomorphisms, and therefore it follows from [9, Chap. 20]†
that there also exists a perfect F-locality P , unique up to isomorphisms ; in

particular, there exists a perfect F
X

-locality P
X

, but its possible uniqueness
has to be discussed; more generally, the announced universality has to be
discussed in all the cases.

Theorem 9.2. There exists a perfect F
X

-locality P
X

, unique up to isomor-

phisms. Moreover, for any p-coherent F
X

-locality L
X

, there exists a functor

h
X

:P
X

→ L
X

, compatible with the structural functors, unique up to inner

F
X

-automorphism of L
X

.

Proof: As we mention above, it follows from [9, Theorem 20.24] that there

exists a perfect F -locality P and therefore a perfect F
X

-locality P
X

; denote

† The argument in [9, 20.16] has been scratched; below we develop the correct argument.
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by τ̌
X

and π̌
X

the corresponding structural functors. Note that the unique-

ness of P
X

will follow from the last statement applied to another perfect

F
X

-locality P ′
X

(cf. 3.5.1).

Let L
X

be a p-coherent F
X

-locality and denote by τX and πX its struc-

tural functors; restricting everything to X̂ (cf. 8.1), consider the p-coherent

F
X̂

-locality defined by the pull-back

F
X̂

ր տπ
X̂

P
X̂

L
X̂

αX̂
տ ր

βX̂

P
X̂

×
FX̂L

X̂

9.2.1;

it is easily checked that the structural functor

τ̂
X̂

: T
X̂

P −→ P
X̂

×
FX̂L

X̂

9.2.2

is faithful and therefore it follows form Theorem 8.4 that the bottom left-hand
functor in the diagram above

αX̂ : P
X̂

×
FX̂L

X̂

−→ P
X̂

9.2.3

admits a functorial section σX̂ :P
X̂

→ P
X̂

×
FX̂L

X̂

.

Thus, we get a functor

h
X̂

= β
X̂

◦ σX̂ : P
X̂

−→ L
X̂

9.2.4

which is easily checked to be compatible with the structural functors; more-

over, any such a functor h′
X̂

:P
X̂

→ L
X̂

determines, in the pull-back 9.2.1, a
new functorial section

σ′
X̂

: P
X̂

−→ P
X̂

×
FX̂L

X̂

9.2.5

which fulfills h′
X̂

= β
X̂

◦ σ′
X̂

; then, it follows from Theorem 8.6 that there is

an inner F
X

-automorphism κẑ of P
X̂

×
FX̂L

X̂

fulfilling

σ′
X̂

(P
X̂

) = κẑ
(
σX̂(P

X̂

)
)

9.2.6 .

In particular, for any Q ∈ X̂ fully normalized in F , the functors σ′
X̂

and
κz ◦ σX̂ determine a group automorphism

LF(Q) = P
X̂

(Q) ∼= P
X̂

(Q) = LF(Q) 9.2.7

which is compatible with the structural group homomorphisms

τ X̂
Q

: NP (Q) −→ LF (Q) and πX̂
Q
: LF(Q) −→ F(Q) 9.2.8;
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hence, it follows from Theorem 2.10 that this automorphism coincides with
the conjugation by some element zQ ∈ τ X̂

Q

(
Z(Q)

)
, and this fact remains true

for any Q ∈ X̂ .

Consequently, it follows from [9, Corollary 5.14] suitably translated to

P
X̂

that, setting z = {zQ}Q∈X̂ , the self-equivalence of P
X̂

determined by σ′
X̂

and κz ◦ σX̂ coincides with the inner F
X

-automorphism κz of P
X̂

; that is to

say, up to modifying our choice of ẑ , we may assume that σ′
X̂

= κz ◦ σX̂ ; in

this case, since h′
X̂

= β
X̂

◦ σ′
X̂

, we still have

h′
X̂

= κ
βX̂ (z)

◦ h
X̂

9.2.9

for an obvious definition of β
X̂

(z) .

At this point, it suffices to prove that the functor h
X̂

can be extended to a

unique functor h
X

:P
X

→ L
X

, compatible with the corresponding structural
functors. Our proof follows the same pattern as the proof in [9, Chap. 20]

of the existence of P from the existence of P
sc

, and we borrow our notation
and arguments there.

Let Q and Q′ be F -isomorphic subgroups in X , R ∈ X a subgroup of Q
and R′ ∈ X a subgroup of Q′ , and let us assume that the set F(Q′, Q)R′,R

of ϕ ∈ F(Q′, Q) fulfilling ϕ(R) = R′ is not empty; since F is divisible, there
is a unique restriction map

r
Q′,Q

R′,R
: F(Q′, Q)R′,R −→ F(R

′, R) 9.2.10

sending ϕ ∈ F(Q′, Q)R′,R to ψ ∈ F(R′, R) such that ιQ
′

R′ ◦ ψ = ϕ ◦ ιQR ;

similarly, since P
X

and L
X

are also divisible, we can define the restriction

maps

s
Q′,Q

R′,R
: P

X

(Q′, Q)R′,R −→ P
X

(R′, R)

t
Q′,Q

R′,R
: L

X

(Q′, Q)R′,R −→ L
X

(R′, R)
9.2.11

where we replace ιQR and ιQ
′

R′ by the corresponding images of 1 via the struc-
tural functors.

If all these groups are F -selfcentralizing, it is clear that h
X̂

determines
a commutative diagram

P
X

(Q′, Q)R′,R −→ P
X

(R′, R)
↓ ↓

L
X

(Q′, Q)R′,R −→ L
X

(R′, R)

9.2.12;
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conversely, in order to get the announced functor h
X

, it is easily checked that
it suffices to define such maps

h
X

Q′,Q
: P

X

(Q′, Q) −→ L
X

(Q′, Q) 9.2.13

for all the elements of X , in such a way that they are compatible with both
compositions and both structural functors, and that the corresponding dia-
grams above are commutative.

In the general case, let T and T ′ be F -isomorphic subgroups in X̂ res-
pectively containing and normalizing Q and Q′ ; then, we claim that the map

P
X

(T ′, T )Q′,Q −→ L
X

(T ′, T )Q′,Q 9.2.14

determined by h
X̂

composed with t
T ′,T

Q′,Q
factorizes through the image of s

T ′,T

Q′,Q
;

indeed, if x, y ∈ P
X

(T ′, T )Q′,Q have the same image in P
X

(Q′, Q) then we
have y = x·z for some z in the kernel KPX of the group homomorphism

P
X

(T )Q −→ P
X

(Q) 9.2.15

and it suffices to prove that the group homomorphism P
X

(T )Q → L
X

(T )Q

determined by h
X̂

sends KPX to the kernel KLX of the group homomorphism

L
X

(T )Q −→ L
X

(Q) 9.2.16.

Respectively denoting by CPX(T )(Q) and CLX(T )(Q) the kernels of the

obvious group homomorphisms

P
X

(T )Q −→ F(Q) and L
X

(T )Q −→ F(Q) 9.2.17,

it is clear that homomorphisms 9.2.15 and 9.2.16 induce group homomor-
phisms

CPX(T )(Q) −→ Ker(π̌X

Q
) and CLX(T )(Q) −→ Ker(πX

Q
) 9.2.18

and that h
X̂

also determines a group homomorphism

C
PX(T )

(Q) −→ C
LX(T )

(Q) 9.2.19.

But, up to F -isomorphisms, we may assume that Q is fully normalized in

F [9, Proposition 2.7]; in this case, since P
X

is perfect and L
X

is p-coherent ,
Ker(πX

Q
) is a p-group and we have (cf. 2.8.2)

Ker(π̌X

Q
) ∼= CP (Q)/HCF (Q) and HCF (Q) ⊂ Ker(τX

Q
) 9.2.20 .
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Consequently, we get

O
p(KPX ) = O

p
(
CPX(T )(Q)

)
and O

p(KLX ) = O
p
(
CLX(T )(Q)

)
9.2.21

and, always from 9.2.20, it is easily checked that h
X̂

sends a Sylow p-subgroup
of KPX to a Sylow p-subgroup of KLX , proving our claim.

Assuming that Q and Q′ are fully centralized in F and choosing

T = Q·CP (Q) and T = Q·CP (Q) 9.2.22,

we already know that the restriction map

r
T ′,T

Q′,Q
: F(T ′, T )Q′,Q −→ F(Q

′, Q) 9.2.23

is surjective (cf. condition 2.2.3), so that the corresponding maps s
T ′,T

Q′,Q
and

t
T ′,T

Q′,Q
are surjective too; consequently, from the remark above we get a com-

mutative diagram

P
X

(T ′, T )Q′,Q

h
X̂

T ′,T
−−−−→ L

X

(T ′, T )Q′,Q

s
T ′,T

Q′,Q

y y t
T ′,T

Q′,Q

P
X

(Q′, Q)
h
X

Q′,Q
−−−−→ L

X

(Q′, Q)

9.2.24

which defines the bottom map h
X

Q′,Q .

These maps are compatible with the structural functors; this is clear for

π̌
X

Q′,Q and π
X

Q′,Q ; moreover, if TP (Q′, Q) is not empty and u ∈ TP (Q′, Q)

then u still belongs to TP (T ′, T ) and therefore we get

h
X

Q′,Q

(
τ̌

X

Q′,Q(u)
)
= t

T ′,T

Q′,Q

(
h

X̂

T ′,T

(
τ̌

X

T ′,T (u)
))

= t
T ′,T

Q′,Q

(
τ

X

T ′,T (u)
)
= τ

X

Q′,Q(u)

9.2.25.

On the other hand, since the top map in diagram 9.2.24 is defined by
a functor, for a third Q′′ ∈ X fully centralized in F and isomorphic to Q

and Q′ , setting T ′′ = Q′′·CP (Q′′) the compositions in P
X

and L
X

supply the
commutative diagram

P
X

(T ′′, T ′)Q′′,Q′ × P
X

(T ′, T )Q′,Q −→ P
X

(T ′′, T )Q′′,Qy y

L
X

(T ′′, T ′)Q′′,Q′ × L
X

(T ′, T )Q′,Q −→ L
X

(T ′′, T )Q′′,Q

9.2.26



43

which forces the commutativity of the following diagram

P
X

(Q′′, Q′)× P
X

(Q′, Q) −→ P
X

(Q′′, Q)

h
X

Q′′,Q′×h
X

Q′,Q

y y h
X

Q′′,Q

L
X

(Q′′, Q′)× L
X

(Q′, Q) −→ L
X

(Q′′, Q)

9.2.27.

Actually, we claim that diagram 9.2.24 remains true for any choice of

F -isomorphic subgroups T and T ′ in X̂ containing and normalizingQ and Q′ ;

indeed, consider x ∈ P
X

(Q′, Q) and set α = π̌
X

Q′,Q
(x) ; it is clear that

FT (Q) ⊂ FP (Q) ∩ α
∗

FP (Q
′) and FT ′(Q′) ⊂ α∗FP (Q) ∩ FP (Q

′) 9.2.28;

denoting by Nα and N ′α the respective converse images of these intersections
inNP (Q) andNP (Q

′) , we know that α can be extended to an F -isomorphism
α̂ :Nα ∼= N ′α (cf. condition 2.2.3) and therefore we can find an element x̂ in

P
X

(N ′α, Nα)Q′,Q lifting x ; then, since α̂ clearly maps Q̂ = Q·CP (Q) onto

Q̂′ = Q′·CP (Q′) , we have

h
X

Q′,Q

(
s
N′
α,Nα

Q′,Q
(x̂)

)
= h

X

Q′,Q

(
s
Q̂′,Q̂

Q′,Q

(
s
N′
α,Nα

Q̂′,Q̂
(x̂)

))

= t
Q̂′,Q̂

Q′,Q

(
h

X̂

Q̂′,Q̂

(
s
N′
α,Nα

Q̂′,Q̂
(x̂)

))
= t

N′
α,Nα

Q′,Q

(
h

X̂

N ′
α,Nα

(x̂)
) 9.2.29 .

But, if y is an element of P
X

(T ′, T )Q′,Q lifting x then for some z ∈ CP (Q)
we have (cf. 9.2.20)

y = s
N′
α,Nα

T ′,T
(x̂)·τ̌

X

T ′,T (z) = s
N′
α,Nα

T ′,T

(
x̂·τ̌

X

N ′
α,Nα

(z)
)

9.2.30;

hence, we get

h
X

Q′,Q

(
s
T ′,T

Q′,Q
(y)

)
= h

X

Q′,Q

(
s
N′
α,Nα

Q′,Q

(
x̂·τ̌

X

N ′
α,Nα

(z)
))

= t
N′
α,Nα

Q′,Q

(
h

X̂

N ′
α,Nα

(
x̂·τ̌

X

N ′
α,Nα

(z)
))

= t
T ′,T

Q′,Q

(
h

X̂

T ′,T (y)
) 9.2.31,

which proves our claim.

In particular, if R ∈ X is a normal subgroup of Q and R′ ∈ X a normal
subgroup of Q′ , both fully normalized in F , the argument above proves that
the following diagram is commutative

P
X

(Q̂′, Q̂)R′,R

h
X̂

Q̂′,Q̂
−−−−→ L

X

(Q̂′, Q̂)R′,R

s
Q̂′,Q̂

R′,R

y y t
Q̂′,Q̂

R′,R

P
X

(R′, R)
h
X

R′,R
−−−−→ L

X

(R′, R)

9.2.32;
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but, with evident notation, in the following commutative diagram

P
X

(Q̂′, Q̂)Q′,R′,Q,R

h
X̂

Q̂′,Q̂
−−−−→ L

X

(Q̂′, Q̂)Q′,R′,Q,R

s
Q̂′,Q̂

Q′,Q

y y t
Q̂′,Q̂

Q′,Q

P
X

(Q′, Q)R′,R

h
X

Q′,Q
−−−−→ L

X

(Q′, Q)R′,R

9.2.33

the left-hand vertical arrow is surjective; hence, in this situation we finally
obtain the commutative diagram announced in 9.2.12

P
X

(Q′, Q)R′,R

h
X

Q′,Q
−−−−→ L

X

(Q′, Q)R′,R

s
Q′,Q

R′,R

y y t
Q̂′,Q̂

R′,R

P
X

(R′, R)
h
X

R′,R
−−−−→ L

X

(R′, R)

9.2.34.

We are ready to define the map h
X

Q′,Q for any pair of F -isomorphic

subgroups Q and Q′ in X ; we proceed by induction on |P :Q| and, obvi-
ously, our definition will extend the previous ones; thus, we may assume that
NP (Q) 6= Q . It follows from [9, Corollary 2.21] that there is an F -morphism

ν :NP (Q) → P such that ν
(
NP (Q)

)
and ν(Q) are both fully centralized

in F ; so, let us consider the nonempty set N(Q) of pairs (N, s) formed
by a subgroup N of P which strictly contains and normalizes Q , and by

s ∈ P
X(
ρ(N), N

)
lifting an F -morphism ρ :N → P such that ρ(N) and ρ(Q)

are both fully centralized in F ; note that, according to our induction hy-

pothesis, we may assume that the map h
X

ρ(N),N is already defined and then

t = h
X

ρ(N),N (s) makes sense and belongs to L
X(
ρ(N), N

)
; moreover, we re-

spectively denote by sQ and tQ the corresponding elements of P
X(
ρ(Q), Q

)

and L
X(
ρ(Q), Q

)
.

For another pair (N̄ , s̄) inN(Q) , denoting by ρ̄ : N̄ → P the F -morphism

determined by s̄ , setting ¯̄N = 〈N, N̄〉 and considering a new F -morphism

¯̄ρ : ¯̄N → P such that ¯̄ρ( ¯̄N) and ¯̄ρ(Q) are both fully centralized in F , we

can obtain a third pair ( ¯̄N, ¯̄s) in N(Q) ; then, the elements ¯̄s·τ̌
X

¯̄N,N
(1)·s−1 and

¯̄s·τ̌
X

¯̄N,N̄
(1)·s̄−1 respectively belong to P

X(
¯̄ρ( ¯̄N), ρ(N)

)
and to P

X(
¯̄ρ( ¯̄N), ρ̄(N̄ )

)
;

in particular, since ρ(Q) , ρ̄(Q) and ¯̄ρ(Q) are fully centralized in F , the maps

h
X

¯̄ρ(Q),ρ(Q)
, h

X

¯̄ρ(Q),ρ̄(Q)
and h

X

ρ̄(Q),ρ(Q)
are already defined and, considering the

element

ns̄,s = s̄Q·(sQ)
−1 ∈ P

X(
ρ̄(Q), ρ(Q)

)
9.2.34,
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we clearly have

h
X

ρ̄(Q),ρ(Q)
(ns̄,s) = t̄Q·(tQ)

−1 = mt̄,t ∈ L
X(
ρ̄(Q), ρ(Q)

)
9.2.36.

Note that all these elements fulfill a transitive property as in [9, 20.16.2].†

At this point, choosing pairs (N, s) in N(Q) and (N ′, s′) in N(Q′) , and
denoting by ρ :N → P and ρ′ :N ′ → P the F -morphisms respectively de-
termined by s and s′ , and by t and t′ the respective images of s and s′ via

h
X

ρ(N),N and h
X

ρ′(N ′),N ′ , the map h
X

ρ′(Q′),ρ(Q) is already defined and then we

define the map

h
X

Q′,Q : P
X

(Q′, Q) −→ L
X

(Q′, Q) 9.2.37

sending x ∈ P
X

(Q′, Q) to

h
X

Q′,Q(x) = (t′Q′)−1·h
X

ρ′(Q′),ρ(Q)

(
s′Q′ ·x·(sQ)

−1
)
·tQ 9.2.38.

We claim that this element does not depend on our choice; indeed, respec-
tively replacing (N, s) , (N ′, s′) , ρ and ρ′ by (N̄ , s̄) , (N̄ ′, s̄′) , ρ̄ and ρ̄′ we get

the element (t̄′Q′)−1·h
X

ρ̄′(Q′),ρ̄(Q)

(
s̄′Q′ ·x·(s̄Q)−1

)
·t̄Q and therefore it suffices to

prove the equality (cf. 9.2.36)

mt̄′,t′ ·h
X

ρ′(Q′),ρ(Q)

(
s′Q′ ·x·(sQ)

−1
)
= h

X

ρ̄′(Q′),ρ̄(Q)

(
s̄′Q′ ·x·(s̄Q)

−1
)
·mt̄,t 9.2.39;

but, from the commutativity of diagram 9.2.27 and equality 9.2.36 we get

mt̄′,t′ ·h
X

ρ′(Q′),ρ(Q)

(
s′Q′ ·x·(sQ)

−1
)
= h

X

ρ̄′(Q′),ρ(Q)

(
s̄′Q′ ·x·(sQ)

−1
)

h
X

ρ̄′(Q′),ρ̄(Q)

(
s̄′Q′ ·x·(s̄Q)

−1
)
·mt̄,t = h

X

ρ̄′(Q′),ρ(Q)

(
s̄′Q′ ·x·(sQ)

−1
) 9.2.40,

which proves the claim.

For a third subgroup Q′′ in X isomorphic to Q and Q′ , we claim that the
corresponding diagram 9.2.27 defined by both compositions is also commuta-
tive; indeed, choosing a pair (N ′′, s′′) in N(Q′′) and denoting by ρ′′ :N ′′ → P

the F -morphism determined by s′′ , for any x′ ∈ P
X

(Q′′, Q′) we have

h
X

Q′′,Q′(x′) = (t′′Q′′ )−1·h
X

ρ′′(Q′′),ρ′(Q′)

(
s′′Q′′ ·x′·(s′Q′)−1

)
·t′Q′ 9.2.41

and therefore we get

t′′Q′′ ·h
X

Q′′,Q′(x′)·h
X

Q′,Q(x)·tQ

= h
X

ρ′′(Q′′),ρ′(Q′)

(
s′′Q′′ ·x′·(s′Q′)−1

)
·h

X

ρ′(Q′),ρ(Q)

(
s′Q′ ·x·(sQ)

−1
)

= h
X

ρ′′(Q′′),ρ(Q)

(
s′′Q′′ ·(x′·x)·(sQ)

−1
)
= t′′Q′′ ·h

X

Q′′,Q′(x′·x)·tQ

9.2.42,

which proves the claim.

† The argument above provides the right way to obtain the elements gn̄,n in [9, 20.16.1].
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Finally, it remains to prove that the commutativity of diagram 9.2.12

holds in the general case. Let T and T ′ be F -isomorphic subgroups in X̂
respectively containing Q and Q′ , and fulfilling F(T ′, T )

Q′,Q
6= ∅ ; assume

that Q 6= T and set N = NT (Q) and N ′ = NT ′(Q′) ; since we are arguing by
induction on |P :Q| , we may assume that we have the following commutative
diagram

P
X

(T ′, T )Q′,Q

h
X

T ′,T
−−−−→ L

X

(T ′, T )Q′,Q

s
T ′,T

N′,N

y y t
T ′,T

N′,N

P
X

(N ′, N)Q′,Q

h
X

N′,N
−−−−→ L

X

(N ′, N)Q′,Q

9.2.43

and therefore it suffices to prove the commutativity of the diagram

P
X

(N ′, N)Q′,Q

h
X̂

N′,N
−−−−→ L

X

(N ′, N)Q′,Q

s
N′,N

Q′,Q

y y t
N′,N

Q′,Q

P
X

(Q′, Q)
h
X

Q′,Q
−−−−→ L

X

(Q′, Q)

9.2.44.

As above, we can choose pairs (N, s) in N(Q) and (N ′, s′) in N(Q′) ;
let us denote by ρ :N → P and ρ′ :N ′ → P the F -morphisms respectively
determined by s and s′ , and by t and t′ the respective images of s and s′

via h
X

ρ(N),N and h
X

ρ′(N ′),N ′ ; then, for any y ∈ P
X

(N ′, N)Q′,Q it follows from

definition 9.2.38 and from the commutativity of diagram 9.2.24 that we have

h
X

Q′,Q

(
s
N′,N

Q′,Q
(y)

)
= (t′Q′)−1·h

X

ρ′(Q′),ρ(Q)

(
s′Q′ ·s

N′,N

Q′,Q
(y)·(sQ)

−1
)
·tQ

= (t′Q′)−1·h
X

ρ′(Q′),ρ(Q)

(
s
ρ′(N′),ρ(N)

ρ′(Q′),ρ(Q)
(s′·y·s−1)

)
·tQ

= (t′Q′)−1·t
ρ′(N′),ρ(N)

ρ′(Q′),ρ(Q)

(
h

X

ρ′(N ′),ρ(N)(s
′·y·s−1)

)
·tQ

= t
N′,N

Q′,Q

(
t′−1·h

X

ρ′(N ′),ρ(N)(s
′·y·s−1)·t

)

= t
N′,N

Q′,Q

(
h

X

N ′,N (y)
)

9.2.45,

proving the commutativity of diagram 9.2.44. The compatibility of the func-

tor h
X

with the structural functors is easily checked. We are done.

9.3. It remains to dicuss the functoriality of the perfect F-locality P ; as a
matter of fact, assuming its existence we already prove in [9, Theorem 17.18]

the existence of all the possible perfect quotients P̄ of P , which presently
simplifies our work. Let us recall the construction of P̄ ; let U be an F-stable
subgroup of P (cf. 2.5), set P̄ = P/U and denote by F̄ the quotient Frobe-

nius P̄ -category F/U [9, Proposition 12.3]; for any subgroup Q of P , denote

by Q̄ the image of Q in P̄ and by UF(Q) the kernel of the canonical group
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homomorphism F(Q)→ F̄(Q̄) ; moreover, if Q is fully normalized in F , for
short we set

P
Q

= N
UF (Q)
P (Q) and F

Q

= N
UF (Q)
F (Q) 9.3.1,

so that F
Q

is a Frobenius P
Q

-category; in the group P(Q) we define (cf. 2.4)

UP(Q) = O
p
(
π−1
Q

(
UF(Q)

))
·τ
Q

(
NU (Q)·HFQ

)
9.3.2;

actually, via P-isomorphisms we can extend the definition of UP(Q) to any

subgroup Q of P . Then, P̄ is the perfect F̄-locality fulfilling [9, 17.15-17]

P̄(Q̄, R̄) = P(Q,R)
/
UP(R) 9.3.3

for any pair of subgroups Q and R of P .

9.4. Let P ′ be a second finite p-group, F ′ a Frobenius P ′-category and
P ′ the corresponding perfect F ′-locality, and denote by

τ ′ : TP ′ −→ P ′ and π′ : P ′ −→ F ′ 9.4.1

the structural functors; let α :P → P ′ be an (F ,F ′)-functorial group ho-
momorphism [9, 12.1]; recall that we have a so-called Frobenius functor

fα :F → F ′ [9, 12.1] and denote by tα : TP → TP ′ the functor induced by α .

Theorem 9.5. With the notation above, there is a functor gα :P → P ′ ,
unique up to inner F ′-automorphisms of P ′ , fulfilling

τ ′ ◦ tα = gα ◦ τ and π′ ◦ gα = fα ◦ π 9.5.1.

Moreover, if P ′′ is a third finite p-group, F ′′ a Frobenius P ′′-category, P ′′

the perfect F ′′-locality and α′ :P ′ → P ′′ an (F ′,F ′′)-functorial group homo-

morphism, then the functors gα′ ◦ gα and gα′◦α from P to P ′′ coincide up to

inner F ′′-automorphisms of P ′′ .

Proof: As we mention above, if α is surjective then the existence of gα
follows from [9, Theorem 17.18].

Assume that α is injective and consider the F -locality Lα defined by the
pull-back

F
fα
−→ F ′

↑ ↑ π′

Lα −→ P ′
9.5.2;

that is to say, for any pair of subgroups Q and R of P , setting Q′ = α(Q)
and R′ = α(R) we have the pull-back

F(Q,R) −→ F ′(Q′, R′)

↑ ↑

Lα(Q,R) −→ P ′(Q′, R′)

9.5.3;

then, since α is injective, the divisibility and the p-coherence of P ′ forces the
the divisibility and the p-coherence of Lα .
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Consequently, it follows form Theorem 9.2 that we have a functor

hα : P −→ Lα 9.5.4

which is compatible with the structural functors and unique up to inner
F ′-automorphisms of Lα ; then, the composition of hα with the bottom func-
tor in diagram 9.5.2 is a functor gα :P → P ′ clearly compatible with the
corresponding structural functors. Conversely, for any functor g′α :P → P

′

compatible with the structural functors, the pull-back 9.5.2 clearly determines
a functor h′α :P → Lα compatible with the structural functors, and it suffices
to apply the uniqueness of hα .

Once again, from [9, Theorem 17.18] the last statement is easily checked
whenever α and α′ are both surjective. If α and α′ are both injective then
the last statement follows from the following commutative diagram

F
fα−→ F ′

fα′

−→ F ′′

↑ ↑ ↑ π′′

Lα′◦α −→ Lα′ −→ P ′′

↑ ↑ hα′ ր

Lα −→ P ′

↑ hα ր

P

9.5.5

where all the possible rectangles and squares are pull-back .

Now, in order to discuss the general case, it suffices in the situation above
to consider an F ′-stable subgroup U ′ of P ′ and then, setting U = α−1(U ′)
which is clearly an F -stable subgroup of P , to prove the commutativity, up
to inner F ′-automorphisms of P ′ , of the following diagram

P̄
gᾱ
−→ P̄ ′

↑ ↑

P
gα−→ P ′

9.5.6

where, setting P̄ = P/U and P̄ ′ = P ′/U ′ , ᾱ : P̄ → P̄ ′ is the injective group

homomorphism induced by α and, denoting by F̄ and F̄ ′ the respective
quotients F/U and F ′/U ′ [9, Proposition 12.3], P̄ and P̄ ′ are the respective

perfect F̄- and F̄ ′-localities .

From 9.3 above, we already know that, for any pair of subgroups Q and
R of P , setting Q′ = α(Q) and R′ = α(R) we have

P̄(Q̄, R̄) = P(Q,R)/UP(R) and P̄ ′(Q̄′, R̄′) = P ′(Q′, R′)/UP′(R′) 9.5.7;

hence, it suffices to prove that the functor gα sends UP(R) to UP′(R′) ; indeed,

in this case gα induces a functor ḡα : P̄ → P̄ ′ which is easily checked to be
compatible with the structural functors; then, the uniqueness proved above
shows that ḡα coincides with gᾱ up to inner F ′-automorphisms of P ′ .
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But, the commutative diagram of group homomorphisms

F̄(R̄) −→ F̄ ′(R̄′)
↑ ↑
F(R) −→ F ′(R′)

9.5.8

already proves that the functor fα sends UF (R) to UF ′(R′) and therefore

the functor gα sends Op
(
π−1
R

(
UF(R)

))
to Op

(
π−1
R′

(
UF ′(R′)

))
; moreover, it

is clear that α
(
NU (R)

)
⊂ NU ′(R′) . Finally, assuming that R is fully normal-

ized in F and choosing a P ′-isomorphism y′ :R′ ∼= R̂′ such that R̂′ is fully
normalized in F ′ , it follows from condition 2.2.3 that there is an F ′-morphism

ξ : α(P
R

) −→ P ′
R̂′

9.5.9

extending π′
R̂′,R′

(y) ; then, it is easily checked that the composition ζ of ξ

with the restriction of α to P
R

is (F
R

,F ′
R̂′

)-functorial [9, 12.1]; hence, we

get a Frobenius functor fζ :F
R

→ F ′
R̂′

and therefore we have

ζ(HFR ) ⊂ HF ′R̂
′ 9.5.10.

Consequently, considering the suitable P ′-isomorphisms, we obtain that gα
sends UP(R) to UP′(R′) . We are done.

10. Vanishing cohomology

10.1. As we mention in 1.5 above, the existence of the perfect F
sc

-locality

P
sc

allows us to give a direct proof of Oliver’s result in [4] on vanishing co-
homology. More generally, assume that all the subgroups in X are F -selfcen-
tralizing and denote by O a complete discrete valuation ring of characteristic
zero lifting k , by O-mod the category of finitely generated O-modules and

by m̃
X

: F̃
X

→ O-mod a contravariant functor; we will give a direct proof of
that for any n ≥ 2 we have

H
n(F̃

X

, m̃
X

) = {0} 10.1.1,

together with a suitable description of H1(F̃
X

, m̃
X

) .

10.2. Denote by P
X

the perfect F
X

-locality and by τX and πX the struc-

tural functors; note that the exterior quotient P̃
X

of P
X

(cf. 2.1) coincides

with F̃
X

, and let us denote by mX :P
X

→ O-mod the contravariant functor

induced by m̃
X

. Consider the additive covers ac(P
X

) of P
X

and ac(F̃
X

) of F̃
X

(cf. 7.1) and denote by

jP
X

: P
X

−→ ac(P
X

) and jF̃
X

: F̃
X

−→ ac(F̃
X

) 10.2.1

the canonical functors mapping any Q ∈ X on the ac(P
X

)- and ac(F̃
X

)-object



50

⊕
{∅}Q that we still denote by Q . Note that mX and m̃

X

can be additively

extended to contravariant functors

m̂X : ac(P
X

) −→ O-mod and ˆ̃m
X

: ac(F̃
X

) −→ O-mod 10.2.2

mapping
⊕

i∈I Qi on
∏
i∈I m

X(Qi) .

10.3. On the other hand, we need to consider the functors (cf. Proposi-
tion 7.10)

intP
X

P : P
X

−→ ac(P
X

) and intF̃
X

P : F̃
X

−→ ac(F̃
X

) 10.3.1

mapping any Q ∈ X on the respective P
X

- and F̃
X

-intersections Q ∩P
X

P

and Q∩F̃
X

P , and any P
X

- and F̃
X

-morphisms x :R→ Q and ϕ̃ :R→ Q on

the corresponding ac(P
X

)- and ac(F̃
X

)-morphisms

x ∩P
X

τX

P
(1) : R ∩P

X

P −→ Q ∩P
X

P

ϕ̃ ∩F̃
X

ĩdP : R ∩F̃
X

P −→ Q ∩F̃
X

P

10.3.2;

note that we have obvious natural maps (cf. 7.9.3)

ωP
X

: intP
X

P −→ jP
X

and ωF̃
X

: intF̃
X

P −→ jF̃
X

10.3.3;

moreover, any u ∈ P determines a natural automorphism of intP
X

P mapping

any Q ∈ X on τX

Q
(1) ∩P

X

τX

P
(u−1) .

10.4. Explicitly, denoting by Ω a natural F-basic P ×P -set (cf. 5.5) and

by Ω
X

Q ⊂ Ω the Q × P -subset of elements ω ∈ Ω such that the projection

Qω in Q of the stabilizer of ω in Q × P belongs to X , recall that we have
(cf. 7.9.2 and Proposition 7.14)

Q ∩P
X

P =
⊕

ω∈Ω
X

Q

Qω 10.4.1.

Actually, choosing a set of representatives ΓQ ⊂ Ω
X

Q for the set of Q×P -orbits

in Ω
X

Q , and denoting by ωΓQ the representative of the Q×P -class of ω ∈ Ω
X

Q ,

we have ac(P
X

)-isomorphisms

Q ∩P
X

P ∼=
⊕

ω∈Ω
X

Q

QωΓQ 10.4.2;

but, note that the action of Q × P on Ω
X

Q determines a unique O-module

isomorphism mX(QωΓQ ) ∼= mX(Qω) ; hence, up to identification, we may write

m̂
X

(Q ∩P
X

P ) =
∏

ω∈Ω
X

Q

mX(QωΓQ ) 10.4.3;
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through this isomorphism, the actions of u ∈ P and v ∈ Q on m̂(Q ∩P
X

P )
are just given by the permutation of the indices.

10.5. Note that we actually have

m̂X(Q ∩P
X

P )Q×P ∼= ˆ̃m
X

(Q ∩F̃
X

P ) 10.5.1

since the quotient set (Q× P )\TQ,P coincides with T̃Q,P (cf. 7.8) and, once

again, the stabilizer of ω ∈ Ω
X

Q in Q×P acts trivially on mX(Qω) (cf. 7.8.1).

Clearly, we have a contravariant functor (m̂X ◦ intP
X

P )P from P
X

to O-mod

mapping any Q ∈ X on m̂X(Q ∩P
X

P )P , and it follows from [9, 14.21] that

it determines a new contravariant functor h0
(
(m̂X ◦ intP

X

P )P
)
from P

X

to

O-mod , mapping Q ∈ X on m̂X(Q ∩P
X

P )Q×P , which factorizes through the
exterior quotient

h̃0
(
(m̂X ◦ intP

X

P )P
)
: P̃

X

= F̃
X

−→ O-mod 10.5.2;

hence, from the naturality of isomorphism 10.5.1 we get a natural isomor-

phism

h̃0
(
(m̂X ◦ intP

X

P )P
)
∼= ˆ̃m

X

◦ intF̃
X

P 10.5.3.

10.6. Moreover, the natural map ωF̃
X

in 10.3.3 above determines an
injective natural map

ˆ̃m
X

∗ ωF̃
X

: m̃
X

−→ ˆ̃m
X

◦ intF̃
X

P 10.6.1

and therefore, up to identification, we get the exact sequence of contravariant
functors

0 −→ m̃
X

−→ ˆ̃m
X

◦ intF̃
X

P −→ ( ˆ̃m
X

◦ intF̃
X

P )/m̃
X

−→ 0 10.6.2;

thus, in order to prove equality 10.1.1, it suffices to show that the n-cohomo-
logy groups of the middle and the right-hand members vanish for n ≥ 1 .

10.7. For the middle term, according to isomorphism 10.5.3 we may re-

place ˆ̃m
X

◦ intF̃
X

P by l̃
X

= h̃0
(
(m̂X ◦ intP

X

P )P
)
; this contravariant functor is

nothing but the factorization of l
X

= h0
(
(m̂X ◦ intP

X

P )P
)
through the exterior

quotient P̃
X

of P
X

and, denoting by I(P
X

) the subcategory of P
X

formed by
all the objects and all the “inner isomorphisms” — in some sense, the “ker-

nel” of the canonical functor P
X

→ P̃
X

— we claim that the n-cohomology

group of the exterior quotient P̃
X

over l̃
X

coincides with the I(P
X

)-stable

n-cohomology group of P
X

over l
X

[9, A3.18]; we actually will prove that the
last one is zero for n ≥ 1 .
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10.8. Explicity, recall that we set (cf. 4.2.2)

C
n(P̃

X

, l̃
X

) =
∏

q̃∈Fct(∆n,P̃
X)

m̂X
(
q̃(0) ∩P

X

P
)q̃(0)×P

C
n(P

X

, l
X

) =
∏

q∈Fct(∆n,P
X)

m̂X
(
q(0) ∩P

X

P
)q(0)×P 10.8.1;

we say that an element m = (mq)q∈Fct(∆n,PX ) of Cn(P
X

, l
X

) is I(P
X

)-stable

if it fulfills [9, A3.17]

mq =
(
lX(ν0)

)
(mq̄) 10.8.2

for any natural I(P
X

)-isomorphism ν : q ∼= q̄ between two P
X

-chains

q : ∆n −→ P
X

and q̄ : ∆n −→ P
X

10.8.3

and then we denote by Cn
I(PX)

(P
X

, l
X

) the O-submodule of I(P
X

)-stable

elements of Cn(P
X

, l
X

) ; note that, for any i ∈ ∆n , we have q(i) = q̄(i) and

νi = τX

q(i)
(vi) for some vi ∈ q(i) ; in particular, l

X

(ν0) is the conjugation by

an element of q(0) . Now, it is easily checked that the homomorphism

C
n(P̃

X

, l̃
X

) −→ C
n(P

X

, l
X

) 10.8.4

determined by the canonical map Fct(∆n,P
X

) → Fct(∆n, P̃
X

) induces an

isomorphism Cn(P̃
X

, l̃
X

) ∼= Cn
I(PX )

(P
X

, l
X

) and therefore for any n ∈ N we

have [9, A3.18]

H
n(P̃

X

, l̃
X

) = H
n
I(PX)

(P
X

, l
X

) 10.8.5.

Actually, this does not depend on the nature of the functor l̃
X

.

10.9. In order to prove that right member vanish for n ≥ 1 , for any

P
X

-chain q : ∆n → P
X

we have to consider the set Vq of triples (µ′, q′, x′)

formed by a P
X

-chain q′ : ∆n → P
X

, by a natural map µ′ : q′ → q and by

and element x′ ∈ P
X(
P, q′(n)

)
in such a way that q′(i) belongs to Γq′(i) and

that x′i = x′·q′(i • n) belongs to P
X(
P, q′(i)

)
µ′

i

for any i ∈ ∆n ; similarly as

above, we say that two such triples (µ′, q′, x′) and (µ′′, q′′, x′′) are equivalent

if there is a natural isomorphism θ : q′ ∼= q′′ fulfilling

µ′′ ◦ θ = µ′ and x′′·θn = x′ 10.9.1;

in this case, note that θ is actually a natural I(P
X

)-isomorphism (cf. 7.8.1);
moreover, denoting by ιq′ : q′ ∼= q′ the identity natural map, it is obvious that
the triple (ιq′ , q′, x′) belongs to Vq′ .
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10.10. It is clear that any element u ∈ P acts on Vq sending (µ′, q′, x′)
to (µ′, q′, τX

P
(u)·x′) and therefore it acts on the set of equivalence classes ;

similarly, any natural I(P
X

)-isomorphism α : q ∼= q̄ maps Vq on Vq̄ sending
(µ′, q′, x′) to (α ◦ µ′, q′, x′) since we have q̄(i) = q(i) for any i ∈ ∆n ; once
again, α acts on the set of equivalence classes ; in particular, any element
v ∈ q(0) acts on Vq preserving the equivalence classes , since it defines a

natural I(P
X

)-isomorphism τqv : q
∼= q sending i ∈ ∆n to τX

q(i)

(
q(0 • i)(v)

)
.

Let us denote by V̌q a set of representatives for the set of equivalent classes

in Vq ; then, it follows from 7.9 and Proposition 7.10 that, for any P
X

-chain

q : ∆n → P
X

, an element (µ′, q′, x′) in V̌q is determined by (µ′0, q
′(0), x′0) and

therefore it is easily checked from 10.4.1 that we have

q(0) ∩P
X

P =
⊕

(µ′,q′,x′)∈V̌q

q′(0) 10.10.1;

in particular, according to 10.4.3, we get

m̂
X(
q(0) ∩P

X

P
)
=

∏

(µ′,q′,x′)∈V̌q

mX
(
q′(0)

)
10.10.2

and this decomposition does not depend on the choice of V̌q ; we denote

by m(µ′,q′,x′) ∈ mX
(
q′(0)

)
the corresponding component of any element m

in m̂
X(
q(0)∩P

X

P
)
; note that q(0)×P acts on m̂

X(
q(0)∩P

X

P
)
by permuting

the indices via its action on the set of equivalent classes .

10.11. As in 4.7 above, for any triple (µ′, q′, x′) ∈ Vq and any ℓ ∈ ∆n ,
let us denote by

hnℓ (µ
′, x′) : ∆n+1 −→ P

X

10.11.1

the functor which coincides with q′ over ∆ℓ , maps i ∈ ∆n+1−∆ℓ on q(i−1) ,
maps i • i+ 1 on q(i − 1 • i) if i ≤ n , and maps ℓ • ℓ+1 on µℓ : q

′(ℓ) → q(ℓ)
[9, Lemma A4.2]; moreover, denote by

hnn+1(µ
′, x′) : ∆n+1 −→ P

X

10.11.2

the P
X

-chain extending q′ and mapping n+1 on P and n •n+1 on x′ . Note
that if (µ′′, q′′, x′′) ∈ Vq is a triple equivalent to (µ′, q′, x′) then, according

to 10.9, we have a natural I(P
X

)-isomorphism θ : r′ ∼= r′′ and therefore, for

any ℓ ∈ ∆n+1 , we get the natural I(P
X

)-isomorphism

h̄nℓ (θ) : h
n
ℓ (µ
′, x′) ∼= hnℓ (µ

′′, x′′) 10.11.3

sending i ∈ ∆ℓ to θi or on τX

P (1) if i = ℓ = n + 1 , and i ∈ ∆n+1 − ∆ℓ

to τX

q(i−1)(1) . Moreover, for any natural I(P
X

)-isomorphism α : q ∼= q̄ to an-

other P
X

-chain q̄ , and any ℓ ∈ ∆n+1 , we get the natural I(P
X

)-isomorphism

hnℓ (α) : h
n
ℓ (µ
′, x′) ∼= hnℓ (α ◦ µ

′, x′) 10.11.4
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sending i ∈ ∆ℓ to τX

q′(i)(1) or to τ
X

P (1) if i = ℓ = n + 1 , and i ∈ ∆n+1 −∆ℓ

to αi−1 ; similarly, for any u ∈ P we have hnℓ (µ
′, τX

P
(u)·x′) = hnℓ (µ

′, x′) if

ℓ ∈ ∆n , and a natural I(P
X

)-isomorphism

hnu : hnn+1(µ
′, x′) ∼= hnn+1(µ

′, τX

P
(u)·x′) 10.11.5

sending i ∈ ∆n to τX

q′(i)(1) and n+ 1 to τX

P
(u) .

Theorem 10.12. With the notation above, for any n ≥ 1 we have

H
n
(
F̃

X

, ˆ̃m
X

◦ intF̃
X

P

)
= {0} 10.12.1.

Moreover, we have H
0
(
F̃

X

, ˆ̃m
X

◦ intF̃
X

P

)
∼= m̃

X

(P ) .

Proof: First of all, let us prove the last isomorphism; we already know that

H
0
(
F̃

X

, ˆ̃m
X

◦ intF̃
X

P

)
∼= lim
←−

(
ˆ̃m

X

◦ intF̃
X

P

)
10.12.2;

but, an element of this inverse limit has the form m = (mQ)Q∈X for elements
mQ belonging to

ˆ̃m
X

(Q ∩F̃
X

P ) =
∏

(ι̃Q
Q′
,Q′,θ̃′)

m̃
X

(Q′) 10.12.3,

where Q′ ∈ X runs over a set of representatives of the set of Q-conjugacy

classes of subgroups of Q such that F̃
X

(P,Q′)ι̃Q
Q′

6= ∅ , and θ̃′ over a set of re-

presentatives for the set of F̃
X

Q(Q
′)-orbits in F̃

X

(P,Q′)ι̃Q
Q′

, in such a way that,

for any F̃
X

-morphism ϕ̃ :R → Q , the group homomorphism ˆ̃m
X

(ϕ̃ ∩F̃
X

ĩdP )
maps mQ on mR .

In particular, denoting by (mQ)(ι̃Q
Q′
,Q′,θ̃′) the corresponding component

of mQ in m̃
X

(Q′) , we necessarily have

(mQ)(ι̃Q
Q′
,Q′,θ̃′) = (mQ′)

(ĩdQ′ ,Q′,θ̃′)
10.12.4;

moreover, it is easily checked that the group homomorphism ˆ̃m
X

(θ̃′ ∩F̃
X

ĩdP )

sends (mP )(ĩdP ,P,ĩdP )
to (mQ′)

(ĩdQ′ ,Q′,θ̃′)
. Conversely, for any m ∈ m̃

X

(P ) , it

suffices to consider the element mQ in ˆ̃m
X

(Q ∩F̃
X

P ) defied by (cf. 10.12.3)

(mQ)(ι̃Q
Q′
,Q′,θ̃′) =

(
m̃X(θ̃′)

)
(m) 10.12.5

to get an element m = (mQ)Q∈X in the inverse limit. We are done.
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For n ≥ 1 , let m = (mq)q∈Fct(∆n,PX ) be an I(P
X

)-stable l
X

-valued

n-cocycle; that is to say, mq belongs to m̂
X(
q(0) ∩P

X

P
)q(0)×P

and, denoting

by d
X

n the corresponding differential map, we have

d
X

n (m) = 0 and
(
m̂

X

(α0 ∩
P

X

τ
X

P
(1)

)
(mq̄) = mq 10.12.6

for any natural I(P
X

)-isomorphism α : q ∼= q̄ . In particular, for any triple
(µ′, q′, x′) ∈ Vq , since v ∈ q(0) fixes mq we have (cf. 10.10)

(mq)(τq
v ◦µ′,q′,x′) = (mq)(µ′,q′,x′) 10.12.7;

similarly, since u ∈ P fixes mq , we also have (cf. 10.10)

(mq)(µ′,q′,τX
P

(u)·x′) = (mq)(µ′,q′,x′) 10.12.8.

At this point, for any P
X

-chain q : ∆n → P
X

, any triple (µ′, q′, x′) in Vq

and any ℓ ∈ ∆n+1 , consider the component of d
X

n (m) on the P
X

-chain

hnℓ (µ
′, x′) : ∆n+1 −→ P

X

10.12.9;

since d
X

n (m) = 0 , we get the following equalities

0 =
(
l
X

(µ0)
)
(mq) +

n+1∑

i=1

(−1)imhn0 (µ
′,x′)◦δn

i

0 =
(
l
X

(q′(0•1))
)
(mhn

ℓ
(µ′,x′)◦δn0

) +
n+1∑

i=1

(−1)imhn
ℓ
(µ′,x′)◦δn

i

10.12.10

for any 1 ≤ ℓ ≤ n + 1 , and then the theorem follows from the following
lemma.

Lemma 10.13. For n ≥ 1 , let m = (mq)q∈Fct(∆n,PX ) be an I(P
X

)-stable

element of C
n(P

X

, l
X

) such that, for a P
X

-chain q : ∆n → P
X

, any triple

(µ′, q′, x′) in Vq and any 1 ≤ ℓ ≤ n+ 1 , we have

0 =
(
l
X

(µ0)
)
(mq) +

n+1∑

i=1

(−1)imhn0 (µ
′,x′)◦δn

i

0 =
(
l
X

(q′(0•1))
)
(mhn

ℓ
(µ′,x′)◦δn0

) +

n+1∑

i=1

(−1)imhn
ℓ
(µ′,x′)◦δn

i

10.13.1.

For any P
X

-chain r : ∆n−1 → P
X

consider nr ∈ m̂
X(
r(0) ∩P

X

P
)
defined by

(nr)(ν′,r′,y′) =
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(ν′,y′)

)
(ιr′ ,r

′,y′)
10.13.2

for any (ν′, r′, y′) ∈ V̌r . Then n = (nr)r∈Fct(∆n−1,P
X )

is an I(P
X

)-stable

element of Cn−1(P
X

, l
X

) and we have d
X

n−1(n)q = mq .
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Proof: According to 10.9 and 10.10, our definition of nr makes sense since
for any ℓ ∈ ∆n we have

mhn−1
ℓ

(ν′,y′) ∈ m̂
X(
r′(0) ∩P

X

P
)

and (ιr′ , r
′, y′) ∈ Vr′ 10.13.3.

Moreover, the definition of nr does not depend on the choice of V̌r ; in-
deed, if (ν′′, r′′, y′′) is a triple equivalent to (ν′, r′, y′) then, according to 10.9

and 10.11, we have natural I(P
X

)-isomorphisms

η : r′ ∼= r′′ and h̄n−1ℓ (η) : hn−1ℓ (ν′, y′) ∼= hn−1ℓ (ν′′, y′′) 10.13.4

for any ℓ ∈ ∆n ; hence, on the one hand (ιr′′ , r
′′, y′′) is equivalent to (ιr′ , r

′, y′)

and, on the other hand, since m is I(P
X

)-stable, for any ℓ ∈ ∆n we have

mhn−1
ℓ

(ν′,y′) = mhn−1
ℓ

(ν′′,y′′) 10.13.5.

We claim that n is an I(P
X

)-stable element of Cn−1(P
X

, l
X

) ; indeed, for

any natural I(P
X

)-isomorphism β : r ∼= r̄ , it follows from 10.11 above that,

for any ℓ ∈ ∆n , we have a natural I(P
X

)-isomorphism

hn−1ℓ (β) : hn−1ℓ (ν′, y′) ∼= hn−1ℓ (β ◦ ν′, y′) 10.13.6

and therefore, since m is I(P
X

)-stable, we get mhn−1
ℓ

(ν′,y′) = mhn−1
ℓ

(β◦ν′,y′) ;

hence, we obtain

(nr)(ν′,r′,y′) =
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(β◦ν′,y′)

)
(ιr′ ,r

′,y′)
= (nr̄)(β◦ν′,r′,y′) 10.13.7,

proving our claim; in particular, note that r(0) fixes nr . Similarly, we claim

that u ∈ P fixes nr for any r ∈ Fct(∆n−1,P
X

) ; indeed, since u ∈ P fixes mq ,
we also get (cf. 10.10)

(nr)(ν′,r′,τX
P
(u)·y′) =

( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(ν′)

)
(ιr′ ,r

′,τX
P
(u)·y′)

=

n∑

ℓ=0

(−1)ℓ(mhn−1
ℓ

(ν′))(ιr′ ,r′,τX
P
(u)·y′)

=

n∑

ℓ=0

(−1)ℓ(mhn−1
ℓ

(ν′))(ιr′ ,r′,y′) = (nr)(ν′,r′,τX
P
(u)·y′)

10.13.8;

thus, nr belongs to m̂
(
r(0) ∩P

X

P
)r(0)×P

.

Denoting by d
X

n−1(n)q the component of d
X

n−1(n) on q , it remains to

prove that d
X

n−1(n)q = mq or, equivalently, that for any triple (µ′, q′, x′)
in Vq we have (

d
X

n−1(n)q
)
(µ′,q′,x′)

= (mq)(µ′,q′,x′) 10.13.9.
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In equalities 10.13.1, the alternating sum of all the first terms of the right-
hand members yields

a0 =
(
l
X

(µ0)
)
(mq) +

n+1∑

ℓ=1

(−1)ℓ
(
l
X

(q′(0•1))
)
(mhn

ℓ
(µ′,x′)◦δn0

) 10.13.10;

but, it follows from [9, Lemma A4.2] that, for any 1 ≤ ℓ ≤ n+ 1 , we have

hnℓ (µ
′, x′) ◦ δn0 = hn−1ℓ−1 (µ

′ ∗ δn0 , x
′) 10.13.11;

hence, in m̂
X(
q′(0) ∩P

X

P
)
we get

a0 =
(
l
X

(µ0)
)
(mq)−

n∑

ℓ=0

(−1)ℓ
(
l
X

(q′(0•1))
)
(mhn−1

ℓ
(µ′∗δn0 ,x

′)) 10.13.12.

Let us consider the (ιq′ , q′, x′)-component of this element (cf. 10.10); on
the one hand, by the very definitions we have

((
l
X

(µ0)
)
(mq)

)
(ιq′ ,q′,x′)

= (mq)(µ′,q′,x′) 10.13.13;

on the other hand, for any ℓ ∈ ∆n , it is easily checked that

((
l
X

(q′(0•1))
)
(mhn−1

ℓ
(µ′∗δn0 ,x

′))
)
(ιq′ ,q′,x′)

=
(
mX(q′(0•1))

)(
(mhn−1

ℓ
(µ′∗δn0 ,x

′))(ιq′◦δn
0
,q′◦δn0 ,x

′)

) 10.13.14;

consequently, according to the definition of nq◦δn0
, we get

(a0)(ιq′ ,q′,x′) = (mq)(µ′,q′,x′)−

−
(
mX(q′(0•1))

)(
(

n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ′∗δn0 ,x
′))(ιq′◦δn

0
,q′◦δn0 ,x

′)

)

= (mq)(µ′,q′,x′) −
(
mX(q′(0•1))

)(
(nq◦δn

0
)(µ′∗δn0 ,q

′◦δn0 ,x
′)

)

= (mq)(µ′,q′,x′) −
((

lX(q′(0•1))
)
(nq◦δn

0
)
)
(µ′,q′,x′)

10.13.15.

Moreover, for any 1 ≤ i ≤ n+ 1 , the alternating sum of all the i-terms
of the right-hand members in 10.13.1 yields

ai =
n+1∑

ℓ=0

(−1)ℓ+imhn
ℓ
(µ′,x′)◦δn

i
10.13.16;
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more precisely, it follows from [9, Lemma A4.2] that the terms i− 1 and i of
this sum cancel each other and therefore, setting

a′i =

i−2∑

ℓ=0

(−1)ℓ+imhn
ℓ
(µ′,x′)◦δn

i

a′′i =

n+1∑

ℓ=i+1

(−1)ℓ+imhn
ℓ
(µ′,x′)◦δn

i

10.13.17

we get ai = a′i+a
′′
i . Then, always from [9, Lemma A4.2], for any 1 ≤ i ≤ n−1

we obtain

a′i+1 = −
i−1∑

ℓ=0

(−1)ℓ+imhn−1
ℓ

(µ′∗δn−1
i

,x′)

a′′i = −
n∑

ℓ=i

(−1)ℓ+imhn−1
ℓ

(µ′∗δn−1
i

,x′)

10.13.18

and therefore we finally have

a′i+1 + a′′i = −(−1)i
n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ′∗δn−1
i

,x′) 10.13.19.

As above, according to the definition of nq◦δn−1
i

, the (ιq′ , q′, x′)-com-

ponent of a′i+1 + a′′i yields

(a′i+1 + a′′i )(ιq′ ,q′,x′)

= −(−1)i
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ′∗δn−1
i

,x′)

)
(ιq′ ,q′,x′)

= −(−1)i
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ′∗δn−1
i

,x′)

)
(ι

q′◦δ
n−1
i

,q′◦δn−1
i

,x′)

= −(−1)i(nq◦δn−1
i

)(µ′∗δn−1
i

,q′◦δn−1
i

,x′)

= −(−1)i(nq◦δn−1
i

)(µ′,q′,x′)

10.13.20

since the equivalence classes of (ιq′ , q′, x′) and (ιq′◦δn−1
i

, q′ ◦ δn−1i , x′) are de-

termined by the triple (cf. 10.10)

(
(ιq′ )0, q

′(0), x′0
)
=

(
(ιq′◦δn−1

i
)0, (q

′ ◦ δn−1i )(0), x′0
)

10.13.21,

and the same happens with (µ′ ∗ δn−1i , q′ ◦ δn−1i , x′) and (µ′, q′, x′) , namely

(
(µ′ ∗ δn−1i )0, (q

′ ◦ δn−1i )(0), x′0) = (µ′0, q
′(0), x′0) 10.13.22.



59

Finally, we have a′1 = 0 , a′′n = −mhn−1
n (µ′∗δn−1

n ,x′

n−1
) (cf. 10.9) and

an+1 = −(−1)n
n−1∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ′∗δn−1
n ,x′

n−1
) 10.13.23.

Once again, according to the definition of nq◦δn−1
n

, the (ιq′ , q′, x′)-component

of an+1 + a′′n yields

(an+1 + a′′n)(ιq′ ,q′,x′)

= −(−1)i
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ′∗δn−1
n ,x′

n−1
)

)
(ιq′ ,q′,x′)

= −(−1)i
( n∑

ℓ=0

(−1)ℓmhn−1
ℓ

(µ′∗δn−1
n ,x′

n−1
)

)
(ι

q′◦δ
n−1
n

,q′◦δn−1
n ,x′

n−1
)

= −(−1)i(nq◦δn−1
n

)(µ′∗δn−1
n ,q′◦δn−1

n ,x′

n−1
)

= −(−1)i(nq◦δn−1
n

)(µ′,q′,x′)

10.13.24

since the equivalence classes of (ιq′ , q′, x′) and (ιq′◦δn−1
n

, q′ ◦ δn−1n , x′n−1) are

determined by the same triple, and the same happens with the equivalence

classes of (µ′ ∗ δn−1n , q′ ◦ δn−1n , x′n−1) and (µ′, q′, x′) .

In conclusion, from equalities 10.13.15, 10.13.20 and 10.13.24 we obtain

(mq)(µ′,q′,x′) = (mq)(µ′,q′,x′) −
n+1∑

i=0

(a0)(ιq′ ,q′,x′)

=
((

lX(q′(0•1))
)
(nq◦δn0

)
)
(µ′,q′,x′)

+

n∑

i=1

(−1)i(nq◦δn−1
i

)(µ′,q′,x′)

=
(
d

X

n−1(n)q
)
(µ′,q′,x′)

10.13.25.

We are done.

Theorem 10.14. With the notation above, assume that the functor m̃X

sends the F̃
sc

-morphisms to injective O-module homomorphisms. Then, for

any n ≥ 1 we have

H
n
(
F̃

X

, ( ˆ̃m
X

◦ intF̃
X

P )/m̃
X)

= {0} 10.14.1.

Proof: Since F̃(P ) is a p′-group (cf. 2.2.2), if X = {P} then we clearly have

H
n
(
F̃

X

, l̃
X

/m̃
X

) = H
n(F̃(P ), (̃l

X

/m̃
X

)(P )
)
= {0} 10.14.2.

Assuming that X 6= {P} , we argue by induction on |X| and, setting

X = Y ⊔ {θ(U) | θ ∈ F(P,U)} 10.14.3,
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for a minimal element U ∈ X , we may assume that for any n ≤ 1 we have

H
n(F̃

Y

, l̃
Y

/m̃
Y

) = {0} 10.14.4

where l̃
Y

and m̃
Y

denote the respective restrictions of l̃
X

and m̃
X

to F̃
Y

.

That is to say, considering the commutative diagram (cf. 10.8)

0 0 0
↑ ↑ ↑

C0(F̃
Y

, l̃
Y

/m̃
Y

)
d̃
Y

0−→ C1(F̃
Y

, l̃
Y

/m̃
Y

)
d̃
Y

1−→ C2(F̃
Y

, l̃
Y

/m̃
Y

) . . .
↑ ↑ ↑

C0(F̃
X

, l̃
X

/m̃
X

)
d̃
X

0−→ C1(F̃
X

, l̃
X

/m̃
X

)
d̃
X

1−→ C2(F̃
X

, l̃
X

/m̃
X

) . . .
↑ ↑ ↑
K̄0 −→ K̄1 −→ K̄2 . . .
↑ ↑ ↑
0 0 0

10.14.5

where the vertical sequences are exact, the induction hypothesis guaranties
that the top sequence is also exact and therefore, in order to prove that the
middle sequence is exact, it suffices to prove that the bottom sequence is so.

In particular, we may assume that m̃
X

(U) 6= {0} .

But, considering the new commutative diagram (cf. 10.8)

0 0 0 0
↑ ↑ ↑ ↑

m̃
X

(P ) −→ C0(F̃
Y

, l̃
Y

)
d
Y

0−→ C1(F̃
Y

, l̃
Y

)
d
Y

1−→ C2(F̃
Y

, l̃
Y

) . . .
‖ ↑ ↑ ↑

m̃
X

(P ) −→ C0(F̃
X

, l̃
X

)
d
X

0−→ C1(F̃
X

, l̃
X

)
d
X

1−→ C2(F̃
X

, l̃
X

) . . .

↑ ↑ ↑

K0 −→ K1 −→ K2 . . .
↑ ↑ ↑
0 0 0

10.14.6.

where again the vertical sequences are exact, Theorem 10.12 implies that the
top and the middle sequences are exact, and then it is easily checked that
the bottom sequence is exact too.

Moreover, it is quite clear that the surjective O-module homomorphisms

C
n(F̃

Y

, l̃
Y

)→ C
n(F̃

Y

, l̃
Y

/m̃
Y

) and C
n(F̃

X

, l̃
X

)→ C
n(F̃

X

, l̃
X

/m̃
X

) 10.14.7
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for any n ∈ N , determine a commutative diagram

0 0 0
↑ ↑ ↑

K̄0 d̄
X

0−→ K̄1 d̄
X

1−→ K̄2 d̄
X

2−→ . . .
↑ ↑ ↑

K0 d
X

0−→ K1 d
X

1−→ K2 d
X

2−→ . . .

10.14.8

where the vertical sequences are exact. Consequently, since the bottom
sequence is exact, it suffices to prove that any element in the intersection

K̄n ∩Ker(d̄
X

n ) can be lifted to Kn ∩Ker(d
X

n ) for any n ∈ N .

Recall that, for any n ∈ N , we have O-module isomorphisms (cf. 10.8)

C
n(F̃

X

, l̃
X

) ∼= C
n
I(PX)

(P
X

, l
X

)

C
n(F̃

X

, l̃
X

/m̃
X

) ∼= C
n
I(PX)

(P
X

, l
X

/mX)
10.14.9;

hence, an element m = (mq)q∈Fct(∆n,PX) in Cn(P
X

, l
X

) belongs to Kn if and

only it fulfills

mq′ = (l
X

(α0)
)
(mq) 10.14.10

for any natural I(P
X

)-isomorphism α : q ∼= q′ between two P
X

-chains q and q′

(cf. 10.8) and, for any P
Y

-chain r , mr belongs to the kernel of the canonical
map

m̂
X(
r(0) ∩P

X

P
)r(0)×P

−→ m̂
Y(
r(0) ∩P

Y

P
)r(0)×P

10.14.11,

which, denoting by Ur a set of representatives for the set of equivalent classes

of triples (t, U, s) such that t ∈ P
X

(r(0), U)s and s ∈ P
X

(P,U)t , is equal to

Kr(0) =
( ∏

(t,U,s)∈Ur

mX(U)
)r(0)×P

10.14.12;

note that, identifying mX
(
r(0)

)
with its “diagonal” image in m̂

X(
r(0) ∩P

X

P
)
,

we have
Kr(0) ∩mX

(
r(0)

)
= {0} 10.14.13;

moreover, we may assume that UU = {(τX

U
(1), U, s)}s∈PX(P,U) and, in par-

ticular, we get KU 6= {0} .

Let m̄ = (m̄q)q∈Fct(∆n,PX) be an element of K̄n such that d̄
X

n (m̄) = 0 .

First of all, for any q ∈ Fct(∆n,P
X

) assume that we have m̄q 6= 0 only

if q(0) ∈ Y ; in this case, in order to lift m̄ to Kn ∩ Ker(d
X

n ) , it suffices to
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consider m = (mq)q∈Fct(∆n,PX ) where mq 6= 0 only if q(0) ∈ Y and then

mq is the unique element in Kq(0) lifting m̄q (cf. 10.14.13); indeed, for any

P
X

-chain t : ∆n+1 → P
X

we obviously have

d
X

n (m)t =
(
l
X

(t(0 • 1))
)
(mt◦δn

0
) +

n+1∑

i=0

(−1)imt◦δn
i

10.14.14;

if t(0) belongs to Y then d
X

n (m)t is the unique element lifting d̄
X

n (m̄)t = 0

(cf. 10.14.13), so that we get d
X

n (m)t = 0 ; otherwise, we have mt◦δn
i
= 0 for

any 1 ≤ i ≤ n+ 1 and therefore we get

0 =
(
(l

X

/mX)(t(0 • 1))
)
(m̄t◦δn0

) 10.14.15;

if t(1) does not belong to Y then we have mt◦δn0
= 0 since (t ◦ δn0 )(0) 6∈ Y ;

but, if t(1) belongs to Y and we have mt◦δn0
6= 0 then, since m̃X sends the

F̃
sc

-morphisms to injective O-module homomorphisms and we have

m̂
X(
t(1) ∩P

X

P
)t(1)×P

= m̂
Y(
t(1) ∩P

Y

P
)t(1)×P

×Kt(1) 10.14.16,

the element
(
l
X

(t(0 • 1))
)
(mt◦δn0

) does not belong to the “diagonal” image

of mX
(
t(0)

)
in m̂

X(
t(0) ∩P

X

P
)
; thus, we also have mt◦δn0

= 0 and therefore

we still get d
X

n (m)t = 0 .

Now, we may assume that there is q ∈ Fct(∆n,P
X

) such that m̄q 6= 0
and that q(0) does not belong to Y ; then, we argue by induction on the

cardinal of the set of natural I(P
X

)-isomorphism classes of this set. Let
us choose a minimal element q◦ of this set; that is to say, we assume that,

for any q ∈ Fct(∆n,P
X

) admitting a natural map q → q◦ which is not an

isomorphism, we have m̄q = 0 . At this point, for any q ∈ Fct(∆n,P
X

) such
that q(0) does not belong to Y , we define a section

σq : m̂
X(
q(0) ∩P

X

P )q(0)×P −→ mX
(
q(0)

)
10.14.17

of the diagonal map (cf. 10.4.3)

mX
(
q(0)

)
−→ m̂

X(
q(0) ∩P

X

P ) =
∏

t∈PX (P,q(0))

mX
(
q(0)

)
10.14.18

sending z = (zt)t∈PX (P,q(0)) to the element (cf. Proposition 4.5))

σq(z) = |F̃(P, q(1))|
−1·

∑

t

zt 10.14.19
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where t runs over a set of representatives for the set of P -orbits in the set

P
X(
P, q(1)

)
◦q(0•1); then, we consider m = (mq)q∈Fct(∆n,PX ) where mq lifts

m̄q and moreover it belongs to Ker(σq) whenever q(0) does not belong to Y ;
note that, since the intersection of Ker(σq) with the image of the diagonal

map is trivial, m is uniquely determined.

At this point, for any q ∈ Fct(∆n,P
X

) admitting a natural map q→ q◦ ,
any triple (µ′, q′, x′) in Xq and any ℓ ∈ ∆n+1 , consider the component of

d̄
X

n (m̄) on the P
X

-chain hnℓ (µ
′, x′) :∆n+1 → P

X

; since d̄
X

n (m̄) = 0 , we get
the following equalities

0 =
(
(l

X

/mX)(µ′0)
)
(m̄q) +

n+1∑

i=1

(−1)im̄hn0 (µ
′,x′)◦δn

i

0 =
(
(l

X

/mX)(q(0 • 1))
)
(m̄hn

ℓ
(µ′,x′)◦δn

0
) +

n+1∑

i=1

(−1)im̄hn
ℓ
(µ′,x′)◦δn

i

10.14.20;

for any 1 ≤ ℓ ≤ n .

But, since for any ℓ ∈ ∆n+1 and any 1 ≤ i ≤ n+ 1 we have

(
hnℓ (µ

′, x′) ◦ δni
)
(0) = q(0) 10.14.21,

and q(0) does not belong to Y , it follows from our choice that mhn
ℓ
(µ′,x′)◦δn

i

belongs to Ker(σhn
ℓ
(µ′,x′)◦δn

i
) ; if ℓ ≥ 1 or i = 1 , we have a group homomor-

phism
q′(1) −→

(
hnℓ (µ

′, x′) ◦ δni
)
(1) 10.14.22

and therefore Ker(σhn
ℓ
(µ′,x′)◦δn

i
) is contained in Ker(σq′ ) ; thus, the only case

where Ker(σhn
ℓ
(µ′,x′)◦δn

i
) is not contained in Ker(σq′ ) we have ℓ = 0 , 1 < i

and q′(1) 6∼= q′(0) , which forces q(1) 6∼= q(0) , and in this situation we have an
evident natural map

hn0 (µ
′, x′) ◦ δni −→ q 10.14.23

which is not an isomorphism, so that mhn
ℓ
(µ′,x′)◦δn

i
= 0 ; hence, in all the

cases, mhn
ℓ
(µ′,x′)◦δn

i
belongs to Ker(σhn

ℓ
(µ′,x′)◦δn

i
) . Moreover, if ℓ 6= 0 then we

have (
hnℓ (µ

′, x′) ◦ δn0
)
(0) = q′(1) 10.14.24

and this group either belongs to Y which, according to our definition of σq′ ,

implies that
(
l
X

(q′(0•1))
)
(mhn

ℓ
(µ′,x′)◦δn0

) belongs to Ker(σq′) , or q′(0•1) is

a P
X

-isomorphism which implies that
(
l
X

(q′(0 • 1))
)
(mhn

ℓ
(µ′,x′)◦δn0

) still be-

longs to Ker(σq′ ) ; finally, since µ′0 has to be a P
X

-isomorphism, the element(
l
X

(µ′0)
)
(mq) also belongs to Ker(σq′) .
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Consequently, since Ker(σq′) is a complement for the image of mX
(
q′(0)

)

in m̂
X(
q′(0) ∩P

X

P )q
′(0)×P , we obtain the equalities

0 =
(
l
X

(µ′0)
)
(mq) +

n+1∑

i=1

(−1)imhn0 (µ
′,x′)◦δn

i

0 =
(
l
X

(q(0 • 1))
)
(mhn

ℓ
(µ′,x′)◦δn0

) +

n+1∑

i=1

(−1)imhn
ℓ
(µ′,x′)◦δn

i

10.14.25

for any 1 ≤ ℓ ≤ n . Now, it is quite clear from Lemma 10.13 that, for a suitable

I(P
X

)-stable element n of Cn−1(P
X

, l
X

) and for any q ∈ Fct(∆n,P
X

) admit-

ting a natural map µ : q→ q◦ , we have d
X

n−1(n)q = mq , so that d̄
X

n−1(n̄)q = 0
if µ is not an isomorphism; hence, it suffices to apply the induction hypothesis

to m̄− d̄
X

n−1(n̄) . We are done.

Corollary 10.15. With the notation above, for any contravariant functor

m̃
X

: F̃
X

→ O-mod sending the F̃
sc

-morphisms to injective O-module homo-

morphisms, we have

H
1(F̃

X

, m̃
X

) ∼= lim
←−

(̃l
X

/m̃
X

)
/
m̃

X(P ) and H
n(F̃

X

, m̃
X

) = {0} 10.15.1

for any n ≥ 2 , where m̃
X(P ) denotes the image of m̃

X

(P ) .

Proof: It suffices to apply Theorems 10.12 and 10.14 to the long exact

sequence associated with the short exact sequence of contravariant func-
tors 10.6.2.
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