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WITTEN’S PERTURBATION ON STRATA

JESUS A. ALVAREZ LOPEZ AND MANUEL CALAZA

ABSTRACT. The main result is a version of Morse inequalities for the mini-
mum and maximum ideal boundary conditions of the de Rham complex on
strata of compact Thom-Mather stratifications, endowed with adapted met-
rics. An adaptation of the analytic method of Witten is used in the proof, as
well as certain perturbation of the harmonic oscillator related with the Dunkl
harmonic oscillator.
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1. INTRODUCTION AND MAIN RESULTS

A Hilbert complex [6] is a differential complex given by a densely defined closed
operator d in a graded separable Hilbert space $). The corresponding Laplacian
A = dd* + d*d is a self-adjoint operator in §). It is said that d is discrete when
A has a discrete spectrunﬂ; in particular, its homology is of finite dimension by a
version of the Hodge decomposition.

Let (Qo(M), d) be the compactly supported de Rham complex of a Riemannian
manifold M. Its Hilbert complex extensions in L2Q(M) (the graded Hilbert space of
square integrable differential forms) are called its ideal boundary conditions (i.b.c.).
There is a minimum i.b.c., dmin = d, and a maximum i.b.c., dyax = 6", where § is
de Rham coderivative acting on Q(M). The Laplacian defined by din/max is de-
noted by Anyin/max- It is well known that dmin = dmax if M is complete, but suppose
that M may not be complete. The i.b.c. dyin/max defines the min/max-cohomology
Hrzlin/max(M% min/maX_Betti numbers ﬂ:nin/max = :nin/max(M)’ and min/max—
Euler characteristic Xmin/max = Xmin/max(M) (if the min/max-Betti numbers are
finite); these are quasi-isometric invariants of M. These concepts can indeed be
defined for arbitrary elliptic complexes [6]. these are quasi-isometric invariants of
M. These concepts can indeed be defined for arbitrary elliptic complexes [6].

From now on, assume that M is a stratum of a compact Thom-Mather stratifi-
cation A [36 26 27, 37]. Roughly speaking, around each x € M, there is a chart
of A with values in a product R™ x ¢(L), where:

e L is a compact Thom-Mather stratification of lower depth, and ¢(L) =
L x [0,00)/L x {0} (the cone with link L);

e x corresponds to (0, x), where * is the vertex of ¢(L); and,

e near ¥, M corresponds to R™ x M’ for some stratum M’ of ¢(L).
We have, either M’ = N x R for some stratum N of L, or M’ = {x}. Note that
x € M just when M’ = {x}. Let p : ¢(L) — [0,00) be the canonical function
induced by the second factor projection L x [0, 00) — [0, 00). The sum of p and the
norm of R™ will be also called the canonical function of R™ x ¢(L).

1Recall that a self-adjoint operator has a discrete spectrum when there is no essential spectrum;
i.e., the spectrum consists of eigenvalues with finite multiplicity without accumulation points.
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Endow M with a Riemannian metric g, which is adapted in the following sense
defined by induction on the depth of M [9, [10]: there is a chart around each
x € M\ M as above such that g is quasi-isometric to a model metric of the form
go + p%g + (dp)? on R™ x N x R,, where g is the Euclidean metric on R™ and §
an adapted metric on N this is well defined since depth N < depth M. Note that
g may not be complete. More general adapted metrics are considered in [29] (30, [4].
The first main result of the paper is the following.

Theorem 1.1. With the above notation, the following properties hold:

(1) diin/max is discrete.

(11) Let 0 < )‘min/max,O < )\min/max,l < .-+ be the eigenvalues Of Amin/max7
repeated according to their multiplicities. Then there is some 6 > 0 such
that iminfy Apin/max,k k=% > 0.

The discreteness of dpiy, is essentially due to J. Cheeger [9] [10]. Theorem [LTH(ii)
is a weak version of the Weyl’s assymptotic formula (see e.g. [33] Theorem 8.16]).
Elliptic theory for the case of conformally conic manifolds was studied in [7] 2T],
and a non-commutative index theorem for the case of conical pseudo-manifolds is
given in [13].

A smooth function f on M is called relatively admissible (or rel-admissible)
when the functions |df| and |Hess f| are bounded. In this case, f may not have
any continuous extension to M but it has a continuous extension to the (compo—
nentwise) metric completion M of M. Then it makes sense to say that x € M is
a rel-critical point of f when there is a sequence (yi) in M such that limg yp, = x
in M and limg |df (yx)] = 0. To say that f is a rel-Morse function on M, it should
be also required that Hess f is “rel-non-degenerate” at each rel-critical point x, but
a “rel-Morse lemma” is missing. Thus, instead, we require the existence of a local
model of M centered at  of the form R™+ x R™- x e(Ly) x ¢(L-) so that:

e M corresponds to the stratum R™+ x R™- x M, x M_, where My is a
stratum of ¢(L4); and

e f corresponds to a constant plus the model function 1 (p < —p?) on R™+ x
R™- x My x M_, where py is the canonical functlon on R™= x ¢(Ly).

Either My is the vertex stratum {xy} of ¢(Ly), or My = Ny x Ry for some
stratum N4 of L4; in the second case, let n4 = dim N4. This local model makes
sense because the product of two Thom-Mather stratifications can be endowed with
a Thom-Mather structure; in particular, the product of two cones becomes a cone.
There is no canonical choice of a product Thom-Mather structure, but all of them
have the same adapted metrics.

For each rel-critical point  of f as above and every r € Z, define Vg min /max =

v (f) in the following way. If M, = Ny x Ry and M_ = N_ x Ry, let

z,min/max

Vy mln/max = Z ﬂmln/max >ﬂr7;17in/max(N7) ’

T4,
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where (r,,7_) runs in the subset of Z? determined by the conditions:

r=m_+ry+r_+1, (1)
&k —1 if ng is even
ry < "*T_B if ny is odd, in the minimum i.b.c. case (2)
"*2_1 if ny is odd, in the maximum i.b.c. case ,

—_— if n_ is even

r_><{ ™= ifn_is odd, in the minimum i.b.c. case (3)

if n_ is odd, in the maximum i.b.c. case ,

If My ={*;}and M_ = N_ xRy, let v” min/max = E” B (Ny), where r4

T min/max
runs in the the set of integers satisfying r = m_ +ry and @). If M, = Ny x Ry
and M_ = {x_}, let v" =>. ﬁ;’in/max(N_), where 7_ runs in the the set

z,min/max
of integers satisfying r = m_ +r_ + 1 and @). If My = {x;} and M_ = {x_},
let? Vi min/max = Orm_- Finally, let vi, =57 vl o ey Where 2 runs in the
rel-critical point set of f. Our second main result is the following.

Theorem 1.2. With the above notation, we have the inequalities

0 0
min/max < Vmin/max ’
1

0 1 0
min/max ﬂmin/max v -V

min/max min/max ?
2 1 0 2 1 0
min/max ﬂmin/max + ﬂmin/max < Vmin/max - Vmin/max + Vmin/max )

etc., and the equality
Xmin/max = Z(_l)r V;in/max :

T

We also show that the existence of rel-Morse functions. For instance, for any
smooth action of a compact Lie group G on a closed manifold M, any invariant
Morse-Bott function on M whose critical manifolds are orbits induces a rel-Morse
function on G\ M; this provides a rich family of examples where Theorem can
be applied.

To prove Theorem [Tl it is first shown that the stated properties are “rel-
local” (Section []), and it is well known that they are invariant by quasi-isometries.
Then the spectrum is studied for the local models R™ x N x R; with the model
metrics go + p2g + (dp)?, assuming that the result holds for N with § by induction.
In fact, by the min-max principle, it is enough to make this argument for the
minimun/maximum i.b.c. dg min/max of the Witten’s perturbation ds (s > 0) of
d defined by any rel-Morse function [41]; the Laplacian defined by dg min/max is
denoted by Ay min/max- In this way, the proof of Theorem [L.I] becomes a step in
the proof of Theorem by using the analytic method of E. Witten; specially, as
it is described in [33] Chapters 9 and 14].

A part of that method is a local analysis around the rel-critical points; more
explicitly, the spectral analysis of the perturbed Laplacian Ay i, /max defined with
the model functions $(p3 — p?) on R™+ x R™- x M, x M_. By the version of
the Kiinneth formula for Hilbert complexes [6], this study can be reduced to the

2Kronecker’s delta is used.
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case of the functions :l:%p2 on N x Ry, where p is the canonical function of ¢(L).
Then the discrete spectral decomposition for N with g is used to split the Witten’s
perturbation of the de Rham complex of N x Ry into direct sum of simple elliptic
complexes of two types (Sections [7] [[0l and [[1]), whose Laplacians are given by the
perturbation of the harmonic oscillator on R studied in [I], which is related to the
Dunkl harmonic oscillator. We end up with the spectral properties of A 1in/max
needed to describe the “cohomological contribution” from the rel-critical points
(Section [I6.3).

Another part of the adaptation of Witten’s method is the proof of the “null
cohomological contribution” away from the rel-critical points. In this part, some
arguments of [33, Chapter 14] cannot be used because there is no version of the
Sobolev embedding theorem with the Sobolev spaces W™ (Ain/max) defined with
Amin/max; such a result may be true, but the usual way to prove it does not work
since W (Ampin/max) may depend on the choice of the adapted metric (Section [IT).
Therefore a new method is applied in that part of the proof (Section [[6.2)), which
uses strongly Theorem [L.T}(ii).

By extending f to M , Theorem can be considered as Morse inequalities on
the Thom-Mather stratification M. In this sense, it would be interesting to compare
it with the Morse inequalities of Goresky-MacPherson [15, Chapter 6, Section 6.12],
where they consider intersection homology with lower middle perversity of complex
analytic varieties with Whitney stratifications. Another analytic proof of Morse
inequalities was made by U. Luwig in [23], 24] 25] on the special case of conformally
conic manifolds, but her admissible and Morse functions are different from ours:
the norm of their differential is bounded away from zero around the frontier of the
stratum, and the norm of their Hessian may be unbounded.

In the future, we hope to extend this work to the case of other types of adapted
metrics (those considered in [29] [30, 4], or even more general ones); in the case of
dmin With the adapted metrics of [29] [30, 4], it would give Morse inequalities for
the intersection homology with arbitrary perversity. This will require the study of
a perturbation of the harmonic oscillator on Ry more general than in [IJ.

It is also natural to try to extend this work to the case of “rel-Morse-Bott func-
tions”, where the rel-critical point set consists of “rel-non-degenerate rel-critical
Thom-Mather substratifications”.

Acknowledgment. We thank F. Alcalde for pointing out a mistake in a different
previous version of the Morse inequalities for orbit spaces [§], which led us to study
the version of this paper. We thank Y.A. Kordyukov and M. Saralegui for helpful
conversations on topics of this paper. We also thank MathOverflow user R. Israel for
answering a question concerning a part of this work. Finally, we thank R. Sjamaar
for indirectly helping us (via M. Saralegui).

2. PRELIMINARIES ON THOM-MATHER STRATIFICATIONS

2.1. Thom-Mather stratifications. Here, we recall the needed concepts intro-
duced by R. Thom [36] and J. Mather [26]. We mainly follow [37], and some new
remarks are also made, specially concerning products.

2.1.1. Thom-Mather stratifications and their morphisms. Let A be Hausdorff, lo-
cally compact and second countable topological space. Let X C A be a locally
closed subset. Two subsets Y, Z C A are said to be equal near X (or Y = Z near
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X)if YNU = ZnNU for some neighborhood U of X in A. It is also said that two
maps, f:Y — B and g: Z — B, are equal near X (or f = g near X) when there
is some neighborhood U of X in A such that Y NU = Z N U, and the restrictions
of fand g to Y NU are equal.

Consider triples (T, m, p), where T is an open neighborhood of X in A, 7 : T — X
is a continuous retraction, and p : X — [0,00) is a continuous function such that
p~1(0) = X. Two such triples, (T,7,p) and (T’, 7', p’), are said to be equal near
X when T =T, 7 = 7’ and p = p’ near X. This defines an equivalence relation
whose equivalence classes are called tubes of X in A. The notation [T, 7, p] is used
for the tube represented by (T, , p). If X is open in A, then [X,idx, 0] is its unique
tube (the trivial tube).

Definition 2.1. A Thom-Mather stmtiﬁcationﬁ (or Thom-Mather stratified space)
is a triple (A, S, 7), where:
(i) A is a Hausdorff, locally compact and second countable space,
(ii) S is a partition of A into locally closed subspaces with the additional struc-
ture of smooth (C°°) manifolds, called strata, and
(iii) 7 is the assignment of a tube 7x of each X € Sin A,

such that the following conditions are satisfied with some choice of (T'x,7x,px) €
Tx for each X € S:

(iv) For all X,Y € S, if XNY # (), then X C Y. The notation X <Y is used
in this case, and this defines a partial order relation on S. As usual, X <Y
means that X <Y but X #Y.

(v) Y # X inSand TxNY # 0, then X <Y and (7x, px) : TxNY — X xR
is a smooth submersion; in particular, dim X < dimY'.

(vi) f X <Y in S, then ny (Tx NTy) C Tx, and nx 7y = wx and px 7y = px
on Tx NTy.

It may be also said that (S,7) is a Thom-Mather stratification of A.

Remark 1. (i) A is paracompact and normal.

(ii) By the normality of A, we can also assume that, if X, Y € S and Tx NTy #
0, then X <Y orY < X.

(iii) The frontier of a stratum X equals the union of the strata ¥ < X.

(iv) The connected components of each stratum may have different dimensions.

(v) The connected components of the strata, with the corresponding restric-
tions of the tubes, define an induced Thom-Mather stratification Acon =
(A, Scon, Teon); In this way, we can assume that the strata are connected if
desirable.

Remark 2. The following are some variants of the concept “stratification” and
related notions:

(i) A weak Thom-Mather stratification is defined by removing the condition
px Ty = px from Definition 2T}(vi).

(ii) A stratification is a pair (A, S) satisfying Definition [ZT}(i),(ii),(iv); it is also
said that S is a stratification of A. Definition 2} (iv) is called the frontier
condition. If moreover T satisfies the other conditions of Definition 2]
then it is called Thom-Mather structure on (A,S).

3This is called abstract prestratification in [26] and abstract stratification in [37].
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(iii) If A is a subspace of a smooth manifold M, then a stratification S of A is
usually required to consist of regular submanifolds of M; the term stratified
subspace of M is used in this case. In [14], a weaker version of this notion
is defined by requiring local finiteness of S instead of the frontier condition.

(iv) For a stratified subspace (A, S) of a smooth manifold M, the condition (B),
introduced by H. Whitney [39, [40], is defined as followd]. In the case
M = R™, it requires that, for all X #Y in S, if (x;) and (y;) are sequences
in X and Y, respectively, both of them converging in A to some z € X, if the
sequence of tangent spaces Ty,Y convergesﬁ to a linear subspace T' C R",
and if the sequence of lines R(z; — y;) converges to a line L C R™, then
L C T. This property is preserved by local diffeomorphisms of R™, and
therefore generalizes to arbitrary smooth manifolds. This condition gives
rise to the concept of Whitney stratification of a subspace (or Whitney
stratified subspace) of M.

Example 2.2. (i) Any smooth manifold is a Thom-Mather stratification with
one stratum and the trivial tube.

(ii) Any smooth manifold with boundary is a stratification with two strata,
the interior and the boundary. It can be endowed with a Thom-Mather
structure by using a collar of the boundary.

(iii) Any subanalytic subset of R™ has a primary and secondary stratifications;
the secondary one satisfies condition (B) [22, 27 17| [16], 18].

(iv) J. Mather [26] has proved that any Whitney stratified subspace of a smooth
manifold admits a Thom-Mather structure (see also [14, Proposition 2.6 and
Corollary 2.7]).

For a stratification A = (4, S), the depth of any X € S, denoted by depth X,
is the supremum of the naturals n such that there exist strata Xo,..., X, with
Xo < X7 <--- < X, = X. Notice that depth X < dim X. Moreover depth X = 0
(X is minimal in S) if and only if X is closed in A. The depth and dimension of
A are the supremum of the depths and dimensions of its strata, respectively. The
dimension of A equals its topological dimension, which may be infinite. The depth
of A is zero if and only if all strata are open and closed.

Let A = (A,S,7) be a Thom-Mather stratification. Let B C A be a locally
closed subset. Suppose that, for all X € S, X N B is a smooth submanifold of
X, and BN w)_(l (X N B), endowed with the restrictions of mx and px, defines a
tube 7xnp of X N B in B. Then let S|p = {XNB | X € §}, and let 7|p be
defined by the assignment of 7xnp to each X N B € S|p. If (B, S|B,7|p) satisfies
the conditions of a stratification, it is said that the stratification A (or (S, 7)) can
be restricted to B, and B = (B, S|p, 7|p) is called a restriction of A (or (S|p,7|5)
is called the restriction of (S,7)); it may be also said that B is a Thom-Mather
substratification of A. For instance, A can be restricted to any open subset and to
any locally closed union of strata. A restriction of a restriction of A is a restriction
of A.

For a stratum X of A, we can consider the restriction of A to X. In this way, to
study X, we can assume that X is dense in A and dim X = dim A if desirable.

4Certain condition (A) was also introduced by H. Whitney in [39, 40|, but J. Mather [26] has
observed that it follows from condition (B).
5The convergence of linear subspaces of R™ is considered in the appropriate Grassmannians.
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A locally closed subset B C A is said to be saturated if the stratification A can
be restricted to B and, for every X € S, there is a representative (T'x,wx, px) of
7x such that 7' (X N B) = Tx N B.

Let A’ = (A, 8',7') be another Thom-Mather stratification. A continuous map
f:A— Ais called a morphism if, for any X € S, there is some X’ € S’ such that
f(X) C X', the restriction f : X — X' is smooth, and there are (T'x,7x, px) € Tx
and (T%., 7., p’x/) € T, such that f(Tx) C T%,, frx = 7, f and fpx = p'x..
Notice that the continuity of a morphism follows from the other conditions. Mor-
phisms between stratifications form a category with the operation of composition;
in particular, we have the corresponding concepts of isomorphism and automor-
phism. The set of morphisms A — A’ is denoted by Mor(A4, A’), and the group
of automorphisms of A is denoted by Aut(A). The other variants of the concept
“stratification” given in Remark [2 also have obvious corresponding versions of mor-
phisms, isomorphisms and automorphisms; in particular, we get the concept of weak
morphism between weak Thom-Mather stratifications. A (weak) morphism is called
submersive when it restricts to smooth submersions between the strata.

Example 2.3. Let G be a compact Lie group G acting smoothly on a closed
manifold M. Consider the orbit type stratifications of M and G\M [5]. It is
well known that G\M admits a Thom-Mather structure [37, Introduction], which
can be seen as follows. G\M is locally isomorphic to a semi-algebraic subset of
an Euclidean space whose primary and secondary stratifications are equal [2]. By
using an invariant smooth partition of unity of M, like in the Whitney’s embedding
theorem, it follows that G\M is isomorphic to a Whitney stratified subspace of
some Euclidean space, and therefore it admits a Thom-Mather structure. This
can also be seen by observing that the stratification of M satisfies condition (B),
and the proof of [I4, Proposition 2.6] can be adapted to produce an invarian

Thom-Mather structure on M, which induces a Thom-Mather structure on G\ M.

The following two lemmas are easy to prove.

Lemma 2.4. Let A be a Hausdorff, locally compact and second countable space,
{Ui} an open covering of A, and (S;,7;) a Thom-Mather stratification of each Uj.
(i) If (Si,7i) and (S;,7;) have the same restrictions to U;; :== U; NU; for all i
and j, then there is a unique Thom-Mather stratification (S,T) on A whose
restriction to each U; is (S;, 7).
(ii) If ((Sz Usj )cona (Ti Usj )con) = ((Sj Usj )conv (Tj Usj )con) for all i and j, then
there is a unique Thom-Mather stratification (S,7) on A with connected
strata such that ((S|u;)cons (T|U;)con) = (Si,cons Ti,con)-

Lemma 2.5. Let (A',S',7") be another Thom-Mather stratification.

(i) With the notation of Lemma[24}(i), let fi : (U, Siv1i) — (A, S, 1) be a
morphism for eachi. If filu,; = fjlu,, for alli and j, then the combination
of the maps f; is a morphism f: (A,S,7) = (A, S, 7).

(ii) With the notation of Lemmal[2Z4}-(i), let fi : (Ui, Sicons Ti,con) — (A", S, 1)
be a morphism for each i. If filu,, = filu, for all i and j, then the
combination of the maps f; is a morphism f: (A, S,7) — (4", 8", 7).

6G acts by automorphisms.
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Remark 3. As a particular case of Lemma [2.4] given a countable family of Thom-
Mather stratifications, {A; = (A4;,Si, 1)}, there is a unique Thom-Mather stratifi-
cation (S, 7) on the topological sum ||, A; whose restriction to each A; is (S;, 7;);
this (S, 7) will be called the sum of the Thom-Mather stratifications (S;, 7;).

2.1.2. Products. The product of two weak Thom-Mather stratifications, A and A’,
has a weak Thom-Mather stratification A x A" = (A x A, 8", 7"”) with §" =
{XxX'|Xe§, X eS8} and 7y, v = [Thux Twx Pxxx), where T ., =
T X T, T = mx X s and iy (,0) = px (@) + pl (@),

If A and A’ are Thom-Mather stratifications and the depth of at least one of
them is zero, then A x A’ is a Thom-Mather stratification, but this is not true
when the depths of A and A’ are positive [37, Section 1.2.9, pp. 5-6]. Another
choice of pxxx: is needed to get the second equality of Definition 2I}+(vi). For
instance, p%, y, = max{px, p'yx, } satisfies that condition, but it is not smooth on
the intersection of the strata with T% . .. To solve this problem, pick up a function
h:[0,00)% — [0,00) that is continuous, homogeneous of degree one, smooth on R?,
with A=1(0) = {(0,0)}, and such that, for some C' > 1, we have h(r, s) = max{r, s}
if C min{r, s} < max{r,s}. Then A x A’ becomes a Thom-Mather stratification by
setting p% . x/ (@, 2') = h(px (), p’x, (z')); it will be called a product of A and A’.

2.1.3. Cones. Recall that the cone with link a non-empty topological space L is the
quotient space ¢(L) = L x[0,00)/L x {0}. The class * = L x {0} is called the vertex
or summit of ¢(L). The element of ¢(L) represented by each (z, p) € L x [0, 00) will
be denoted by [z, p]. The function on ¢(L) induced by the second factor projection
L x[0,00) — [0, 00) will be called its canonical function, and will be usually denoted
by p. Notice that ¢(L) is locally compact if and only if L is compact. It is also
declared that ¢(()) is the singleton space {x}, and the above terminology can be
obviously adapted to this case.

Now, suppose that L is a compact Thom-Mather stratification. Then ¢(L) has
a canonical Thom-Mather stratification so that {} is a stratum, its restriction to
c¢(L)\ {*} = L xRy is the product Thom-Mather stratification, and the tube of {*}
is [e(L), m, p], where p is the canonical function and 7 is the unique map ¢(L) — {x}.
If L # 0, then depthe(L) = depth L 4+ 1 and dim¢(L) = dim L + 1. For any € > 0,
let c.(L) = p~1([0,¢€)).

Let L’ be another compact Thom-Mather stratification, and let ' denote the
vertex of ¢(L'). If L # B, the cone of any morphism f : L — L’ is the morphism
e(f) :e(L) = ¢(L') induced by f xid: L x [0,00) = L' x [0,00). If L =0, ¢(f) is
defined by mapping * to *’. Reciprocally, it is easy to check that, for any morphism
h:e(L) — ¢(L'), there is some morphism f : L — L’ such that h = ¢(f) near *; in
particular, h(*) = . Let c(Aut(L)) = {c(f) | f € Aut(L) } C Aut(c(L)).

Example 2.6. For each integer m > 1, there is a canonical homeomorphism can :
c(S™~1) — R™ defined by can([x, p]) = px. Of course, this is not an isomorphism
of Thom-Mather stratifications, but it restricts to a diffeomorphism of the stratum
Sm=Ix Ry of ¢(S™71) to R™\ {0}. Via can : ¢(S™~1) — R™, the canonical function
of ¢(S™~1) corresponds to the function pg(z) = |z| on R™, which will be also called
the canonical function on R™ for the scope of this paper. If p; is the canonical
function on ¢(L) for some compact Thom-Mather stratification L, then the function
p =/pi + p3 will be called the canonical function on R™ x ¢(L).
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The following argument shows that a product of two cones is isomorphic to a
cone. With the above notation, let p : ¢(L) — [0,00) and p’ : ¢(L') — [0, 00) be the
canonical functions, and let p” = h(p x p') : ¢(L) x ¢(L") = [0, 00) for a function h
like in SectionZT.2l Since the restrictions p: LxRy — Ry and p' : I’ xRy — Ry
are submersive weak morphisms, and h : Ri — R,y is non-singular, it follows
that p” : ¢(L) x (L") \ {(x,¥)} — R4 is a submersive weak morphism. Hence
L” = p" '(1) is saturated in ¢(L) x ¢(L') [37, Lemma 2.9, p. 17]. Let %" denote
the vertex of ¢(L"). Since h is homogeneous of degree one, the mapping

([, 7], [, 7)), 8] = ([, 78], [, 7's])

defines an isomorphism ¢(L") — ¢(L) X ¢(L'), whose inverse is given by (x, *") — /|

and
ot (gt )
if (r,1") # (0,0).

2.1.4. Conic bundles. Let X be a smooth manifold, L a compact Thom-Mather
stratification, and 7w : T'— X a fiber bundle whose typical fiber is ¢(L) and whose
structural group can be reduced to c¢(Aut(L)). Thus there is a family of local
trivializations of m, {(U;, ®;)}, such that the corresponding transition functions
define a cocycle with values in c¢(Aut(L)); i.e., for all ¢ and j, there is a map h;; :
Uij := U;NU; — c(Aut(L)) such that ¢;¢; ' (x,y) = (x, hij(2)(y)) for every x € Uy,
and y € ¢(L). Thus we get another cocycle consisting of maps g;; : U;; — Aut(L) so
that hi;(x) = ¢(gi;(z)) for all z € U;;. Consider the Thom-Mather stratification on
each open subset 7=1(U;) C T that corresponds by ¢; to the product Thom-Mather
stratification on U; x ¢(L). For each connected open V' C U;; and every stratum
Ny of L, there is an stratum N; of L such that g;;(z)(No) = N1 for all z € V, and
suppose also that, in this case, the map V' x Ng — Nq, (z,y) — gi;(x)(y), is smooth.
Then each mapping (x,y) — (x,gi;(x)(y)) defines an automorphism of U;; x L.
This means that the induced Thom-Mather stratifications on 7= (U;) and 7= (U;)
have the same restriction to 7=*(U;;). By Lemma 241 (i), it follows that there is a
unique Thom-Mather stratification on 7' whose restriction to each 7=(U;) is the
above Thom-Mather stratification. Furthermore there is a canonical section of m,
called the vertex (or summit) section, which is well defined by = + *, = ¢; ! (x, *)
if © € U;, where * denotes the vertex of ¢(L); each %, can be called the vertez of
the fiber over z. The image of the vertex section is a stratum of T', called the vertex
(or summit) stratum, which is diffeomorphic to X.

If 7 : T — X is endowed with a maximal family ® of trivializations satisfying
the above conditions, it will be called a conic bundle, and the corresponding Thom-
Mather stratification on T is called its conic bundle Thom-Mather stratification. It
will be also said that ® is the conic bundle structure of .

Let p : ¢(L) — [0,00) be the canonical function. Its lift to each U; x ¢(L) is also
denoted by p. The functions ¢*p on the sets 73" (U;) can be combined to define
a function p : T — [0,00). The tubular neighborhood of X in T is [T, p], and
(T, m, p) is called its canonical representative.

Let 7’ : T — X’ be another conic bundle, whose structure is given by a family ®’
of trivializations as above. Let F': T'— T’ be a fiber bundle morphism over a map
f:X — X'. Then we can choose {(U;, ¢;)} as above and a family {(U/, ¢)} C &’
such that f(U;) € U/ for all i, and therefore F(z~*(U;)) C o' (U}). Let hj; =
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c(gi;) : Ul = U;NUj — c(Aut(L")) be the maps defined by the transition maps
of (;5;_1 as above. Suppose that there are maps k; : U; — Mor(L, L') such that
kj(w) gij(w) = gi;(f(z)) kj(z) for all x € Uy;. For each connected open V' C U;
and every stratum N of L, there is an stratum N’ of L’ such that x;(z)(N) C
N’ for all z € V, and assume also that, in this case, the map V x N — N’,
(z,y) — ki(x)(y), is smooth. Then F is called a morphism of conic bundles. In
this case, each mapping (x,y) — (f(x), k;(z)(y)) defines a morphism U; x ¢(L) —
U! x ¢(L'). So each restriction F : 7~ 1(U;) — #'~'(U}) is a morphism of Thom-
Mather stratifications, and therefore F' : T — T’ is a morphism of Thom-Mather
stratifications by Lemma 25(i). According to Section XT3 any morphism of
Thom-Mather stratifications between conic bundles, preserving the vertex stratum,
equals a conic bundle morphism near the vertex stratum.

The case of conic bundles is specially important because, as pointed out in [3]
Chapitre A, Remarque 3|, the proof of [37, Theorem 2.6, pp. 16-17] can be easily
adapted to get the following.

Proposition 2.7. Let A = (A,S,7) be a Thom-Mather stratification with con-
nected strata. Then, for any X € S, there is some (T,m,p) € 7x such that
T — X admits a structure ® of conic bundle such that the corresponding
conic bundle Thom-Mather stratification is (S|, T|T).

Remark 4. (i) The notation Tx, 7x, px, Lx and ®x will be used when a
reference to the stratum X is desired.

(ii) The connectedness of the strata is assumed for the sake of simplicity. In the
general case, the description of Proposition 2.7 holds around the connected
components of the strata.

(iii) We can choose p so that (T, 7, p) is the canonical representative of the tube
around X in T with its conic bundle Thom-Mather stratification.

Definition 2.8. A chart or distinguished neighborhood of A is a pair (O, ), where
O is open in A and, for some X € S and € > 0, with the notation and conditions
of Proposition 217 ¢ is an isomorphism O — B X ¢.(L) defined by some (U, ¢) € ®
and some chart (U, () of X with {(U) = B, where B is an open subset of R™ for
m = dim X. It is said that (O, €) is said to be centered at € X if B is an open
ball centered at 0 and &(z) = (0, %), where * is the vertex of ¢(L). A collection of
charts that cover A is called an atlas of A.

Remark 5. Definition [2Z.8 also includes the case where any factor of the product
R™ x ¢(L) is missing by taking m = 0 or L = ().

Remark 6. The following two assertions follow by using charts and induction on
the depth of the strata:
(i) In any Thom-Mather stratification, there is at most one dense stratum,
which is open.
(ii) Any stratum with compact closure has a finite number of connected com-
ponents.

2.1.5. Uniqueness of Thom-Mather stratifications.

Lemma 2.9. Let A be a Hausdorff, locally compact and second countable space, let
(A", 8, 7") be a Thom-Mather stratification with connected strata, and let f : A —
A’ be a continuous map. Then there is at most one Thom-Mather stratification
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(S,7) on A with connected strata so that f : (A,S,7) — (A", S',7') is a morphism
that restricts to local diffeomorphism between corresponding strata.

Proof. Let (S, 7) be a Thom-Mather stratification on A satisfying the conditions of
the statement. Then the elements of S are the connected components X of the sets
FYX’) for X' € S, endowed with the differential structure so that f: X — X’
is a local diffeomorphism. Thus the elements of S are determined by f and the
elements of §'.

Let X € Sand X' € § with f(X) C X', and let (T, 7, p) € 7x and (T’, 7', p) €
T, with f(T) CcT', n' f = fm and p' f = p; in particular, p is determined by f
and p’. Let x € T and 2’ = f(x) € T’, and let Y € S such that z € Y. Then
fr(x) = 7'(2'), obtaining that 7(z) is the unique point of X N f~1(n’(2’)) that is
contained in the connected component of z in f~1x'~" (7' (2/)). It follows that  is
also determined by f and 7', and therefore 7x is determined by f and 7%, . O

2.1.6. Relatively local properties on strata. The following kind of terminology will
be used for a subspace X of an arbitrary topological space A. Let P be a property
that may hold on open subsets U C X; for the sake of simplicity, let us say that
“U is P” when P holds on U. It is is said that X is relatively locally (or simply,
rel-locally) P at some x € X if there is a base U of open neighborhoods of z in A
such that U N X is P for all U € U; if X is rel-locally P at all points of X, then
X is said to be relatively locally (or simply, rel-locally) P. Similarly, P is said to
be a relatively local (or simply, rel-local) property when X is P if and only if it is
rel-locally P.

We will apply this terminology to the case where A is a Thom-Mather strati-
fication and X is a stratum of A. For instance, on X, we will consider functions
that are rel-locally bounded or rel-locally bounded away from zero, rel-locally fi-
nite open coverings, and rel-local connectedness at points of X. Any locally finite
covering of X by open subsets of A restricts to a rel-locally finite open covering of
X; thus there exist rel-locally finite open coverings of X by the paracompactness
of A. Observe that X is compact if and only if any rel-locally finite open covering
of X is finite.

2.2. Adapted metrics on strata. The definition of adapted metrics was given
for the regular stratum of any Thom-Mather stratification that is a pseudomanifold
[9, 10} 29} [30]. But its definition has an obvious version for any stratum of a Thom-
Mather stratification. In this paper, we will consider only the simplest type of
adapted metrics, whose definition is recalled. The corresponding (componentwise)
metric completion of strata will be specially studied.

2.2.1. Adapted metrics on strata and local quasi-isometries between Thom-Mather
stratifications. Let A be a Thom-Mather stratification. The adapted metrics on its
strata are combinations of the adapted metrics on their connected components with
respect to the Thom-Mather stratification defined by those connected components.
Thus we can assume that the strata of A are connected to define adapted metrics.
This definition is given by induction on the depth of the strata.

Definition 2.10. Let M be a stratum of A. If depth M = 0, then M is a closed
manifold, and any Riemannian metric on M is called adapted. If depth M > 0 and
adapted metrics are defined for strata of lower depth, then an adapted metric on M
is a Riemannian metric g such that, for any point x € M \ M, there is some chart



WITTEN’S PERTURBATION ON STRATA 13

(0,¢) of A centered at z, with £(0) = B x ¢.(L) and £(ON M) =B x N x (0,¢)
for some stratum N of L, so that g is quasi-isometric to £*(go + p2g + (dp)?) on O,
where gg is the standard Riemannian metric on R™, p is the standard coordinate
of R4, and g is some adapted metric on N, which is defined because the depth of
N in L is smaller than the depth of M in A.

Remark 7. Since all Riemannian metrics on a smooth manifold are locally quasi-
isometric, any metric on R™ could be used in Definition 2.10 instead of gg.

Remark 8. The following properties follow by taking charts and using induction on
the depth of the strata:

(i) Any pair of adapted metrics on M, g and ¢’, are rel-locally quasi-isometric;
in particular, if M is compact, then any pair of adapted metrics on M are
quasi-isometric.

(ii) Any point in M has a countable base { O,, | m € N} of open neighborhoods
such that, with respect to any adapted metric, vol(M N O,,) — 0 and
max{diam P | P € mo(M N O,,)} — 0 as m — oo; in particular, if M is
compact, then, with respect to any adapted metric, we have vol M < oo
and diam P < oo for all P € mo(M).

(iii) Any morphism of Thom-Mather stratifications restricts to rel-locally uni-
formly continuous maps between corresponding strata with respect to ar-
bitrary adapted metrics.

(iv) If g and ¢’ are adapted metrics on strata M and M’ of Thom-Mather
stratifications A and A’, respectively, then g & ¢’ is an adapted metric on
the stratum M x M’ of any product Thom-Mather stratification on A x A’

(Section Z1°2)).

In [4, Appendix], it was proved that there exist adapted metrics on the regular
stratum of any Thom-Mather stratification that is a pseudomanifold. It can be
easily checked that the same argument proves the existence of adapted metrics on
any stratum M of every Thom-Mather stratification A.

Example 2.11. The proof in [4, Appendix] also shows the following;:

(i) With the notation of Definition 210, the metric g = go + p%g + (dp)? is
adapted on the stratum M = R™ x N x Ry of ¢(L); it will be called a
model adapted metric.

(ii) Given a rel-locally finite atlas {(Oq,&,)} of M, a smooth partition of unity
{A¢} subordinated to the open covering {M N Oy} of M, and an adapted
metric g, on each M N O,, then the metric Ea Aaga Oon M is adapted.

Example 2.12. For an integer m > 1, let jo be the restriction to S™~! of the
standard metric go of R™. Then, via can : ¢(S™!) — R™ (Example 2.6]), the
model adapted metric g1 = p?go + (dp)? on the stratum S™~! x R, of ¢(S™~1)
corresponds to go on R™ \ {0}.

Example 2.13. With the notation of Example 2.3] for any invariant Riemannian
metric g on M, consider the Riemannian metric g on the strata of G\M so that
the canonical projection of the strata of M to the strata of G\ M is a Riemannian
submersion. The proof of [T4] Proposition 2.6] can be easily adapted to produce an
invariant Thom-Mather structure on M so that the restriction of g to any stratum
is adapted. Hence g is adapted for the induced Thom-Mather structure of G\ M.
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A weak isomorphism between Thom-Mather stratifications is called a local quasi-
isometry if it restricts to rel-local quasi-isometries between their strata with re-
spect to adapted metrics; this is independent of the choice of adapted metrics
by Remark Bl(i). In particular, a local quasi-isometry between compact Thom-
Mather stratifications restricts to quasi-isometries between their strata; thus a lo-
cal quasi-isometry between compact Thom-Mather stratifications will be called a
quasi-isometry. The condition of being locally quasi-isometric defines an equiv-
alence relation on the family of Thom-Mather stratifications on any Hausdorff,
locally compact and second countable space; each equivalence class will be called a
quasi-isometry type of Thom-Mather stratifications. By Remark[8(iv), the product
of Thom-Mather stratifications is unique up to local quasi-isometries.

Definition 2.14. Consider an adapted metric on a connected stratum M of a
Thom-Mather stratification A, and let d denote the corresponding distance function
on M. For each x € M and p > 0, the relative ball (or rel-ball) of radius p and
center x is the set consisting of the points y € M such that there is a sequence
(2x) in M with limg 2, = z in M and limsupy d(y, 2) < p. The term p-relative
neighborhood (or p-rel-neighborhood) of x will be also used for this concept.

Example 2.15. (i) The rel-balls centered at points of M are the usual balls.
(ii) In the case of a model adapted metric on the stratum M = N xR of ¢(L),
the p-rel-neighborhood of the vertex * is N x (0, p).

2.2.2. Relatively local completion. Let M be a stratum of a Thom-Mather stratifi-
cation A, and fix an adapted metric g on M.

Definition 2.16. Assume first that M is connected, and consider the distance
function d on M induced by g. The relatively local completion (or simply, rel-local
completion) is the subspace M of the metric completion of M whose points can be
represented by Cauchy sequences in M that converge in A; the limits in M of those
sequences define a canonical continuous map lim : M — M. The canonical dense
injection of M into its metric completion restricts to a canonical dense injection
LM — M satisfying lim ¢ = idps. The more specific notation limy; and ¢p; may
be also used. -

If M is not connected, then M is defined as the disjoint union of the rel-local
completions of its connected components.

Remark 9. (i) If M is compact, then M is independent of the choice of the
adapted metric by Remark [BH(i).

(ii) For any open O C A, MNO can be canonically identified to the open
subspace lim ™' (M N O) C M.

Example 2.17 (Relatively local completion of the strata of cones). Let L be a
compact Thom-Mather stratification and M a stratum of ¢(L). With the notation of
Section T3] if M = {x}, then M= M, obviously. Now, suppose that M = N xR
for some stratum N of L. Consider the model adapted metric g = p?§ + (dp)? for

—~

some adapted metric § on N, and the corresponding rel-local completion M. 7o(N)
is finite by Remark[}(ii). For each P € 7o(IN), let P denote the rel-local completion
of P with respect to L¢on, which is independent of the choice of g. Then it is easy
to check that

I—IP LpXid
B

M=|]pP xRy Up P xRy < | |pe(P)
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extends to a homeomorphism M — Upero c(P).

Remark 10. The following properties follow easily by using charts, induction on
the depth of the strata, Example 217 and Remark [B}(ii):

(i) lim: M — M is surjective with finite fibers.
(ii) M is rel-locally connected with respect to M.

(iii) If M is compact, then M is compact, and therefore its connected compo-
nents are the metric completions of the connected components of M.

Proposition 2.18. (1) M has a umque Thom-Mather stratification with con-
nected strata such that lim : M — M is a morphism that restricts to local
diffeomorphisms between corresponding strata. In particular, the connected
components of M can be considered as strata of]\//f vVia L.

(ii) The restriction of g to the connected components of M are adapted metrics
with respect to M.

(iii) Let M’ be a connected stratum of another Thom-Mather stratification A’
endowed with an adapted metric. Then, for any morphism f : A — A’
with f( ) C M', the restriction f : M — M’ extends to a morphism
f M — M. Moreover f s an isomorphism if f is an isomorphism.

Proof. This is proved by induction on depth M. If depth M = 0, then M=M=
M, and there is nothing to prove.

Suppose that depth M > 0 and the statement holds for strata of lower depth.
We can assume that the strata of M is connected. For each stratum X of M,
let (Tx,7x,px) be a representative of the tube around X in M satisfying the
conditions of Section B.I.4] with a compact Thom-Mather stratification Lx and a
family {(U;, ¢:)} of local trivializations of mx. The corresponding cocycle with
values in c¢(Aut(Lx)) consists of the maps h;; : U; NU; — c(Aut(Lx)) defined by
hij(x) = (¢j ¢; 1)(x,-). We have hyj(z) = c(gi;(2)) for a cocycle consisting of maps

ij - U; N Uj — Aut(Lm)

By the density of M in M and Remark Bl (i), there is a dense stratum N of Ly
so that ¢; (M N7y (U;)) = U; x N xR, for all i. Consider triples (z,4, P) such that
x € U; and P € mo(N). Two triples of this type, (z,4, P) and (y, 7, @), are declared
to be equivalent if x = y and g;;(x)(P) = Q. The equivalence class of each triple
(x,1, P) is denoted by [z,4, P], and let X’ denote the corresponding quotient set.
There is a canonical map fx : X’ — X, defined by fx([x,i, P]) = . Consider the
topology on X’ determined by requiring that the sets U] p = { [x,i, P| | # € U; } are
open, and the restrictions fx : Ui/, p — U; are homeomorphisms. Notice that fx isa
finite fold covering map; in particular, in the case X = M, fj is a homeomorphism.
Consider the differential structure on each X’ so that fy is a local diffeomorphism.

By the induction hypothesis, for each P € my(N), P satisfies the statement
of the proposition with some Thom-Mather stratification. Consider quadruples
(z,i, P,u) such that z € U;, P € mo(N) and u € ¢(P). Two such quadruples,
(x,i, P,u) and (y,7,@Q,v), are said to be equivalent if © = y, ¢;;(z)(P) = @ and
c(gz/](?))(u) = v. The equivalence class of each quadruple (z,, P,u) is denoted by
[z,4, P,u], and let T% denote the corresponding quotient set. There are canonical
maps, ™y : T% — X', lim’y : T% — Tx, plx : T% — [0,00) and ty : M NTx —
T% defined by 7' ([z,i, P,u]) = [z,i, P], lim'y([z,i, P,u]) = ¢;*(z,c(limp)(u)),
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Py ([x,i, P,u]) = p(u), and it (2) = [z,i, P, (tp(v),7)] if 2 € M N7 (U;) and
¢i(z) = (z,v,7) € U; x P x Ry. Notice that fx nly =nx lim’y and px ' = px.

Let G C Aut(Lx) be the subgroup generated by the above elements g;;(z). Since
the canonical action of G on Lx preserves N, we get an induced action of G on
mo(N). Since X is connected, there is a bijection between G\my(N) and the set
7o(X’) of connected components of X', where any orbit O € G\mo(N) corresponds
to the connected component X(, € mo(X') consisting of the points [z,7, P] € X’
with P € O. Also, let T , = (7 )" (X() C Tk

Given any O € G\mo(N), fix some Py € O. For any other P € O, there is
some gp € G such that gp(P) = Py. Thus the restriction gp : P — Py induces
amap gp : P — Py, and let O p () (U] p) = U p x ¢(Py) be the bijection
defined by ¢ p([z,4, P,u]) = ([z,4, P],c(gp)(u)). Consider the topology on T
determined by requiring that the sets (7’ )~'(U] p) are open, and the maps ¢] p
are homeomorphisms. Then the maps (;527 p are local trivializations of the restriction
v o Txo = Xp of T, obtaining that 7'y , is a fiber bundle with typical fiber

c(}%). The associated cocycle has values in c(Aut(I'%)); in fact, it consists of the
functions b} p.; o Ul p N U} o — c(Aut(Fy)) defined by

hgﬁp;ij([I,i,P])(U) = C(gé,p;j,Q([xvivP]))(u) )

where g p.; o Ul p MU 5 — Aut(Pp) is the cocycle given by

. —~ 5 ~-1
gz{,P;j,Q([xa Z, P]) = 9Q 9ij (CC) gp
The conditions of Section 2.1.4] are satisfied, obtaining that 7 , is a conic bundle,
and therefore T ,, can be endowed with the corresponding conic bundle Thom-
Mather stratification.

Since Nx,0 := Upep P is G-invariant, the set Nx o x Ry is invariant by
all transformations h;;(x) for * € U,;, and therefore it defines an open sub-
space Mxo C M NTx. Let limy o : Tvo — Tx, pxo + Txo — [0,00)
and 'y o : Mxo — Tk o be defined by restricting lim’y, p’y and /). Then
(T 0, 7,05 Px,0) is the canonical representative of the tube of X’ in T ¢, tx o
is a dense open embedding, lim’ o t)x o = id, and lim’y , is the conic bundle
morphism over fx : X/, — X induced by the maps k; p : UZ-’)P — Mor(]/DS,LX)
given by k; p([z,i,P]) = limp g5 (Section Z-I.4). By the induction hypothesis,
ki,p([z, 1, P]) restricts to local diffeomorphisms between corresponding strata, and
therefore lim/X)O restricts to local diffeomorphisms between corresponding strata.

On T% = [Uopeg\no(n) Ix,0; consider the sum of the topologies and Thom-
Mather stratifications of the spaces T », (Remark [B). By Lemma Z5H(i), limy :
T4 — Tx is a morphism that restricts to local diffeomorphisms between corre-
sponding strata. Observe that the strata of T% are connected.

By using the local trivializations of 7x and each 7Y ,, and Example 217, it
follows that iy » : Mxo — T% o extends to an isomorphism ]\7;-(\@ - Tx o
such that lim’ o, corresponds to limpsy . Hence /)y : M NTx — Tk extends to
an isomorphism M NTx — T% such that limfx corresponds to limpanr, . Then,
according to Remark [0(ii), we can consider the spaces T% as open subspaces of M,
obtaining an open covering of M as X runs in the family of strata of M. Moreover
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each restriction limas : T% — M N Tx restricts to local diffeomorphisms between
the corresponding strata. Hence, by Lemma [Z9] for strata X and Y of M, the
restrictions of the Thom-Mather stratifications of T% and Ty to T% N T3, induce
the same Thom-Mather stratification with connected strata. By Lemma 2.4} (ii),
it follows that there is a unique Thom-Mather stratification with connected strata
on M whose restriction to each T% induces the above conic bundle Thom-Mather
stratification. By Lemma [Z3}(ii), limp, is a morphism because its restriction to
each T% is a morphism. This completes the proof of (i).

In the above construction, consider every U/ p x Py as a stratum of each U] p x

c(l/DB) via id Xtp,. Let g p be any Riemannian metric on U] p, and let go be an
adapted metric on Py with respect to Py C Lx. Thus g;P + go is an adapted metric
on Ui’7 p X Py, and therefore, by the induction hypothesis, it is also adapted with

respect to U p X C(IDB). Hence, considering each My o as a stratum of T% , via
tx o, the restriction of g to each Mx o is adapted with respect to T ,, and (ii)
follows. '

Part (iii) follows from (i), (ii) and Remark B} (iii). O

3. RELATIVELY MORSE FUNCTIONS

Our version of Morse functions on strata is introduced and studied in this section.

Let M be a stratum of a Thom-Mather stratification A, and fix an adapted
metric g on M. Identify M and its image by the canonical dense open embedding
LM — M. Let f € C®(M).

Definition 3.1. (i) It is said that f is relatively admissible (or simply, rel-
admissible) with respect to g if f, |df| and |Vdf| are rel-locally bounded.

(ii) A point z € M is called relatively critical (or simply, rel-critical) if
liminf |df(y)| =0

yeM, y—x

for some adapted metric. The set of rel-critical points of f is denoted by
Critml(f).

(iii) A point z € Critye(f) is said to be relatively non-degenerate (or simply,
rel-non-degenerate) if there is some neighborhood O of x in M and some
¢ > 0 such that |V,df| > c|v| for all v € T(M N O).

Remark 11. (i) Let O be any open subset of A. If f € C°° (M) is rel-admissible
with respect to g, then f|pyno is rel-admissible with respect to g|ano-

(ii) The rel-local boundedness of |df| is invariant by rel-local quasi-isometries,
and therefore it is independent of g, but the rel-local boundedness of |Vdf|
depends on the choice of g. However it follows from Lemma B4 and Propo-
sition below that the existence of g so that f is rel-admissible with
respect to g is a rel-local property.

(iii) If depth M = 0, then any smooth function is admissible, and its (rel-non-
degenerate) rel-critical points are its (non-degenerate) critical points.

(iv) A rel-admissible function on M may not have any continuous extension to
M, but it has a continuous extension to M by the rel-local boundedness of
|df|. Thus it becomes natural to define its rel-critical points in M.
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(v) The admissible functions on M form a unital subalgebra of C°° (M) because
d is a derivation and, for f,h € C*(M),

Vd(fh) = df ® dh + fVdh + dh & df + hVdf .

Example 3.2. With the notation of Example ZTT}(i), for any h € C§°(Ry), the
function h(p) is rel-admissible on the stratum R™ x N x Ry of R™ x ¢(L) with
respect to any model adapted metric.

Example 3.3. With the notation of Examples and Z.13] for any G-invariant
smooth function f on M, let f denote the induced function on G\M, whose re-
striction to each stratum is smooth, and df is the pull-back of df on corresponding
strata of M and G\M. Fix any invariant metric on M and consider the induced
adapted metric on the strata of G\ M. The restriction of Hess f to horizontal tan-
gent vectors on the strata of M corresponds via the canonical projection to Hess f
on the strata of G\M by [3I, Lemma 1]. It easily follows that f is rel-admissible
on the strata of G\ M.

Lemma 3.4. For any rel-locally finite covering {O, | a € A} of M by open
subsets of A, there is a smooth partition of unity {\,} on M subordinated to the
open covering {M N Oy} such that, for any adapted metric on M, each function
|dAa| is rel-locally bounded.

Proof. If depth M = 0, then the rel-locally bounded smooth functions on M are
the locally bounded ones, and therefore the statement holds in this case because
any continuous function is locally bounded. Thus suppose that depth M > 0. For
0 < k < depth M, let §; denote the union of all strata X < M with depth X < k.
The lemma is given by the case k = depth M in the following assertion.

Claim 1. For 0 < k < depth M, there is a family of smooth functions {\, x} on M
such that:
(i) 0< >, Aok <1 forall k;
(ii) Mgk is supported in M N O, for all a € A;
(iii) there is some open neighborhood Uy of Fj in A so that Za Aaky = 1 on
Ur N M; and,
(iv) for any adapted metric on M, each function |d\, | is rel-locally bounded.

This claim is proved by induction on k. To simplify its proof, observe that it is
also satisfied for k = —1 with §_1 =U_1 =0, and A\, 1 =0 for all a € A.

Now, assume that Claim [ holds for some k € {—1,0,...,depth M — 1}. Let V}
be another open neighborhood of §x in A such that Vi C U. We can assume that
the strata of A are connected by Remark [I}(v).

Trt1 \ Tk is the union of the strata X that satisfy X \ X C Fx, and therefore
the sets X \ V4 are closed in A\ V}, and disjoint from each other. For the strata
X C Fr+1 \ Sk, choose representatives (T'x,7x, px) € Tx satisfying the properties
of Definition 2T} (iv)—(vi), Proposition 7 and Remark [} (iii). Let ®x denote the
conic bundle structure of mx. Moreover, like in Remark [I}(ii), we can assume that
the sets T'x \W are disjoint one another.

By refining {O, } if necessary, we can suppose that, for each stratum X C Fgr41\
Sk, any point in X\Vk is in some set O, such that there is a chart of A of the form
(Ou, &), obtained from a local trivialization in ®x according to Definition 2.& in
this case, let £,(0,) = B, X ¢, (Lx) for some open subset B, C R™X and some
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€, > 0, where mx = dim X; let Ax be the family the indices a € A that satisfy this
condition. For each a € Ay, take a smooth function h, : [0,00) — [0, 1] supported
in [0, €,) and such that h, = 1 around 0. Let { u, | @ € Ax } be a smooth partition
of unity on Fr41 \ Vi subordinated to the open covering { O, \ Vi | a € Ax }. Set
Ak = >, Aak- Then define

Aajet1 = Aage + (1= Ag) - pxha - Tx

if a € Ax for some stratum X C Fry1 \ Tk, and Ay x+1 = Aqk otherwise. These
functions are smooth on M because Ag is smooth and equals 1 on Uy. It is easy to
check that they also satisfy Claim [I}(i)—(iv). O

Proposition 3.5. Let {O, | a € A} be a rel-locally finite covering of M by open
subsets of A, let {\o} be a partition of unity on M subordinated to the open covering
{M N Oy} satisfying the conditions of Lemma[37, and let f € C™(M) such that
each f|mno, is rel-admissible with respect to some metric g, on M N O,. Then f
is rel-admissible with respect to the adapted metric g =, Naga on M.

To prove Proposition [3.5] we will use the following lemma.

Lemma 3.6. Let X be a Riemannian manifold of dimension n, and let f € C*°(X)
and p € X. If (df)(p) # 0, then there is a system of coordinates (x',... 2") of X
around p such that (01(p),...,0n(p)) is an orthonormal reference and 9;0;f = 0
foralli,j € {1,...,n}, where 9; = 0/0x".

Proof. Because (df)(p) # 0, the 1-form df defines a codimension one foliation
around p (its tangent bundle is kerdf). By using a foliation chart around p, it

follows that there is a system of coordinates (x!,...,2") around p such that the
vectors 01(p),...,0n—1(p) are orthonormal, and z™ = f/|(df)(p)|. It is easy to
check that these coordinates satisfy the stated properties. O

Proof of Proposition[33 Let | |, and V* denote the norm and Levi-Civita connec-
tion of each g,, and let | | and V denote the norm and Levi-Civita connection of g.
On every M N O,, the functions |df|, and |V%df|, are rel-locally bounded. Since g
and g, are rel-locally quasi-isometric on M N O,, we get that |df| and |Vedf| are
rel-locally bounded on M N O,. By shrinking {O,} if necessary, we can assume
that there are constants K, > 0 and C, > 1 such that

|df|a |Vadf|a |d/\¢l| S Kll on MnN Oa ’ (4)
o IXlo < 1X] < CalX]s ¥X €T(MNO,). (5)

For any fixed ag € A, it is enough to prove that |Vdf| is bounded on M N Oy, .
For each p € M N O,,, take any system of coordinates (z',...,2") on some open
neighborhood U of p in M such that (91(p),...,0,(p)) is an orthonormal reference
with respect to g. Let g,,; and g;; be the corresponding metric coefficients of
ga and g on O, NU and U, respectively; thus g;;(p) = &;j, and we can write
Gij = Y4 AaYa,ij on U. As usual, the inverses of the matrices (gq,i;) and (g;;) are
denoted by (g¥) and (¢%). By (@) and since g;;(p) = d;j, we have

1
ro7] 9a,ii(p) <1< CF gaii(p)
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foralli e {1,...,n}if p € O,, giving

190,63 ()| = 5 110:(p) + 0 (D)|% — 9a.ii (P) — ga.js (D) |

<

< % (0,p) + 05(p) 2 +2) = 202
for all 4,5 € {1,...,n}. Since O,, meets a finite number of sets O, it follows
that |ga.;;(p)| and |g¥(p)| are bounded by some C' > 1, independent of the point
p € Og,. Similarly, by ), we get that |(df)(p)|, |(Vedf)(p)| and |(d\,)(p)| are
bounded by some K > 0 independent of the point p € O, .
Let F’;ﬁij and I‘fj be the Christoffel symbols of g, and g on O, N U and U,

respectively, corresponding to (z!,...,2™). Since g;;(p) = d;;(p), we havd]

(Digjx + 0j9ir — Okgij) (D)

N =

Ffj (p) =

1
=3 Z(ga,jk O0iAa + Ao 0iGa,jk + Ga,ik OjAa + Aa 0jGaik
— Ya,ij ak>\a - >\a akga,ij)(p)

1
= 5 Z(gmjk ai)\a + YGa,ik aj)\a — Ya,ij ak)\a)(p)

+) X)Ll 15 (P) gaen(p) - o
On the other hand,
Vdf = da* @ V(0 f dz*)
= 0;0 f do' ® da* — O f T}, da' ® da?
= (8:0;f — OnfT%;) da' @ da’ . (7)
Similarly,
Vedf = (0:0;f — Ouf T} ;) da’ ® da? . (8)

If (df)(p) = 0, then

(Vdf)(p) = (9:0; f dz’ @ da)(p) = (V*df ) (p)

by (@) and &), and therefore |(Vdf)(p)| < K.
If (df)(p) # 0, by Lemma [3.6] we can assume that the coordinates (z!,...,2")
also satisfy (0,0, f)(p) =0 for all i,5 € {1,...,n}. So, by (@) and (&),

(Vdf)(p) = —(Of I dz’ @ da’) (p) ,
(Vedf)(p) = — (O f 15 ;5 da’ @ da” ) (p) -

"Einstein convention is used for the sums involving local coefficients.
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Since g% (p) = &;5, it follows that |(Oxf ¥, )(p)| < K for all i,j € {1,...,n}, and

a,ig

it is enough to find a similar bound for each [(x f T'};)(p)|. But, by (@),

|0k f T (p)] < %I(df)(p)l > 1(d2a)(P)] (19a,52(P)| + |9a.ik (P)] + 19a.is (P)])

+ ) Xa(@) Ok TE ) (D)) |gaer ()]

< (gKQC—FKC)-#{a€A|OamOa07é(Z)}. O

We would like to define relatively Morse functions on M as rel-admissible func-
tions whose rel-critical points are rel-non-degenerate. However an appropriate ver-
sion of the Morse lemma [28, Lemma 2.2] is missing (see Problem B9 below), and
therefore they are defined by giving their “rel-local models” around their rel-critical
points.

Definition 3.7. It is said that f € C°°(M) is a relatively Morse function (or rel-
Morse function) if it is rel-admissible with respect to some adapted metric and, for

every x € Critye(f), there exists a chart (O, &) of M centered at z, with £0) =
B x ¢(L), such that, for some my € N and compact Thom-Mather stratifications
L, there exists a pointed diffeomorphism 6y : (R™,0) — (R™+ x R™-,(0,0)), and
a local quasi-isometry 61 : ¢(L) — ¢(L4) x ¢(L-) so that fasno corresponds to a

constant plus %(pi — p2) via (6p x 01)&, where py is the canonical function on
R™* x ¢(Ly) (Example [2:0]).

Example 3.8. With the notation of Examples 2.2 (v), 23 and (33), the invariant
Morse-Bott functions on M whose critical submanifolds are orbits form a dense
subset of the space of invariant smooth functions [38, Lemma 4.8]. They induce
rel-Morse functions on every orbit type stratum of G\ M.

Let f be a rel-Morse function on M. For each = € Critye(f), with the notation
of Definition B.7] let My be the strata of ¢(L4) so that (6p x 1) £ defines an open
embedding of MNO into R+ xR™~ x M x M _, where either M is the vertex stra-
tum of ¢(Ly), or My = Ny x R, for some stratum Ny of L1 with ny = dim M.
Using this local data, for each r € Z, the number vy /.. = u;min/max(f) was

x

defined in Section [Tl before Theorem Recall also that v”

min/max V:nin/max(f)

was defined as the sum of the numbers /" for x € Crityel(f)-

z,min/max
Remark 12. (i) Every rel-Morse function on M is a Morse function, and the
rel-critical points in M are the usual critical points. For such a crit-
ical point x € M with index m_, we have V;,min/max = O0pm_; thus
> zeCrit(f) Vamin/max 1S the number of critical points with index r. If
depth M = 0, then any Morse function on M is a rel-Morse function by
the Morse lemma.
(ii) The rel-critical points of rel-Morse functions are isolated.
(iii) The function %(p2 — p%) on R™+ x R™~ x M, x M_ is rel-Morse, and will
be called a model rel-Morse function.

Problem 3.9 (“Rel-Morse lemma”). Let 2 be a rel-non-degenerate rel-critical point

of a rel-admissible function f on M. Does there exist a chart (O, &) of M centered
at  and maps 0y and 67 satisfying the conditions of Definition B.? An affirmative
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answer may require a stronger condition in Definition BI}(i); for instance, the rel-
local boundedness of |[V* f| for all k € N.

The existence, and indeed certain abundance, of rel-Morse functions is guaran-
teed by the following result.

Proposition 3.10. Let F C C*°(M) denote the subset of functions with continuous
extensions to M that restrict to rel-Morse functions on all strata < M. Then F is
dense in C*° (M) with the weak C* topology.

Proof. If depth M = 0, then the statement holds by the density of the Morse
functions in C*°(M) with the strong C'* topology [19, Theorem 6.1.2]. Thus
suppose that depth M > 0. Let the sets §x be defined like in the proof of Lemmal[3.4l

Claim 2. For 0 < k < depth M, there is an open neighborhood Uy, of §j in A and
some f;, € C(Up N M) such that, for each stratum X < M,

(1) fr restricts to a rel-Morse function on Ui N X; and,
(ii) if depth X > k, then:
(a) the restriction of fi to Uy N X has no critical points, and
(b) there is some (Tx,7x,px) € Tx such that fi is constant on the fibers

ofrx : U, NMNTx — X.

This assertion is proved by induction on k. To simplify its proof, observe that it
is also satisfied for k = —1 with §_1 =U_1 =0 and f_; = 0.

Now, assume that Claim 2l holds for some k € {—1,0,...,depth M — 1}. Let V
be another open neighborhood of §x in A such that Vi C U. We can assume that
the strata of A are connected by Remark[T}(v). For the strata X C Fr+1\Sk, choose
representatives (T'x,mx,px) € Tx satisfying the properties stated in the proof of
Claim [l We can also suppose that these (T'x, 7x, px) satisfy Claim 2}(ii)-(b) with
fr. A fixed adapted metric g on M will be used.

Let X be a stratum contained in §xt1\Fr. By the density of the Morse functions
in C*°(X) with the strong C'*° topology and since the restriction of fi to U N X
has no critical points by Claim [2}(iii), it is easy to construct a Morse function hx
on X such that hx = fr on Vi, N X. Since (T'x,7x, px) satisfies Claim 2} (ii)-(b)
with fi, we get 7xhx = fi, on Uy NMNTx.

Let U1 be the open neighborhood of §x41 given as the union of Vj, and the
sets Tx for strata X C Fry1 \ Sk The function f on Vi, N'M and the functions
Txhx + p?x on the sets Tx N M can be combined to define a function fr+1 €
C(Ug+1NM). The function fi; satisfies Claim [P (i) and Claim 21 (ii)-(a). Moreover
it satisfies Claim [2}(ii)-(b) by Definition 2T} (vi).

Finally, let us complete the proof of Proposition A basic neighborhood
N of any h € C°(M) with respect to the weak C'™ topology can be determined
by a finite family of charts (U;, ¢;) of M, compact subsets K; C U;, some k € N
and some € > 0. Precisely, A/ consists of the functions b’ € C°°(M) such that
|ID((W — h) ¢; )| < e on ¢(K;) for all i and 0 < £ < k. By Claim [ there is some
open neighborhood U of M \ M in A and some f € C(U N M) that restricts to
rel-Morse functions on U N X for all strata X < M, and whose restriction to U N M
has no critical points. By shrinking U if necessary, we can assume that U N K; = ()
for all 4. Let V be another open neighborhood of M \ M in A so that V C U. By
the density of the Morse functions in C*° (M) with the strong C'*° topology, it is
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easy to check that there is a Morse function A’ € N such that ' = f on V N M.
Therefore b’ € FNN. u

For rel-Morse functions, a much better density result should be true as suggested
by the following.

Problem 3.11. By using the ideas of this section, define and study a “rel-strong
C* topology” on the set of rel-admissible functions on M, and show that the
rel-Morse functions form a dense subset.

An approach to Problems[3.9] and B.11] would take us too far from the main goals
of the paper.

4. PRELIMINARIES ON HILBERT COMPLEXES

Here, we recall from [6] some basic definitions and needed results about Hilbert
and elliptic complexes. Some elementary observations are also made.

4.1. Hilbert complexes. For each r € N, let ), be a separable (real or complex)
Hilbert space such that, for some N € N, we have $, = 0 for all » > N. They
give rise to the graded Hilbert space $ = EBT 9., where the terms §),- are mutually
orthogonal. For each degree r, let d, be a densely defined closed operator of £,
to $,41. Let D, = D(d,) (its domain) and R, = d,(D;) for each r, and let
D=@,D, and d = @, d,. Assume that R, C D,1; and d,1d, = 0 for all r.
Then the complex

do dl del

0 Do D Dy 0

is called a Hilbert complex; its notation is abbreviated as (D,d), or simply as d.
Assuming that Dy # 0, the maximum N € N such that Dy # 0 will be called the
length of (D,d). We may also consider Hilbert complexes with spaces of negative
degree or with homogeneous operators of degree —1 without any essential change.

For the adjoint operator d! of each d,, let D} = D(d}) C $,41 and R} =
d;(Df) C $y, and set D* = P, Dy and d* = €, d;. Then we get a Hilbert
complex

dg d; dy_,

0 Dr, D§ Dy_, «—— 0,

denoted by (D*,d*) (or simply d*), which is called dual or adjoint of (D, d).

If (D’,d’) is another Hilbert complex in the graded Hilbert space £ = @, 9.,
a homomorphism of complexes, ( = @, ¢ : (D,d) — (D',d’), is called a map
of Hilbert complexes if it is the restriction of a bounded map ¢ : § — $'. If
moreover ¢ is an isomorphism of complexes and (! is a Hilbert complex map,
then  is called an isomorphism of Hilbert complezes. 1f ¢ : (D,d) — (D', d’) is an
isomorphism, where D), = D, 4, for all 7 and some fixed 79 # 0, then it will be
said that ¢ : (D,d) — (D', d’) is an isomorphismm up to a shift of degree.

Let

fjev — @ﬁ?r 5 ﬁodd - @ﬁ?r—i—l 5
Doy = @DQT l Dédd = @Dzrfl )
dey = @d% ) d;dd = @ d§r71 .
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Note that D} ;4 C $ev. The operator Dey = deyv+d? 4, with domain De,ND} 4, is a
densely defined closed operator of ey to $oad, whose adjoint is Dogq = doda +dZ, .
Thus

0 D,

D= <D0dd ; )_d+d

is a self-adjoint operator in ) = Hey B Hoda with D(D) = D N D*, and
A= D2 = DoddDev @ DevDodd = d*d +dd*

is a self-adjoint non-negative operator, which can be called the Laplacian of (D, d).
Observe that (D,d) and (D*,d*) define the same Laplacian. The Hilbert complex
(D, d) can be reconstructed from Dg, [0, Lemma 2.3]. The restriction of A to each
space D, will be denoted by A,. Notice that ker A, = kerd, Nkerd}_; for all r.
Moreover we have a weak Hodge decomposition [0, Lemma 2.1]

Hr=ker A, OR,_1 DRE .

If T is a self-adjoint operator in a Hilbert space, then D>®(T) = ,~, D(T*) is
a cord] for T, which is called its smooth core. In the case of the Laplacian A of
a Hilbert complex (D,d) in a graded Hilbert space £, the smooth core D> (A),
also denoted by D>°(d) or D>, is a subcomplex of (D,d), and (D*°,d) — (D,d)
induces an isomorphism in homology [0, Theorem 2.12]. It will be also said that
D> (respectively, D) is the smooth core of d (respectively, d,); notice that it is
a core of d (respectively, d,). Let R = d,(D2°) and R:>* = d}(D°), which are
dense subspaces of R, and R}.

The following properties are equivalent [6, Theorem 2.4]:

The homology of (D, d) is of finite dimension and R is closed in $.
The homology of (D, d) is of finite dimension.

D., is a Fredholm operator.

0 & spec.(A) (the essential spectrum of A).

In this case, (D, d) is called a Fredholm complex and satisfies the following proper-
ties:
e R and R* are closed in $ [6, Corollary 2.5], obtaining the stronger Hodge
decompositions
Hr=kerA, ®R,_1 DR, D =kerA, ®R°; DR .
o d, :Ri*® = R and d; : RY® — R;> are isomorphisms.
e ker A, is isomorphic to the homology of degree r of (D, d).

It is said that (D, d) is discrete when A has a discrete spectrum (spec . (A) = 0).
The following properties hold when (D, d) is discrete:

e For each A € spec(A|re), we get isomorphisms
dT : E)\(A|73;foo) — E)\(A|R;>o) s d: : E)\(A|R$o) — E)\(A|R:oo)

between the corresponding eigenspaces. Thus spec(A|rz) = spec(A|rx= ).
e We have

spec(dy |y ® dfr=) = { £VA| \ € spec(Alr=) }

8Recall that a core of a closed densely defined operator T between Hilbert spaces is any
subspace of its domain D(T') which is dense with the graph norm.
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and, for each A € spec(Alrx), E, x(dq|re @ dj|rs=) consists of the
elements of the form u + v with u € Ex(A|r=) and v € E)(A|r:x)
satisfying d*u = vAv and dv = v/ A u. Moreover the mapping u-+v — u—u,
for uw and v as above, defines an isomorphism

E 5(dr|rze @ dyre) = E_ 5(dr|rse @ dy|ree) -

e Any Hilbert complex (D’,d’) isomorphic to (D,d) is also discrete, and,
if spec(A,) and spec(A!) consist of the eigenvalues 0 < \g < A\ < -+
and 0 < A\j < A} < .-, respectively, then there is some C' > 1 such that
C1\ < A, < CAy for all k € N [6, Lemma 2.17].

Consider Hilbert complexes, (D', d’) and (D”,d”), in respective graded Hilbert
spaces, $ and §”. The Hilbert space tensor productt], $ = $/®%”, has a canonical
grading (9, = @D, =, H,@97), and

D= (D/@)YJ”)Q (5’)/®DH) cH

is a dense graded subspace. Let d =d’ ® 1 + w ®d"” with domain 5, where w

denotes the degree involution on $’, and let d = &, whose domain is denoted by
D. Then (D,d) is a Hilbert complex in $ called the tensor product of (D’,d’) and
(D”,d"”). If A’, A” and A denote the Laplacians of (D’,d’), (D”,d”) and (D, d),
respectively, then A=A’ ®1+1® A” on D. The following result is elementary.

Lemma 4.1. If (D',d’) and (D”,d") are discrete, then (D,d) is discrete. More
precisely, given complete orthonormal systems of ' and " consisting of eigenvec-
tors €), and e}l (k € N) of A’ and A", with corresponding eigenvalues \; and N,
respectively, we get a complete orthonormal system of § consisting of the eigenvec-
tors e), ® e € D of A with corresponding eigenvalues A+ A7

Let (£,d) be a densely defined complex in a graded separable Hilbert space
$ (€ is a dense graded linear subspace of §). Consider the family of Hilbert
complexes (D, d) in $ extending (£,d) ((€,d) is a subcomplex of (D, d)) endowed
with the order relation defined by “being a subcomplex”. We will be interested in
its minimum/maximum elements. Notice that, if (£, d) has some Hilbert complex
extension, then d is a Hilbert complex; thus, in this case, d is the minimum Hilbert
complex extension of (£, d). Another complex of the form (&, §), with §, : £,41 — &,
for each degree r, will be called a formal adjoint of (£,d) if (du,v) = (u,dv) for
all u,v € &; there is at most one formal adjoint by the density of £ in $. In this
case, if (£, 6) has some Hilbert complex extension, then the adjoint of the minimum
Hilbert complex extension of (£, ) is the maximum Hilbert complex extension of
(&,d).

Now, consider a countable family of densely defined complexes (£%,d*) in sep-
arable graded Hilbert spaces H (a € N), and let (D%, d*) be a Hilbert complex
extension of each (£%,d*) in $H*. Suppose that the Hilbert complexes (D*,d*) are
of uniformly finite length (there is some N € N such that D¢ = 0 for all r > N
and all a). Let (£,d) be the complex defined by £ = @, £ and d = @, d*. The

9Recall that this is the Hilbert space completion of the algebraic tensor product ' ® £’/ with
respect to the scalar product defined by (v’ ® v/, v ® vy = (u/,v") (u”, 0"}, where (, )’
(', )" are the scalar products of )/ and $”, respectively.

and
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Hilbert space direct sun@, H= @af)a, has an induced grading ($), = @afﬂ). Let

d = @ada (the graph of d is the Hilbert space direct sum of the graphs of the
maps d?). The domain D of d consists of the points (u®) € $ such that u* € D*
for all ¢ and (d“u®) € $. Moreover d is defined by (u®) — (d*u®). Clearly, (D, d)
is a Hilbert complex extension of (£, d) in $ with

D(d) = @) D> (d") | (9)

d*=Pa. (10)

a

Lemma 4.2. (i) If each (D*,d%) is a minimum Hilbert complex extension of
(&%,d®*) in H*, then (D,d) is a minimum Hilbert complex extension of
(€,d) in H.

(ii) If each (£*,d™) has a formal adjoint (E*,6%) with some Hilbert complex
extension, and each (D® d*) is a mazimum Hilbert complex extension of
(€%,d%) in H%, then (D,d) is a mazimum Hilbert complex extension of

(&,d) in $.

Proof. Property (i) follows because d is dense in d if each d” is dense in d°.

Now, assume the conditions of (ii) and let 6 = @, 0% Then each d** is a
minimum Hilbert complex extension of (£%,0%). So, by ([I0) and (i), (D*,d*) is a
minimum Hilbert complex extension of (£, ¢), and therefore (D,d) is a maximum
Hilbert complex extension of (&, d). O

4.2. Elliptic complexes. Let M be a possibly non-complete Riemannian mani-
fold, and let E = P, E, be a graded Riemannian (or Hermitean) vector bundle
over M, with E,, =0 if r <0 or r > N for some N € N. The space of smooth sec-
tions of each E, will be denoted by C*°(E,), its subspace of compactly supported
smooth sections will be denoted by C§°(E,), and the Hilbert space of square in-
tegrable sections of E, will be denoted by L*(E,); then C*(E) = @, C*(E,),
Cs°(B) = @, Cs°(E,) and L*(E) = @, L*(E,). For each r, let d, : C*(E,) —
C>°(E,+1) be a first order differential operator, and set d = @, d,. Suppose that
(C*®(E),d) is an elliptic complex™; however, ellipticity is not needed for several
elementary properties stated in this section. The simpler notation (E,d) (or even
d) will be preferred. Elliptic complexes with non-zero terms of negative degrees or
homogeneous differential operators of degree —1 may be also considered without
any essential change.

Consider the formal adjoint 6, = d,. : C°(E,;1) — C*°(E,) for each r, and set
d =P, 0r. Then (E,J) is another elliptic complex that will be called the formal
adjoint of (E,d), and its subcomplex (C§°(F),d) is formal adjoint of (C§°(E),d)
in L?(E) in the sense of Section @Il Let D = d +§ and A = D? = d§ + dd on
C*™(E); A can be called the Laplacian defined by (E,d). The components of A
are AT = dr7157"71 + 57«d7«.

10Recall that this is the Hilbert space completion of the algebraic direct sum, @, H*, with
respect to the scalar product ((u?), (v®)) = > (u®, v*)qa, where each (, )q is the scalar product
of H%. We have $ = @a $H® if the number of terms $H? is finite.

HRecall that this means that it is a complex and the sequence of principal symbols of the
operators d, is exact in the fiber over each non-zero cotangent vector
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Any Hilbert complex extension of (C§°(E), d) in L?(E) is called an ideal boundary
condition (shortly, i.b.c.) of (E,d). There always exist a minimum and maximum
i.b.c., dmin = d and dpax = 0%, [6, Lemma 3.1]. The complex dimin/max defines the
operator Diyin /max = Aimin/max + Omax/min and the Laplacian Ay, max = D2 Jmax
which extend D and A on Cg°(E). The homogeneous components of Ay /max are

A1nr1i1r1/1nr1ax,r = 5max/min,r dmin/max,r + dmin/max,r—l 5max/min,r—l . (11)

The notation d,. ymin/max a0d 0y max/min also makes sense for dpin /max,r a1d Gmax /min,r
by considering d, and ¢, as differential complexes of length one (ellipticity is not
needed here); similarly, any first order differential operator can be considered as a
differential complex of length one and denote its minimum/maximum i.b.c. with
the the min/max subindex, regardless of ellipticity.

For any i.b.c. (D,d) of (E,d), the map of complexes, (DN C*>(E),d) — (D,d),
induces an isomorphism in homology [0, Theorem 3.5]. We have D> C DNC™(E)
by elliptic regularity.

Let (E’,d") be another elliptic complex over another Riemannian manifold M’.
Consider a vector bundle isomorphism ¢ : E — E’ over a quasi-isometric diffeomor-
phism £ : M — M’ such that the restrictions of ¢ to the fibers are quasi-isometries.
It induces a map ¢ : C®(E) — C®(E') defined by (Cu)(z’') = ((u(¢~*(2")) for
u € C®(F) and ' € M’. If moreover ¢ : (C*(E'),d") — (C*(E),d) is a ho-
momorphism of complexes, then it will be called a quasi-isometric isomorphism of
elliptic complexes, and the simpler notation ¢ : (E’,d') — (F,d) will be preferred.
In this case, ¢ induces a quasi-isometric isomorphism ¢ : L?(E’) — L?(E), which re-
stricts to an isomorphism of complexes, ¢ : (C§°(E’),d") = (C§°(E),d). Moreover,
for any i.b.c. (D’,d’) of (E’,d’), there is a unique i.b.c. (D,d) of (E,d) so that ¢ :
L?(E’) — L?(E) restricts to a Hilbert complex isomorphism ¢ : (D’,d") — (D, d).
In particular, ¢ induces Hilbert complex isomorphisms between the corresponding
minimum/maximum i.b.c. If £ is isometric and the restrictions to the fibers of ¢ are
isometries, then ¢ : (E',d") — (E,d) is called an isometric isomorphism of elliptic
complexes. For instance, for any quasi-isometric (respectively, isometric) diffeo-
morphism £ : M — M’, the induced isomorphism £* between the corresponding
de Rham complexes is quasi-isometric (respectively, isometric).

Now, let (E’,d') and (E”,d") be elliptic complexes on Riemannian manifolds
M’ and M", respectively, and consider the exterior tensor product £ = E' X E”
on M = M’ x M" with its canonical grading (E, = @,,,-, £, ¥ EJ). With
the weak C*° topology, C*°(E’) @ C*°(E") can be canonically realized as a dense
subspace of C*°(FE). Thend=d' ® 1 + w®d"” on C*°(E') ® C*°(E") has a unique
continuous extension to C*°(F), also denoted by d. It turns out that (E,d) is an
elliptic complex. Moreover the minimum/maximum i.b.c. of (E,d) is the tensor
product, in the sense of Section 1] of the minimum/maximum i.b.c. of (E’,d’)
and (E”,d") [6, Lemma 3.6].

Example 4.3. A particular case of elliptic complex on M is its de Rham complex
(Q(M),d). In this case, J is the de Rham coderivative, the subcomplex of compactly
supported differential forms is denoted by Qo(M), and the Hilbert space of L2
differential forms is denoted by L2Q(M). Let H in /max (M) denote the cohomology
of the minimum/maximum i.b.c., diin /max, of (20(M), d), which is a quasi-isometric
invariant of M. Hyin(M) is canonically isomorphic to the L2-cohomology H 2)(M )
[9]; (a generalization to arbitrary elliptic complexes is given in [6l Theorem 3.5]).
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The dimensions ﬂfnin/max(M) = dim H;in/maX(M) can be called min/max-Betti
numbers; if they are finite, then Xmin/max(M) = D, (=1)" fnin/max(M) is defined
and can be called min/maz-Euler characteristic; the simpler notation 37, Jmax and
Xmin/max mMay be used. Is is known that dyin/max satisfies the following properties

for special classes of Riemannian manifolds:

e If M is complete, then dpin = dmax (a particular case of [l Lemma 3.8]).

e If M is the interior of a compact manifold with boundary, then dyin/max is
given by the relative/absolute boundary conditions [6, Theorem 4.1].

e Suppose that M = M \ X, where M is a closed Riemannian manifold of
dimension > 2 and X is a closed finite union of submanifolds with codimen-
sion > 2. Then dyin = dmax [0, Theorem 4.4].

e Let A be a compact Tham-Mather stratification that is a pseudomanifold.
If M is the regular stratum of A endowed with an adapted metric, then
H 9y (M) is isomorphic to the intersection homology of A with lower middle
perversity [11]. There is a more general isomorphism of this type involving
more general types of adapted metrics and intersection homologies with
other perversities [29] [30] 4].

5. SOBOLEV SPACES DEFINED BY AN I.B.C.

Let T be a self-adjoint operator in a Hilbert space $). For each m € N, the Sobolev
space of order k associated to T is the Hilbert space completion W™ = W™(T)
of D* = D>(T) with respect to the scalar product ( , ), on D> defined by
(U, V)m = (u, (1 + T)™v). The notation | ||, and Cl,, (or || |[wm and Clym)
will be used for the norm and closure in W™. There are continuous inclusions
Wmtl — W™ and we have D> = () W™. Moreover T defines a bounded
operator W™+2 — W™,

Now, let (D,d) be an i.b.c. of an elliptic complex (E,d) on a Riemannian mani-
fold M. Tts adjoint (D*,d*) is an i.b.c. of the elliptic complex (E,J), where ¢ = td.
We get the operators D = d 4+ 6 and D = d 4+ d*, and the Laplacians A = D?
and A = D?. Then W™ = W™(A) can be called the Sobolev space of order m
associated to (D,d), and may be also denoted by W™ (d); the notation W™ (d,)
will be also used when we consider its subspace of homogeneous elements of degree
r. Since (D, d) and (D*,d*) define the same Laplacian, we have W™ (d) = W™ (d*)
for all m. For u € D2°, we have

lullf = llull® + [|Dull* = Jull® + || drull* + (16— 1ul* .
So
W' =D(D)=DnD*, (12)
[ullf = llull® + [Dul® = [Jull + [|dyul? +[|d; _yu]? (13)
for u € W(d,).

Lemma 5.1. The following properties are equivalent:

(i) (D,d) is discrete.
(i) Wt — W9 = L2%(E) is compact.
(iii) W™mtt — W™ is compact for all m.
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Proof. The part “(i) = (iii)” follows with the arguments of the proof of the Rellich’s
theorem on a torus (see e.g. [33] Theorem 5.8]). The part “(ii) = (i)” follows with
the arguments to prove that any Dirac operator on a closed manifold has a discrete
spectrum (see e.g. [33, pp. 81-82]). O

The following refinement of Lemma [5.1]is obtained with a deeper analysis.

Lemma 5.2. Suppose that (D, d) is discrete, and let 0 < A\ < Ao < -+ be the
eigenvalues of A, repeated according to their multiplicities. Let B' be the standard
unit ball of W', and B, the standard ball of radius r > 0 in L*(E). Then the
following properties are equivalent for 6 > 0:
(i) liminfy Ak=? > 0.
(ii) There are some Cy,C1 > 0 such that, for all n € Zy, there is a linear
subspace Z, C L*(E) so that:
(a) Z, is closed and of codimension < Con'/? in L*(E);
(b) DW'NZ,) C Z,; and
(C) B'n Zy, C BCl/n-
(iii) There are some Cy,...,Cy > 0 and A € Z4. such that, for alln € Z., there
is a linear mayld R,, = (RL,...,RY): L*(E) — @, L*(E) so that:
(a) dimker R,, < Con'/?;
(b) [|[Rpul < Cy |ju]| for all u € L*(E);
(¢) |Rnull > Co ||lu|| for all u € (ker R,)*;
(d) RA(WY) Cc Wt and ||[D, R:Jul| < Cs ||ul| for all u € W1; and
(e) B'n RZ(L2(E)) C BC4/n-

Proof. Let (e;) (i € Z) be a complete orthonormal system of L?(E) such that ey, is
a £/ Ag-eigenvector of D for each k € N. The mapping u = Y, u;e; — (u;) defines
a unitary isomorphism L?(E) = (%(Z). Moreover W1 consists of the elements
u € L2(E) with >, (1 + M\p)ud, < oo, and |lulf = 3,.(1 + M) (ui + u? ) for
ue Wt

Suppose that (i) holds. Then there is some C' > 0 so that 1 + A\, > Ck? for all
k. For each n € Z, the linear subspace

Zn={we L3(B) [usk = 0if b < (n/C)" }

of L?(E) satisfies (ii)-(a),(b) with Co = 2/C/?. Furthermore, for every u € B'NZ,,,

C
Jul> = Z (ujp +u?y) < . Z kO (uf, +u? )

k>(n/C)1/° k>(n/C)1/°
1 lullf _ 1
k>(n/C)1/¢
completing the proof of (ii)-(c) with C; = 1.
Now, assume that (ii) is satisfied. By (ii)-(a),
L*E)=Zr ® Z, (14)

Lpor A € Z4 and any topological vector space L, the notation @ 4 L is used for the direct sum
of A copies of L. Similarlarly, for any linear map between topological vector spaces, T : L — L/,
the notation @, T : @ 4 L — @ 4 L’ is used for the direct sum of A copies of T
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as topological vector space [34, Chapter I, 3.5]. Furthermore, by (ii)-(a) and the
canonical linear isomorphism
wto  wl+2Zz,
wWinz,  Z,
we also get that W' N Z, is a closed linear subspace of finite codimension in W!.
Hence

Wh=Y, e (W'nz,) (15)
as topological vector spaces for any linear complement Y, of W' N Z, in W1 [34]
Chapter 1, 3.5].

On the other hand, for each u € Z;-, the linear mapping v +— (u, Dv) is bounded
on'Y,, because Y,, is of finite dimension, and (u, Dw) = 0 for allw € W'NZ, by (ii)-
(b). So v + (u,Dv) is bounded on W1 by (IH]), obtaining that u € W by ([I2)
since D is self-adjoint. Hence Z;- C W', and therefore we can take Y, = Z;
in (I3), obtaining

Wh=Z e (W'nZ,) (16)
as topological vector spaces. Note that W' N Z, is dense in Z,, by ([[4) and (I6).
So, since D is self-adjoint, it follows from (ii)-(b) and (6] that D preserves Z;-.

To get (iii), take A = 1 and R,, equal to the orthogonal projection of L?(E)
to Zp. Then (iii)-(a) follows from (ii)-(a), and properties (iii)-(b),(c) hold with
Cy = C3 = 1 because R, is an orthogonal projection. By (ii)-(b) and since D
preserves Z;-, we get R,(W?') ¢ W' and DR,, = R, D on W', showing (iii)-(d).
Property (iii)-(e) is a consequence of (ii)-(c).

Finally, assume that (iii) is true. The following general assertion will be used.

Claim 3. Let $) be a (real or complex) Hilbert space, IT an orthogonal projection
of ) with finite rank p, and 0 < C' < 1. Then the cardinality of any orthonormal
set contained in
Uo ={uwef | |Mul| > Cllul }
is < p/C2.
Suppose v1, . .., v, is an orthonormal basis of II($)). Let u1,...,u be orthonor-

mal vectors in Ug, and II' the orthogonal projection of § to the linear subspace
generated by them. We have

k k p p
EC? < Ty = >0 [, ug))? = > [Mwil|* < p,
J=1 =1 i=1 i=1

showing Claim Bl
Let pp, = [Con'/?| and 0 < C < 1.

Claim 4. There is some I C Z with #1I < p,,/C? and ||Rye;|| > C2C for alli € Z\ I.

Let II,, and II,, be the orthogonal projections of L2(E) to ker R,, and (ker R+,
respectively. By Claim Bl the cardinality of the set

I={i€Z||e]>C}
is < p,/C?. Forie Z\ I, we have
[Bneill = [[Rallpei]| > Cs [[Mnei]| = CoC
by (iii)-(b), showing Claim (4
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From Claim [ it follows that there is some i,, € Z such that

We have
[ Rpei, |t = | Rei, |I* + [DRyes, |I”
< [|R%eq, |I? + (| RgDes, || + ID, Ryles, |)?
2
<CE+ (01 Ain| + 03) .

Hence
r

Uy =
VO 4+ (Cry/R +Cs)’

for all » € [0,1), giving

R%e;, € B'nZ,

T'CQC < r HRnein ||
VO (Cr/Aay +Ca)° (O + (Cry/As, +Ca)’
Tza ”R;lzelnH Z Hua H < ACy

S = —_—
VOt (Cry/An +Ca) G n
for all r € [0,1) by ([I8) and (iii)-(e). So there is some C’ > 0, independent of n,

such that
2

2012
( 21 n?—C% — Cg2> > C'n? (19)

Niy| > =
=3\ Acs

for n large enough. If |iy_1| < k < |in| for n large enough and k € N, then
C*(inl = 1)’ kN’
A=A, 4 =2C'(n—1)>>C'n>C' Cllinl = 1) >C' | ——
" Co Co
by () and (7). This shows (i) because, since |i,| — 00 as n — oo by ([[J]), there

is an increasing sequence (ng) in Z4 such that [[in,—1],00) = U,[|in,—1]; |in,]). O

For any fixed f € C*(M), let f also denote the operator of multiplication by

f on C*®(E) (or on L?(E) if f is bounded). Observe that [d, f] is of order zero
because d is of first order; moreover [d, f]* = —[d, f].
Lemma 5.3. If f and |[d, f]| are bounded, then:

(1) fD(dmin/max) C D(dmin/max) and [dmin/max7 f] = [d7 f]’ and

(11) le(dmin/max> C Wl(dmin/max)'
Proof. For each u € D(dmin), there is a sequence (u,,) in C§°(E) such that u, — u
and (du,) is convergent in L?(E); in fact, dminu = lim,, du,,. Then fu,, — fu and

d(fun) = fduy + [d, flun, — fdwinu + [d, flu

in L?(E) because f and |[d, f]| are bounded. So fu € D(dmin) and dpmin(fu) =
f dminu + [d, flu.
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Now, suppose that u € D(dmax). Thus there is some v € L?(FE) such that
(u, dw) = (v, w) for all w € C§°(F); indeed, v = dpaxu. Then

<fu7 5’LU> = <ua f6w> = <u7 5(f’LU) - [5a f]’LU>
= <U7fw> - <u7 [67f]w> = <f’U+ [dvf]u7w>

for all w € C§°(E). So fu € D(dmax) and dmax(fu) = fdmaxu + [d, flu. This
completes the proof of (i).
Property (ii) follows from ([I2)) by applying (i) to d and . O

Let (E',d’) be another elliptic complex on a Riemannian manifold M’. The
scalar product of L?(E’) will be denoted by ( , }’, and let ¢’ = 'd’. Let U and U’ be
open subsets of M and M’, respectively, so that U D supp f, and let ¢ : (E|y,d) —
(E'|yr,d") be a quasi-isometric isomorphism of elliptic complexes whose underlying
quasi-isometric diffeomorphism is ¢ : U — U’. For each u € L?(E), identify fu to
fuly, and identify ¢(fu) € L?(E’|y) with its extension by zero to the whole of M’;
in this way, we get a subspace ((f D(dmin/max)) C L3(E').

Lemma 5.4. If f and |[d, f]| are bounded, then the following properties hold:
(i) We have ((f D(dmin/max)) C D(d;nin/max) and d;nin/maxc = (dyin/max ON

fD(dmin/max)
(i) If moreover ¢ is isometric, then ((f W (diin/max)) € W(d!

min/max) '

Proof. Let u € f D(dwin). Then u € D(dwyin) by Lemma B.3H(i); in fact, according
to its proof, there is a sequence (u,,) in C§°(E) such that u,, = w and du, — dpint
in L?(E), and with suppu,, C supp f for all n. Then (u,, € C$(E’), Cun, — Cu
and d'Cuy, = (du, — Cdminu in L2(E"). Hence Cu € D(d;,) and d’_; Cu = (dminu.

To prove the case of duax, since D(d,,,) is invariant by quasi-isometric changes
of the metrics of M’ and E’, after shrinking U and U’ if necessary, we can assume
that ¢ : (E|y,d) — (E'|ys,d’) is an isometric isomorphism of elliptic complexes.
Such a change of metrics can be achieved by taking an open subset V' € M’ so
that &(supp f) € V/ and V/ C U’, and using a smooth partition of unity of M’
subordinated to {V’, M"\ {(supp f)} to combine metrics. Let u € f D(dmax). Then
u € D(dmax) by Lemma B3H(i); indeed, according to its proof, the support of
v 1= dpaxt 18 contained in supp f. Thus

<<’U,, 6/<w>/ = <<u7 <5w>/ = <u7 5’LU> = <’U,’LU> = <<va <w>/
for each u € fD(dmax) and all w € C(E|y). So (Cu,dw"Y = (Cv,w’) for all
w' € C§(E"), giving Cu € D(d,y) and dmax(Cu) = (dmaxu. This completes the
proof of (i).
If ¢ is isometric, then it is also an isometric isomorphism (E|y,0) — (E'|y7,d').
So (ii) follows from (I2) by applying (i) to d and 4. O

Proposition 5.5. Let (E,d) be an elliptic complex on a Riemannian manifold M.
Let {U,} be a finite open covering of M, and let {fo} be a smooth partition of
unity on M subordinated to {U,} such that each |[d, fo]| is bounded. Assume also
that there is another family {f,} € C°°(M) such that f, and |[d, f4]| are bounded,
fa = 1 on supp f,, and supp fa C U,. For each a, let (E* d*) be an elliptic
complex on a Riemannian manifold M,, let Vo, C M, be an open subset, and let
(ot (Elu,,d) = (E%y,,d") be a quasi-isometric isomorphism of elliptic complexes
over &, : Uy — V. Then the following properties hold:
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(1) D(dumin/max) = {u € L*(E) | Ca(far) € D(df;, /max) Va -

(ii) If dﬁlin/max is discrete for all a, then dyin/max 5 discrete.

Proof. The inclusion “C” of (i) follows from properties (i) of Lemmas 5.3 and 5.4
Now, take any u € L?(E) such that ,(f,u) € D(dy i /max) for all a. Let g, and
ga be the smooth functions on each M,, supported in V;, that correspond to f,

and f, via £. By Lemma [BE.3}(i),

Jau = CL;lCa(fau) = C;l(ga Ca(fau)) € D(dmin/max) .

Sou =3, fau € D(dmin/max), completing the proof of (i).

To prove (ii), we can make the following reduction. Since discreteness is in-
variant by quasi-isometric isomorphisms of elliptic complexes, like in the proof
of Lemma [B.4+(i), after shrinking {U,} if necessary, we can assume that each

o @ (Blu,,d) = (E%v,,d*) is isometric. If every d%. is discrete, then each
a a min/max
Wl(dfnin/max) — L2(F%) is compact by Lemma Bl So
Cli(ga W (dpin/max)) = Clo(ga L*(E))

is compact for all a by Lemma [5.3}(ii). Therefore
Cll(fa Wl(dmin/max)) — Clo(fa L2(E))

is compact by Lemma [B.4H(ii). Since W!'(dmin/max) = g faW ' (dmin/max) by
Lemma 5.3 (i), it follows that W1 (dp,i, /max) L?(E) is compact. Hence d;y, /max
is discrete by Lemma [B.11 O

a
min/max

Proposition 5.6. With the notation of Proposition[3.3, suppose that every d
is discrete, and therefore dyin/max 15 also discrete. Lel

0< AL <A <., 0<Z Amin/max,O < A1nr1i1r1/1nr1ax,l <

min/max,0 min/max,1 —

denote the eigenvalues, repeated according to their multiplicities, of the Lapla-
cians A% and Apin/max defined by d and dpin/max, Tespectively. If

min/max min/max

there is somdH 0, > 0 for all a such that liminf; A? k=% > 0, then

min/max,k

lim infg Amin/max, k k=% > 0 with § = min, 6,. /

Proof. According to Sections Bl and 4.2 the condition liminfy A% . Jmasx, Gk >0
is invariant by quasi-isometric isomorphisms of elliptic complexes. Thus, like in
the proof of Proposition BB} (ii), we can assume that (, : (E|y,,d) = (E%y,,d%)
is isometric. Set Dy . o=di o 0 min and wha = Wl(dfnin/max). Let
B1¢ denote the standard unit ball in W14 and B2 the standard ball of radius
r>0in L?(E%). By Lemma[5.2] we get the following.

Claim 5. There are some C, 9, Cy1 > 0 for every a such that, for all n € Z,, there
is a linear subspace Z¢ C L?(E?) so that:

(a) Z¢ is closed and of codimension < Cy, gn'/% in L2(E®);

(¢c) BY*NZ2 C B,

a1/n’

13The notation 04, min/max Would be more correct, but, for the sake of simplicity, reference to
the maximum/minimum i.b.c. is omitted here and in most of the notation of the proof.
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For each a, fix an open subset O, C M such that supp f, C O,, O, C U, and
the frontier of O, has zero Riemannian measure. Let P, = £,(0,),

P* = {v e L*(E%) | v is essentially supported in P, } ,
and Z%' = Z2 N P*. Each P® is a closed linear subspace of L?(E®) satisfying
. (Whenpe) cPe. (20)

min/max

Claim 6. (a) Z%' is closed and of codimension < C, gn'/% in P9,
(b) D jmax WH N Z3) C Z77; and
(¢) Bb*nZ4' C B, nPpe.

a,1 /’ﬂ
Claim [6-(a) follows from Claim [E}(a) and the canonical linear isomorphism
pa N 2L Zz
Za!—  Za
Claim B} (b) is a consequence of Claim [EBH(b) and (20]), and Claim [6}(c) follows from
Claim [BH(c).

Now, consider the linear spaces

0% = {u € L*(E) | u is essentially supported in O, } ,
Z¢" ={ue 0| Jve Z¢ sothat (u(uly,) =vlv, } -

Each O“ is a closed linear subspace of L?(E), and we have L*(E) = > O%. Set
Dinin/max = min/max + Omax/min and W' = W (dmpin/max). Let B denote the
standard unit ball in W1, and B, the standard ball of radius 7 > 0 in L?(E). Since
Co: (Ely,,d) = (E*y,,d*) is isometric for all a, Claim [6 gives the following.

Claim 7. (a) Z2" is closed and of codimension < C, on'/% in O%
(D) Dynin/amax (W 1 Z2") C Z2"5 amd
/ n n
(c) B'NZLY" C Be, ,/n N O

Let Y,* be a linear complement of each Z¢” in O®. By Claim [f}(a), we have
0" =Y @ 78" (21)

as topological vector spaces [34] Chapter I, 3.5]. On the other hand, for any m €
Zy, W™ N O% is dense in O because it contains all sections v € C§°(E) with
suppu C O,. So we can choose Y,* C W™ by Claim [T}(a), obtaining

wWmrNno*=Yre(Wmnz:") (22)

as topological vector spaces with respect to the topology induced by || ||. The
following assertion follows from (ZII), 22]) and the density of W™ N O% in O*.

Claim 8. W™ N Z%" is || ||-dense in Z2".
For the case m = 1, observe that (22) is satisfied with
Vi =0"n(Whnzg"*, (23)

where 11 denotes ( , );-orthogonality, and therefore ([22)) also holds with respect
to the topology induced by || ||;. From now on, consider the choice (23)) for Y,%.

Claim 9. Diyin/max(Y,2) C W
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Since the Riemannian measure of the frontier of O, is zero, O+ consists of the
sections u € L?(E) whose essential support is contained in M \ O,. Hence the set

(Wino*H) + v+ (Whn 2z
is dense in L*(E) by @2) for m = 1. It follows that, given any u € Y,?, to check
that Dpin/maxt € W1, its enough to check that the mapping

V= <Dmin/maxuu Dmin/maxv>
is bounded on WN O+, Y% and W'NZ2”. This mapping vanishes on W1n O+
because
Dinin/max(W' N 0%) C 0%, Dyin/max (W' NO**H) Cc 0%+ .

Moreover it is bounded on Y,* because this space is of finite dimension. Finally, for
veWINZ" we have

<Dmin/maxuu Dmin/maxv> = _<u7 U>
because v L v. Thus the above mapping is bounded on W'NZ%" which completes
the proof of Claim
Claim 10. Dyyin/max(Yyd) C Y7

For u € Y,* and v € W2 N Z%”, we have

<Dmin/maxu7 U>l = <Dmin/maxuu U> + <Amin/maxu7 Dmin/maxv>
= <u7 Dmin/maxv> + <Dmin/maxuu Amin/maxv> = <u7 Dmin/maxv>l =0

by Claim[@and because Diyin/max is self-adjoint. Then Claim [0 follows by Claim[8l
Claim 11. Y2 = 09 0 (Za")L.

Let u € Y, and v € W'NZ2”. By Claim [0, Amin/max 18 a self-adjoint operator
on Y2, Then u = (1 + Apin/max)uo for ug = (1 + Amin/max)_lu € Y2, obtaining

<u,v> = <(1 + Alrnim/lrnaux)’u’m’U> = <u07v>1 =0.

This shows Claim [[T] by Claim 8 and 21]).

Let TI¢ : O — Z2" denote the orthogonal projection. The following claim
follows from (22) for m = 1, and Claims [7+(b), 10 and 11
Claim 12. TIZ(W' N O*) ¢ W' N O, and [Dipin max, 18] = 0 on W' 0 O°.

Consider each function f, as the corresponding bounded multiplication operator
on L?(E). Assuming that a runsin {1,..., A} for some A € Z, we get the bounded
operator T = (fi,..., fa) : L*(E) — @, L*(E). Also, let ¥ : @, L*(E) — L*(E)
be the bounded operator defined by X(ui,...,ua) = >, uq. We have XT =1
because {f,} is a partition of unity.

Claim 13. The image of T is closed.

Let (u") be a sequence in L?(E) such that (T'u’) converges to some v in @ , L*(E).
Then v’ = LTu! — Yv as i — 0o, obtaining Tu! — TYv as i — co. Hence
v="TYv € T(L*(E)), showing Claim

By Claim [I3] and the open mapping theorem (see e.g. [12, Chapter III, 12.1]
or [34] Chapter III, 2.1]), we get that T is a topological homomorphis. So T :

14Recall that a bounded operator between topological vector spaces, T : ) — &, is called a
topological homomorphism if the map T : $§ — T($) is open, where T'($)) is endowed with the
restriction of the topology of &.
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L?(E) = T(L*(E)) is a quasi-isometric isomorphism; its inverse is X : T(L*(E)) —
L*(E). Since II,, := @, II2 is an orthogonal projection of @ , L*(E), it follows
that R, :=II,, T satisfies Lemma [£.2}(iii)-(b),(c). Moreover, by Claim [T}(a),

dimker R,, < dimkerII,, = Zdim ker I3 < Z Coa nt/fa < Cynt/?

with Cp = >, Co,q and 6 = min, 0,, which shows that R,, satisfies Lemma
(ii)-(a).

We have R,, = (R},..., R2) with R® = TI% f,. Since each function |[d, f,]| is
uniformly bounded, it follows that f, W' c W' and [Dimin /maxs fa] © Wt — L?(E)
extends to a bounded operator on L?(E). Therefore each R® satisfies Lemma
(iii)-(d) by Claim

Finally, R? satisfies Lemma [5.2}(iii)-(e) by Claim[(c). Now, the result follows
from Lemma O

6. PRELIMINARIES ON A TYPE OF PERTURBATION OF THE HARMONIC
OSCILLATOR

To study the Witten’s perturbed operators defined by the functions considered
in this paper, the main analytic tool is the following perturbation of the harmonic
oscillator introduced and studied in [IJ.

Let x and p denote the canonical coordinates of R and Ry . For each a € R, the
operator of multiplication by the function p® on C*°(Ry) will be also denoted by
p®. We have

KU =ap*! d—2 | =2a afli—i—a(a—l) a=2 (24)
=T gt =t p* 2

Recall that the harmonic oscillator, acting on C*°(R}.), is the operator

depending on a parameter s > 0. For c¢1,ce € R, consider the perturbation of H
given by

d
P=H—2c1p ' — +cp 2. 25
o (25)

By (24), we get an operator of the same type if p~—*

Let Sev/oda denote the space of even/odd functions in the Schwartz space S =
S(R). The restrictions of those functions to Ry form th space denoted by Sey /odd,+-
The scalar product of L?(Ry, p*** dp) will be denoted by ( , ).,. For each o >

—1/2, let py denote the sequence of orthogonal polynomials associated with the

d . -
and ap 1 interchanged.

measure e~* |z|°/2 dz on R [35], called gencralized Hermite polynomials. The

. . . . p— 2
corresponding generalized Hermite functions are ¢, = pre 5% /2.

Proposition 6.1 ([1, Corollary 1.8]). If there is some a € R such that
a’+ (2c1 —1)a—cy =0, (26)
c=a+c >-1/2, (27)
then:
(i) P, with domain % Sey +, is essentially self-adjoint in L*(Ry, p** dp);
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(ii) the spectrum of its self-adjoint extension, denoted by P, consists of the
eigenvalues (4k + 1 + 20)s (k € N) with multiplicity one and normalized

eigenfunctions Xs.a.ok := V2 p*ax 1+ (or simply xx); and
(iii) D®(P) = p*Sey.+-

Remark 13. By Proposition [6.1}(iii), we have hD>*(P) C D>°(P) for all h €
C*(Ry) such that &' € C§°(Ry).
The existence of a € R satisfying (20)) is characterized by the condition
(21 —1)* +4c2 > 0. (28)

Observe that ([28) is satisfied if ¢co > min{0, 2¢;}. In particular, we have the follow-
ing special cases:

o If co = 0, then ([20) means that a € {0,1 —2¢1}, and 7)) gives

c1 ifa=0
o =
l—c ifa=1-2c.
o If ¢y = 2¢q, then (26) means that a € {1, —2¢;}, and (27) gives

l14+c¢ ifa=1
g =
—c1 ifa=—-2¢ .

The following property of Xs,4,5,0 Will be also used.

Lemma 6.2. If h is a bounded measurable function on Ry with h(p) = 1 asp — 0,
then (hXs,a,0,0o Xs,a,0,0)¢; —> 1 as s = 00.

Proof. Given any € > 0, take some py > 0 such that |h(p) — 1| < €/2 for p < po.
For s large enough, we have

oo
7sp2 2a'd < €
/Po € p p_4p(2J max [h — 1]

Hence, for s large enough,

> —S8 2 o
(1= e Xemaslen| <208 [ 1L~ hp)l e 27 dp
0

PO e o]
= pge/ e’ 0% dp + 2p3 (max |1 — h|)/ e’ p*7 dp
0 po
€

e € €
<oe [ e P dp 4 S = £ emaol + 5 e O
0

7. TWO SIMPLE TYPES OF ELLIPTIC COMPLEXES

Here, we study the two types of simple elliptic complexes. They will show up in
the direct sum splitting of the local model of Witten’s perturbation (Section [II).
We could describe better the spectra of the Laplacians associated to the mini-
mum/maximum i.b.c. of these simple elliptic complexes, but this will be done with
the local model of the Witten’s perturbation (Section [I0)).
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7.1. Some more results on general elliptic complexes. Consider the notation
of the beginning of Section

Lemma 7.1. Let G C C°°(E) N L*(E) be a graded linear subspace containing
C§(E), preserved by d and 6, and such that (du,v) = (u,év) for all u,v € G.
Let dg, 6g and Ag denote the restrictions of d, § and A to G. Assume that Ag
is essentially self-adjoint in L*(E), and G is the smooth core of Ag. Then the
following properties hold:
(i) If G, C D(dwin,r) and Gr—1 C D(dwin,r—1) for some degree v, then G, is the
smooth core of dmin,r-
(ii) If G» C D(Ominr—1) and Gry1 C D(dmin,r) for some degree r, then G, is the
smooth core of dmax,r-

Proof. For each degree r, the restrictions d, : G, — Gr4+1, 67 @ Gr41 — G, and
A, : G — G, will be denoted by dg,,, dg,r and Ag,,, respectively. Suppose
that G, C D(dminr) and Gr—1 C D(dmin,r—1), and therefore dg, C dmin, and
dgr—1 C dminr—1. Since C§°(E) C G and (du,v) = (u,0v) for all u,v € G, it
follows that Gr4+1 C D(dmax,r) and G, C D(dmax,r—1), and therefore dg, C Imax,r
and 0g -1 C Smaxr—1. By ), we get Ag, C Amings- S0 Ag,r C Apin, and
therefore Ag, = Apin, because these operators are self-adjoint in L?(E,.). Then
G, is the smooth core of dpin -, completing the proof of (i).

Now, assume that G, C D(dmin,r—1) and Gr+1 C D(Omin,r), and therefore dg 1 C
Omin,r—1 and 0g,, C Omin,r. As above, it follows that dg,-1 C dmax,r—1 and
dgr C dmaxr- By ), we get Ag, C Apaxr S0 Ag, C Apax,r, Obtaining
Ag, = Apax,r as before. Thus G, is the smooth core of dpax r, completing the
proof of (ii). O

Now, suppose that there is an orthogonal decomposition F, 1 = E, 11,1 ®E, 1,2
for some degree r + 1. Thus

C®(Ery1) = C%(Er11) @ CF(Eri12)
Co°(Ery1) = C5°(Eri11) © C5° (Brya2)
L*(Ep1) = L2 (Er10) © L2 (Ery12)

giving
dy,
dr = (dr;) ) 67‘ = (57“,1 5r,2) .

Lemma 7.2. We have:
dr.1,max .
D(dmax,r) = D(dr,l,max) N D(dr,2,max) ) dmax,r = (d 1ma |D(dmdx’r)) .
T727max|D(dmax,7‘)

Proof. Let u € L?(E,). We have u € D(dmax,) if and only if there is some w €
L?(E,41) such that (u,dv) = (w,v) for all v € C§°(E,41), and moreover dax »tt =
w in this case. Writing w = w; ® wy and v = v; @ ve, this condition on u means
that (u,dov;) = (w;,v;) for all v; € C§°(EL,,) and i € {1,2}. In turn, this is
equivalent to u € D(dr1,max) N D(dr,2,max) With d ; maxt = w. O

For i € {1, 2}, let Ar,i = 5r,idr,i +dr_10,_1 on COO(ET)

Corollary 7.3. IfaA, =bA,; + ¢ for some a,b,c € R with a,b # 0, dpin,r and
dyi min have the same smooth core, and dy i min = drimax for some i € {0,1}, then

dmin,r = dmax,r .
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Proof. By Lemma and since dy; min = dr i max, We get D(dmax.r) C D(dr,imin)-
Because a A, = bA, ; + ¢ for some a,b,c € R with a,b # 0, it follows that
{u € D(dmax,r) NC¥(E,) | AFu € L*(E,) Vk € N}
C {u € D(drimin) NCP(E,) | AL ju € L*(E,) Yk e N} .
This means that the smooth core of dmax, is contained in the smooth core of

dr i min, which equals the smooth core of dpin . Then dmax,r = dmin,r- O

7.2. An elliptic complex of length two. Consider the standard metric on R .
Let E be the graded Riemannian/Hermitian vector bundle over R} whose non-zero
terms are Fy and E7, which are real/complex trivial line bundles endowed with the
standard Riemannian/Hemitian metrics. Thus

C>®(Ep) = C®(Ry) = C™(Ey), L*(Ey)=L*Ry,dp)=L*E),

where real/complex valued functions are considered in C°°(R) and L?(R,dp).
For any fixed s > 0 and « € R, let

C*(Eo) C*(En)
be the differential operators defined by
d d
d=——kp tdsp, d=———kp ‘Esp.
dp dp

It is easy to check that (E,d) is an elliptic complex, whose formal adjoint is (E, §).
By (24)), the homogeneous components of the corresponding Laplacian A are:

d d
AozadEH—FK, —7p_1 FS|5,p —|—[{2p_2:F25/{
dp dp
=H+r(k—1)p 2 Fs(1+2k), (29)
d d
A1 =dé=H -k [—,p_l] +s {—,p] + k2072 F 25K
dp dp
=H+r(k+1)p 2 £s(1-25), (30)

where H is the harmonic oscillator on C*°(R;) defined with the constant s. Then
Ay and A; are of the form of P in (25) (with ¢; = 0) plus a constant; in particular,
for k = 0, they are equal to H plus a constant.

For Ay, the condition (26) means that a € {k,1 — k}, and @27) gives 0 = & if
a=#r,and o =1—k if a =1 — k. By Proposition[G.1] the following holds:

o If K > —1/2, then Ay, with domain p* Sey 4, is essentially self-adjoint in
L?(R.,dp), the spectrum of its closure is discrete, and the smooth core of
its closure is p" Sev, -

o If k < 3/2, then Ay, with domain p! =% Sy 4, is essentially self-adjoint in
L?(R,,dp), the spectrum of its closure is discrete, and the smooth core of
its closure is p' =" Sev,+-

For Ay, the condition (26) means that a € {1 + k,—x}, and ([27) becomes

c=1+kifa=1+k, and 0 = —k if a = —k. Now Proposition states the
following:
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o If k> —3/2, then Ay, with domain p'™* Sy 4, is essentially self-adjoint in
L?(R,,dp), the spectrum of its closure is discrete, and the smooth core of
its closure is p'™* Sey

o If Kk < 1/2, then Aq, with domain p~" Sey 4, is essentially self-adjoint in
L?(R,dp), the spectrum of its closure is discrete, and the smooth core of
its closure is p™" Sev +-

When £ > —1/2, let & C C>°(E) N L*(E) be the dense graded linear subspace
with

E1=p"Sev.+ 511 = p”" Sev + -
When k < 1/2, let & € C*°(E) N L?*(E) be the dense graded linear subspace with

53 = pl_N Sev,+ 521 =p "Sev,+ -

Observe that, by restricting d and §, we get complexes (£1,d) and (£1,d) when

k > —1/2, and complexes (&2,d) and (€3,d) when £ < 1/2. Thus A preserves &
when k > —1/2, and preserves & when x < 1/2.

Proposition 7.4. (i) If |k| < 1/2, then & and & are the smooth cores of
dmax and dmin, respectively.
(ii) If |k| > 1/2, then (E,d) has a unique i.b.c., whose smooth core is £ when
Kk >1/2, and E when k < —1/2.

The following lemma will be used in the proof of Proposition [(.4]

Lemma 7.5. Suppose that § > 1/2. Then, for each & € p? Sey 4, considered as
subspace of C*®(Ey) (respectively, C*(Ey)), there is a sequence (&,) in C§°(Ey)
(respectively, C§°(E1)), independent of k, such that limy, &, = £ and lim, d¢, =
d¢ in L?(Ey) (respectively, lim, §¢, = 8¢ in L*(E4)). In particular, p® Sey i is
contained in D(dmin) (respectively, D(dmin))-

Remark 14. In Lemma [[H the independence of xk means that (,) depends only
on 6 and £, whilst the convergences lim,, d§,, = d§ and lim,, 0§, = §¢ hold with d
and 0 defined by any .

Proof of Lemma[7.0] The proof is made for D(dmin); the case of D(0min) is analo-
gous.

Let 0 < a < band f € C§°(Ry) such that 0 < f < 1, f(p) = 1 for p < a,
and f(p) = 0 for p > b. For each n € N, let gp,h, € C®(Ry) be defined by
gn(p) = f(np) and h,(p) = f(p/n). Tt is clear that

X[ ,na < (1 —gn)hn < X[&,nb] » (31)
where g denotes the characteristic function of each subset S C R,.

Let ¢ € Sev,+. From @), we get (1— g, )hnp’¢ € C5(Ep) and (1 —g,)hnp’p —
p%¢ in L?(Ey) as n — oo. Observe that

d((1 = g)hnp’9) = =g hnp’d + (1 = gu)hi,p" 6 + (1 = gn)hn d(p"9) -
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In right hand side of this equality, the last term converges to d(p?®) in L?(E;) as
n — oo by ([BIl). Moreover

11— ga) M p* 8|12 = / (1= 9?1, 2(0)p* 82 (o) dp

< G202 072 [ 12 pfm)dp = (e 7)o [ )

= (max p*¢*) ™t | |7,

which converges to zero as n — oo, and
lgnhnp’ol* = / g (PR3 (p)p** & (p) dp < (max ¢°) n® / " (np)p* dp
0 0

= (max?) 0t [ @) do = max ) = |15

which converges to zero as n — oo if 6 > 1/2.

In the case § = 1/2, it is enough to prove that f can be chosen so that || f/p/?||
is as small as desired. For m > 1 and 0 < € < 1, observe that there is some f as
above such that:

e the support of f’ is contained in [e™¢, e™],
e ——L < f<0,and
P
/ o 1 - _
o fllp)=—5,f1<p<em™

Then . .
<L 1 [ dp m+e
170217 :/75 F(p)pdp < W/,e T T

which converges to zero as m — oc. (Il

Proof of Proposition [7-4} Suppose that |x| < 1/2. Since 1+ > 1/2, by Lemmal[75]
&Y C D(dmin) and €} C D(Omin)- The other conditions of Lemmal[ZI]are satisfied by
d with G = &, and by § with G = &; by the discussion previous to Proposition [7.4
So & is the smooth core of dpy,;, and &; is the smooth core of dyax by Lemma [711

Now, assume that x > 1/2 (respectively, £ < —1/2), giving also 1 +x > 1/2
(respectively, 1 — k > 1/2). Then, by Lemma [T £) C D(dmin) and &} C D(Smin)
(respectively, £ C D(dmin) and €3 C D(6min)). By the discussion previous to
Proposition [C.4] the other conditions of Lemma [7.1] are satisfied by d and § with
G = &1 (respectively, G = &5). So, by LemmalZ.1] & (respectively, &) is the smooth
core of dmin and dmax- O

Remark 15. In the proof of Lemma[Z.5] and Proposition[7.4] we have borrowed ideas
from the proof of [6, Theorem 4.1]; in fact, in the case with k = 0, Proposition [7.4]
could be proved exactly like [6, Theorem 4.1].

7.3. An elliptic complex of length three. Consider again the standard metric
on R;. Let F be the graded Riemannian/Hermitian vector bundle over Ry whose
non-zero terms are Fy, Fy and F», which are trivial real/complex vector bundles of
ranks 1, 2 and 1, respectively, endowed with the standard Riemannian/Hermitian
metrics. Thus

C*(Fo) = C*(Ry) =C=(F), CF(F)=CTRy) © CF(Ry),
L*(Fy) = L*(Ry,dp) = L*(Fy) ,  L*(F1) = L*(Ry,dp) @ L*(Ry, dp) ,
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where real/complex valued functions are considered in C°*°(R) and L?(R,dp).
Fix s,¢ > 0 and k € R, and let

C>=(Fy) C>*(F1)

60 51

C*°(Fh)

be the differential operators defined by

d 1)
do = (dg;) , 60=1(001 b02), di=(diy1 di2), b= ((ﬁ;) ;

where

dO’Q_\/11+—02<dilp_(H+1)p 1i8p),
do,1 = 1ic2<_dilp+’%p 1;|;sp>,
do2 = 11—02 (—d%)—(m—i—l)p 1j:sp) )
dip = —— <— —(k+1)p lﬂFSP),
(
(

A direct computation shows that dy and d; define an elliptic complex (F,d) of
length three. Its formal adjoint is the complex (F,¢) given by dp and ;. The
homogeneous components Ay and Ay of the corresponding Laplacian A can be
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computed as follows, where the notation of Section [[I]is used. By 29) and (B0,

Ap1 = dp1d *i d—l—n 14 i—kli*l:ts
01 = 001001 = 775 dp P P dp P P

2

1j_ s (H+k(k+1)p” *Fs(1-2r)),
Aos = oadys = —— —i—( +1)pt+ i—( +1)pt+
0.2 = %0,280,2 = 75 dp K P sp o K P sp
1
= 1oe —— (H+(k+1)rp ? Fs(1+2(k+1))) ,
1 d d
Apr=dy1011=————rp ' % —— —kp '
2,1 1,101,1 172 (dp Kp Sp)( o Kp Sp)
1
=T —— (H+r(k+1)p 2 £s(1-2x)) ,
? d . d .
A2,2—d1,251,2—1+—62(—d—p—(ﬁ—i—l)p $sp> (d—p—(li-i-l)p 15;})
2
1i S (H+ (r+ Drp 2 £ s(1+2(r+ 1)),

1— 2
AO = 50d0 :AO,l +A072 = H+Ii(l{+1)p72:FS <2—|— ?22(14—2/4,)) 5

_ a2
AQ = d151 = A211 + A272 = H—|— I{(I{—F 1)p_2 + s <2—|— ?22(1 + 2/4,)> .

Thus Ag can be identified to A, and they are of the form of P in [25]) (with ¢; = 0)
plus a constant.

For Ag and Ay, the condition (206) means that a € {1 + k, —«}, and 27) gives
c=1+kifa=1+k, and 0 = —k if a = —k. By Proposition [6.1] the following
holds:

o If x> —3/2, then Ay and Ay, with domain p'** Sev,+, are essentially self-
adjoint in L?(R,,dp), the spectra of their closures are discrete, and the
smooth core of their closures is p'** Soy 4.

o If k < 3/2, then Ag and Ay, with domain p! =" Sey 4, are essentially self-
adjoint in L?(R,,dp), the spectra of their closures are discrete, and the
smooth core of their closures is p™" Sy 4.

Write

Ay = dgbo + 61d1

_ do,100,1 +611d11 doido2 + 01,1d12 _ Arg A
do,200,1 + 61,2d11  do200,2 + 01,2d1,2 B Aig)
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By [29) and (30),

1 d d
A = 2 — i —— B
1,1 T+ (c (dp + Kp sp) ( p + Kp sp

d d
w (g ) (G-t 2 ))

! (® (H + k(s —1)p 2 F s(1+2k))

142
+H+r(k—1)p % Fs(1+2k))

1—¢2
=H+ r(k — 1)p—2131+—62(1+2n),

1 d » d »
(L4 Fop) (= (ko F s
dp dp
1

= T H+ (4 Dk +2)p7" £ (1 -2(r+1)

+(H+ (k+1)(k+2)p > Fs(1 —2(k+1))))
=H+(k+1)(k+2)p 2F s;—zz(l +2K) .

So Ay 1 and A; 5 also are of the form of P in ([25]) (with ¢; = 0) plus a constant.
For Ay 1, the condition (26) means that a € {k,1 — £}, and 27) gives 0 = & if
a==k,and c =1—k if a =1 — k. By Proposition [6.1] the following holds:

o If k > —1/2, then Ay 1, with domain p® Sey +, is essentially self-adjoint in
L?(R.,dp), the spectrum of its closure is discrete, and the smooth core of
its closure is p" Sev,+-

o If Kk < 3/2, then A; 1, with domain p' =% S,y 4, is essentially self-adjoint in
L?(R.,dp), the spectrum of its closure is discrete, and the smooth core of
its closure is p' =" Sev,+-

For A; 2, the condition (26) means that a € {2+ k, —1 — k}, and [27) becomes
c=2+kifa=2+k,and 0 = —1 —k if a = —1 — k. Then Proposition [G.1] states
the following:

o If kK > —5/2, then A, with domain p2tr Sev,+, is essentially self-adjoint
in L?(R,,dp), the spectrum of its closure is discrete, and the smooth core
of its closure is p? ™% S,y 1.

o If kK < —1/2, then Aj 5, with domain p~17% S, ., is essentially self-adjoint
in L2(Ry,dp), the spectrum of its closure is discrete, and the smooth core
of its closure is p~1 7% Soy 4.
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Finally, by 24)),

c d d
A=——|((— “l4 - Dp ' +
1+c2(<dp+ﬂp Sp)( dp (= + 1) Sp)

2cs d
=t+— 1 |— —1]=0.
e (7] 1)

When x > —1/2, let F; C C*°(F) N L?(F) be the dense graded linear subspace
with

]:? = pH_N Sev,+ ]:11 =p" Sev,+ @p2+'€80\,7+ ) ]:12 = /’H_,i Sev,+ -

When r < —1/2, let Fo C C*°(F) N L?(F) be the dense graded linear subspace
with

]:20 =p " ev,+ 5 ]:21 = pl_HSCV,Jr @p_l_HSCVnL ) ]:22 = pl_N Sev,+ -

By restricting d and ¢, we get complexes (F1,d) and (F1,6) when k£ > —1/2, and
complexes (Fa,d) and (Fz,d) when £ < 1/2. Thus A preserves F; when £ > —1/2,
and preserves F» when £ < —1/2.

Proposition 7.6. Suppose that k # —1/2. Then (F,d) has a unique i.b.c., whose
smooth core is F1 if k > —1/2, and Fz if Kk < —1/2.

Proof. We prove only the case with k > —1/2; the other case is analogous.

By Lemma (using the independence of (&,) on & in its statement), we get
F? C D(domin) and F? C D(01min).- Then, by the discussion previous to this
proposition, the other conditions of Lemma [T.] are satisfied by the complexes de-
fined by d and § with G = Fi, obtaining that F{ and F? are the smooth cores of
do min and 01 min, respectively. By Proposition [[4] and since 1+ %,2 4+ > 1/2, we
get do 2 min = do.2.max With smooth core F7, and 62 2 min = 02,2, max With smooth
core F2. So, according to the discussion previous to this proposition, the condi-
tions of Corollary are satisfied with d and 6, obtaining domin = do,max and
01,min = 01,max, which also gives di min = d1,max- O

7.4. Finite propagation speed of the wave equation. For the Hermitian bun-
dle versions of F and F', consider the wave equation

d

% —iDuy =0 (32)
on any open subset of Ry, where D = d+ § and wu; is in C°(E) or C*°(F),
depending smoothly on t € R.

Proposition 7.7. For 0 < a < b, suppose that us € Doo(dmin/max), depending
smoothly on t € R, satisfies (B2) on (0,b). The following properties hold:
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(i) If suppug C [a,0), then suppus C [a — [t],00) for 0 < |t]| < a.
(i) If suppug C (0,al, then suppus C (0,a+ |t]] for 0 < |t| < b—a.

Proof. We prove Proposition [Z.7 only for E; the proof is clearly analogous for F',
but with more cases because F' is of length three. Let uso € C*®°(E°) = C*®(R;)
and uz; € C°(E') = C*(R4) be the homogeneous components of u;. From the
description of the smooth core of duin/max in Proposition [Z.4} it follows that

lim(ug0ue1)(p) = 0. (33)
pl0

We have
%/Oa |ut(p)|2dp:/0“ ((iDug,uz) + (ue,iDuy))(p) dp — ug(a — )|
- i/oa ((Dug, ur) = (ur, Dug))(p) dp — |ue(a —t)| .

But, since d and § are respectively equal to d/dp and —d/dp up to the sum of
multiplication operators by the same real valued functions,

dug.o dus 1 duz o dus 1
Duy,us) — (ug, Dug) = — U] — ——— -Up g — Ut - ’ Ut o - :
(Dug,ug) — (ug +) 0 t,1 I t,0 t,1 ot + ut,0 i

dugo dug d _
= 20 . . 2 = 20—
) ( dp U1 + Ut dp \de (ut0T1) ,

giving

/Oat((Dut,ut) — (ug, Duy))(p) dp' <9

= 2|(uom)(a — )] < fugo(a — ) +|uei(a — O = ua — 1)

(ue,0Uz1)(a —t) — lim(ug 0Tz 1)(p)
pl0

by @3)). So

d a—t
G P <o,
0

giving
a—t a
[ P o< [t dp=o0,
0 0

and (i) follows.
Property (ii) can be proved with the same kind of arguments, but using that

i u(p) =0 3)
for all u € D> (din/max) instead of (B3). O

Remark 16. The proof of Proposition [[7lis an adaptation of [33, Proposition 7.20],
where [B3) and (34) are used to settle the lack of compact support.
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8. PRELIMINARIES ON WITTEN’S PERTURBATION OF THE DE RHAM COMPLEX

Let M = (M, g) be a Riemannian manifold of dimension n. For any € M and
any o € T, M*, let

kA
as=(=1)""T" x oA % on /\TIM* :

involving the Hodge star operator x on A\ T, M* defined by any choice of orientation
of T, M. Writing o = g(X,-) for X € T, M, we have o = —tx, where tx denotes
the inner product by X. Moreover let

Ro=aN —as, L,=aAN +aJ

on AT,M*. Recall that there is an isomorphism between the underlying linear
spaces of the exterior and Clifford algebras of T, M *,

/\TzM* — ClT,M*), ey, N---Nej . rre,e---o¢;

where (eq,...,e,) is an orthonormal frame of T, M* and “e” denotes Clifford mul-
tiplication. By this linear isomorphism, L, and R,w correspond to left and right
Clifford multiplication by a. So L, and Rg anticommute for any «, 5 € T, M*.
Any symmetric bilinear form H € T,M* ® T, M* induces an endomorphism H of
N\ TeM* defined by

H= ) Heiej)Le, Re, , (35)

ij=1

by using an orthonormal frame (eq,...,e,) of T, M*. Observe that |H| = |H|.

On the graded algebra of differential forms, (M), let d and ¢ be the derivative
and coderivative, let D = d+ ¢ (the de Rham operator), and let A = D? = d§ + dd
(the Laplacian on differential forms). For any f € C°(M), E. Witten [41] has
introduced the following perturbations of the above operators, depending on a
parameter s > 0:

dy = e~ dest =d + sdfn (36)

Ss=e e =5 —sdf, (37)
Ds=ds+6s =D+ sR,

Ay = D? = d,8, + 65d; = A + s(RD + DR) + s°R? | (38)

where R = Rgs. Notice that d, is the formal adjoint of ds, and therefore Dy and
Ag are formally self-adjoint.

The Hessian of f, with respect to g, is the smooth section of TM*®T M* defined
by Hess f = Vdf, which is symmetric and induces an endomorphism Hessf of
N TM* according to (B5]). Then [33] Lemma 9.17]

RD + DR =Hessf, R?=|df*,
obtaining that (B8] becomes
A, = A+ sHessf + s |df|* . (39)

The Witten’s perturbed operators also make sense with complex valued differ-
ential forms, and the above equalities hold as well.
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Example 8.1. Let d(jfs, 53[15, D(jfs, A(jis denote the Witten’s perturbed operators on
Q(R™) defined by the model Morse function +1 p3 and the standard metric go. Ac-
cording to [33, Proposition 9.18 and the proof of Lemma 14.11], Aojfs, with domain
Qo(R™), is essentially self-adjoint in L2Q(R™, go), and its self-adjoint extension has
a discrete spectrum of the following form:
e 0 is an eigenvalue of multiplicity one, and the corresponding eigenforms are
of degree zero in the case of Aar)s, and of degree m in the case of Ay ..
e Let e be a 0-eigenform of A, with norm one, and let h be a bounded mea-
surable function on R™ such that h(z) — 1 as x — 0. Then (hef,ef) — 1
as s — 00.
e All non-zero eigenvalues, as functions of s, are in O(s) as s — .

Therefore (A TR™", dojfs) has a unique i.b.c., which is discrete.

9. WITTEN’S PERTURBATION ON A CONE

For our version of Morse functions, the local analysis of the Witten’s perturbed
Laplacian will be reduced to the case of the functions :I:% p? on a stratum of a cone
with a model adapted metric, where p denotes the canonical function. That kind
of local analysis begins in this section.

9.1. Laplacian on a cone. Let L be a non-empty compact Thom-Mather strat-
ification, let p be the canonical function on ¢(L), let N be a stratum of L of
dimension 71, let M = N x R, be the corresponding stratum of ¢(L) with dimen-
sionn =n+1, and let 7 : M — N denote the second factor projection. From
ANTM* = ANTN*X ATR?, we get a canonical identity

/T\ TM* = r* /\ TN* @ dp A" 7\1 TN* = 7* /\ TN* & 7\1 TN*  (40)
for each degree r, obtaining
Q"(M) =C>®(Ry,Q"(N)) ®dp A C® (R4, Q" H(N)) (41)
=C® Ry, Q" (N)) ® C° (R4, Q" 1(N)) . (42)
Here, smooth functions Ry — Q(N) are defined by considering Q(N) as Fréchet

space with the weak C*° topology. Let d and d denote the exterior derivatives on
Q(M) and Q(N), respectively. The following lemma is elementary.
Lemma 9.1. According to (42),

d 0
d= ~ .
<d% —d>

Fix an adapted metric § on N, and let g = p2g + (dp)? be the corresponding
adapted metric on M. The induced metrics on A TM* and A TN* are also denoted
by g and g, respectively. According to ({@0),

g=p Tgop g (43)
on \"TM*.
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Given an orientation on an open subset W C N, and denoting by @ the corre-
sponding g-volume form on W, consider the orientation on W x Ry C M so that
the corresponding g-volume form is

w=p"tdprG. (44)

The corresponding star operators on A T(W x R;)* and A TW* will be denoted
by * and *, respectively.

Lemma 9.2. According to (@0,

_ 0 pn—2r+l;
- (_1)rpn72r71; 0

on N\"T(W x Ry)*.

Proof. Let a, o € 7* ANTN*, at the same point (p,z) € Ry x W. If a and o are
of degree r, then

A" TE N dp Nka = (=1)"p" 2 Ldp A dd A Fa
= (=1)"p" 215, a)dp A = (—1)"g(/, @) w

by @3) and (@), giving xa = (—1)"p" "2 ~Ldp A *. Similarly, if o and o’ are of
degree r — 1, then

dp Ao A p" 2T = p" TG0l ) dp AN = g(dp Aol dp N o) w

obtaining x(dp A o) = p"~ 2" 1xa. O

Let L?Q" (M, g) and L?Q" (N, g) be simply denoted by L*Q" (M) and L?Q"(N).
From (43) and (@4, it follows that ([@2]) induces a unitary isomorphism

L2Q7 (M) 2 (L2(Ry, o™~ dp) & L2 (N)
& (L2(Ry, p" 1 dp) 8 L2\ (N)),  (45)

which will be considered as an identity.
Let § and ¢ denote the exterior coderivatives on Q(M) and Q(N), respectively.

Lemma 9.3. According to ([@2]),

>,
Il
N
b\
[\v]
>
|
S
|
=
|
)
=
+
—
S—
b\
-
N~

on Q"(M).

Proof. For an oriented open subset W C N, consider the orientation on W x
R, defined as above, and let x and * denote the corresponding star operators on



50 J.A. ALVAREZ LOPEZ AND M. CALAZA

AT(W x Ry)* and ATW*. By Lemmas [0 and @2 on Q"(W x Ry),
§ = (—=1)" e dx

(_1)nr+n+1 ( - +10 Cor s pn+2r1;) ZZ 0~
(-1) p * 0 7 —d

" 0 pn—2r+l;
(_1)7‘pn—27‘—1; 0

= (_1)71T+n+1 (_(_1)Tp_2;d~; p_"+2r—1 dlppn—2r+l;2>

0 (_1)n—r+lp—2;d;
_ p725 _p7n+2r71 d;dp~pn72r+l
0 —p 26 ’
which equals the matrix of the statement by (24)). O

Let A and A denote the Laplacians on Q(M) and Q(N), respectively.
Corollary 9.4. According to ([@2),

_ P —2p71d
8= (—2p‘35 Q )

on Q" (M), where

d? d
P=p?A———(n=2r—1)p t—
p e (n—2r—1)p i

2 d2 1
Q=p" —d—pQ—(n—%*‘l)—P*

Proof. By Lemmas and [0.3]

Sd = p26 —d%—(n—2r~— 1)p~! ZZ 0
0 —p~20 i —d

T B
_ p~26d — ;7 - (n~— 2T—1)p71dip (d;'lp+(n—2r~t )p~1H)d
—p’25dip p~25d ’

7 25 _d _ _ -1
95 = fil 0\ [(p=d —5 (n _37:—!— Lp
a5 —d 0 —p~ =6

B p2dd —J(dlp +(n—=2r+1)p1
N <d—pp25 —% —(n—2r+ l)d;'lpp*1 +p? JS)
7 p2dd —J(dip +(n—=2r+1)p™h
N <p2dipg —2p73% —Lid—ng —(n—2r+ 1)0%);)*1 +p2 JS) '
The sum of these matrices is the matrix of the statement. ]

9.2. Witten’s perturbation on a cone. Let dF, 6%, DF and A¥ (s > 0) denote

the Witten’s perturbations of d, §, D and A induced by the function f = :I:% p? on
M. In this case, df = +pdp. According to ([@2),

_ (0 0 _ (0 p
pdp/\:<p 0)’ —pdp4:<0 0).
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So the following is a consequence of Lemmas and @3, (36) and @B7).
Corollary 9.5. According to ([@2),

P d 0
s d%:l:sp —d)”’

5t = p26 —dip —(n—2r —|—~1)p’1 + sp
° 0 —p726
on Q" (M).

With the notation of Section [|]

_ _ . (0 p
R—:I:p(dp/\—dp4)::|:<p O> ,

and therefore
s_ (PP 0\ _ »
R:<O pQ):p. (46)
Lemma 9.6. RD + DR = +(2r —n) on Q" (M).
Proof. By Lemmas and @3] and according to ([@2l),

- 4 B
RD::I:(O p) d+5 25 —d—p—(73—2i2—|:1)p1
p 0 i —d—p~ 26
o ( rd . ed=p
pd+p~ts —pdlp—n—i-%—l ’

7 -2 5 d -1
DREi(d—I—Z) 6 —g;—(n—=2r—1)p )(0 p)

d_p —CZ—P_2S p O
1 —dipp—n+2r+1 ch+p*15
—pd—p7to Lp '
So
. 2r—n 0 .
by 24). O

Remark 17. The expression of RD + DR can be also obtained by computing Hess f
(Section [{).

The following is a consequence of ([39), Corollary [0.4] and Lemma
Corollary 9.7. According to ([@2),

P —2up~d
-2p7%  QF

~ d
Psi:p*QA—I—H—(n—2r—1)p71d—:Fs(n—2r),
)

A:t

on Q" (M), where

Qz'::p72£+H—(n—2r—|—1)p71d£p—|—(n—2r—|—1)p72:|is(n—2r).



52 J.A. ALVAREZ LOPEZ AND M. CALAZA

10. DOMAINS OF THE WITTEN’S LAPLACIAN ON A CONE

Theorem [L1lis proved by induction on the dimension. Thus, with the notation
of Section [@ suppose that dpin/max satisfies the statement of Theorem [Tl Let

ﬁmin/max = ker Bmin/max = ker Kmin/max )
which is a graded subspace of (V). For each degree r, let
7Aé’l’[‘lil’l/l’[‘lax,’I‘—17 ﬁ;;in/max;r C L2QT (N)

be the images of Jmin /max,r—1 and Smin /max,r» Tespectively, whose intersections with

D>(A) are denoted by ﬁ;oin max,r—1 and ﬁ;ﬁ% Jmax,r- According to Section BT
A preserves ﬁgfin Jmax,r—1 and ﬁfnﬁ Jmax,r? and its restrictions to these spaces have

o0

the same eigenvalues. For any eigenvalue X of the restriction of A to ﬁmin Jmax,r—17

let

R (ﬁmin/max) N ﬁoo

min/max,r—1

min/max,r—l,j\ = ES\
1> % . S %00
min/max,r, A E>\ (Amin/max) N min/max,r *

Moreover

LQQT (N) = :nin/max @ @ (Rmin/max,rfl,s\ & R;ﬁnin/max,r,j\) ) (47)
A

min /mas,r—1) i.e., the positive spec-

where \ runs in the spectrum of Zmin /max Ol R
trum of Amin/max)r.
Now, consider the Witten’s perturbed Laplacian AF. In the following, suppose

that s > 0.

10.1. Domains of first type. For some degree r, let 0 # v € ﬁfnin/max. By
Corollary 0.1

A:I:

d
H-—(n—-2r—1)p*t—Fs(n—2r
( ot £ F aln—2n)

on C*®(R;) = C™®(Ry)y C Q"(M). This operator is of the type of P in (25) with
¢z = 0. Thus (28) is satisfied, and (26]) means that a € {0, —n + 2r + 2}.

For a = 0, we have 20 = n — 2r — 1. When ¢ > —1/2, which means r < "T_l,
Proposition 6] asserts that AT, with domain Se, 4, is essentially self-adjoint in

L?(R,, p" 271 dp); the spectrum of its closure consists of the eigenvalues

4k + (1 F1)(n—2r))s (48)
of multiplicity one, with corresponding normalized eigenfunctions xj; and the
smooth core of its closure is Sy 1. For A, [@8) becomes 4ks, which is > 0 for all
k and = 0 just for k = 0. For A, @) becomes (4k + 2(n — 2r))s, which is > 0 for
all k.

For a = —n + 2r 4+ 2, we have 20 = —n + 2r + 3. When o > —1/2, which
means r > ”T*g, Proposition asserts that AT, with domain p~"+2r+2 Sev, 4, 18
essentially self-adjoint in L?(R, p"~2"~1dp); the spectrum of its closure consists
of the eigenvalues

k+4—-(1£1)(n—2r))s (49)
of multiplicity one, with normalized eigenfunctions yj; and the smooth core of its
closure is p~" T2 +2S, . .. For AY, @) becomes (4k + 4 — 2(n — 2r))s, which is:
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e >0 forall kif r > 251,
e >0 forall kand =0 just for k=0if r =5 — 1, and
. <Of0rk=01fr:"773.

For A, (@9) becomes (4k + 4)s, which are > 0 for all k.

When "T_?’ <r< "T_l, we have got two essentially self-adjoint operators, with

a=0and a = —n + 27 + 2. These two operators are equal just when r = 5 — 1.
All of the above operators defined by A¥, as well as their domains, will be said

to be of first type.

10.2. Domains of second type. With the notation of Section [I0.1]

AT EH—(n—2r—l)p_ldip—|—(n—2r—1)p_22|25(n—2r—2)
on C®(Ry) = C>®(Ry)dp Ay C Q" (M) by Corollary[@0.71 This is an operator of
the type of P in (28) with ¢o = ¢;. Thus ([28) is also satisfied, and (26) becomes
a€{l,—n+2r+1}.
For a = 1, we have 20 = n — 2r + 1 according to (27). When ¢ > —1/2, which
means 7 < "'2"1, Proposition [6.1] asserts that A;t, with domain p Sev,+ = Sodd,+, is
essentially self-adjoint in L?(R, p" =21 dp); the spectrum of its closure consists

of the eigenvalues

Ak+44+ A F)(n—2r—2))s (50)
of multiplicity one, with normalized eigenfunctions xx; and the smooth core of its
closure is pSey,+. For A, [B0) is > 0 for all k. For A7, (B0) is:

e >0 forall kif r <251,
e > ( for all £k and = 0 just fork:OifT:%,and
) <Of0rk=01fr:"7+1.
For a = —n 4 2r + 1, we have 20 = —n + 2r + 1 according to (27). When
o > —1/2, which means r > "T’l, Proposition [6.1] asserts that A, with domain
p I TLS,, 4, is essentially self-adjoint in L?(Ry, p"~2"~1dp); the spectrum of
its closure consists of the eigenvalues

4k —(1£1)(n—2r—2))s (51)

of multiplicity one, with normalized eigenfunctions y; and the smooth core of its
closure is p~ "2 1S, .. For AT, (BI)) is > 0 for all k. For A7, (5I)) is > 0 for all
k and = 0 just for k = 0.

For an <r< ”T“, we have obtained two essentially self-adjoint operators, with
a=1and a = —n + 2r + 1. These operators are equal just when r = 3.

All of the above operators defined by A¥, as well as their domains, will be said

to be of second type.

10.3. Domains of third type. Let u = \/K for an eigenvalue X of the restriction of

Anin/max t0 ﬁfnoin p— According to Section [£]], there are non-zero differential

forms,
o ﬁ'min/max,rfl,A CQ(N), Be ﬁrnin/max,r—l,)\ C QT?I(N) )

such that df = pa and da = pB. By Corollary 0.7
J2
dp?

+ 2
Aj

d
—(n—2r+1)p_ld—p—|—u2p_ F(n—2r+2)s
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on C®(Ry) = C®(Ry) B C Q"~Y(M). This operator is of the type of P in (28]
with cg = p? > 0. Thus (28) is satisfied, and (26) becomes

4 2r & /(n—2r)2 4 42

(52)

These two possibilities for a have different sign because p > 0.
For the choice of positive square root in (52), we get

1+y/(n—2r)2+4p> 1
= > = 33
according to (Z7). Then Proposition B.1] asserts that AT, with domain p® Sey ., is
essentially self-adjoint in L?(R,, p" 21 dp); the spectrum of its closure consists

of the eigenvalues

<4k+2+ (n—27“)2+4,u2:|:(n—27“—|—2))$, (54)

with multiplicity one and corresponding normalized eigenfunctions xj; and the
smooth core of its closure is p® Sey 4. Notice that (B4) is > 0 for all .
For the choice of negative square root in (52)), we get
1—+/(n—2r)2+4pu?
> ( . )%+ 4p (55)
according to (27). Then o > —1/2 if and only if

w<1l and |n—2r <2y/1—pu2, (56)

which is equivalent to @ <p<landr=75, orpu< @ and "T_l <r< "T“ In
this case, Proposition [6.1] asserts that AF, with domain p? Sey 4, is essentially self-
adjoint in L?(R,, p" =271 dp); the spectrum of its closure consists of the eigenvalues

(4k+2— (n—2r)2+4u2$(n—2r+2))8, (57)

with multiplicity one and corresponding normalized eigenfunctions p® ¢o 4; and
the smooth core of its closure is p®Sey,+. For Af, (B7) is < 0 for £ = 0. For
A7, [BD) is > 0 for all k.

When (B6]) is satisfied, we have got two different essentially self-adjoint operators
defined by the two different choices of a in (52]).

All of the above operators defined by A¥| as well as their domains, will be said
to be of third type.

10.4. Domains of fourth type. Let p, a and 3 be like in Section By
Corollary @17

2 d
AT = +52p2—(n—2r—1)p71d—p—|—(u2+n—2r—1)p72

dp?

F(n—2r—2)s

on C®(Ry) = C®(Ry)dpAa C Q TH(M). This is another operator of the type of

P in (28]), which satisfies (28] because
(1—(m—2r—1))24+4@*+n—-2r—1)=(n—-2r)* +44>>0.

Moreover (26]) becomes

it 242+ =) F A2
g A 2(” )’ +Aut (58)
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These two possibilities for a are different because p > 0.

With the choice of positive square root in (B8] and according to (27), o is also
given by (B3], which is > 1/2. Then Proposition [6.1] asserts that A¥, with domain
p® Sev.+, is essentially self-adjoint in L?(R., p"~ 2"~ dp); the spectrum of its closure
consists of the eigenvalues

(4k+2+ (n—2r)2+4,u2:|2(n—27“—2))s, (59)

with multiplicity one and corresponding normalized eigenfunctions xj; and the
smooth core of its closure is p® Sey,+. Observe that (B9) is > 0 for all k.

With the choice of negative square root in (B8) and according to @), o is
also given by (B5), which is > —1/2 if and only if (56) is satisfied. In this case,
Proposition 6.1 asserts that AF, with domain p® Sey 4, is essentially self-adjoint in
L?(Ry, p"~27=1dp); the spectrum of its closure consists of the eigenvalues

(4k—|—2— (n—2r)2—|—4,u2:|2(n—2r—2))s, (60)

with multiplicity one and corresponding normalized eigenfunctions yg; and the
smooth core of its closure is p® Sey 1. For Af, (60) is > 0 for all k. For A7, (60)
is < 0 for k =0.

When (B6]) is satisfied, we have got two different essentially self-adjoint operators
defined by the two different choices of a in (B8]).

All of the above operators defined by A¥, as well as their domains, will be said
to be of fourth type.

10.5. Domains of fifth type. Let u, a and 3 be like in Sections [0.3] and I0.4]

By Corollary 0.1
+ —1
( PHLsg _2p:t ,UJ>
=207 Qus

C®(R4) © C®(Ry) = C®(Ry) a+ C®([Ry)dp A B C (M),

Ai

on

where

d
Pro=H—(n=2r=1)p™ 2+ p*™* F (n—2r)s,

is:H—(n—2r—|—l)p_l%+(u2+n—2r+1)p_2$(n—2r)s.

We will conjugate this matrix expression of AF by some non-singular matrix ©,

whose entries are functions of p, to get a diagonal matrix whose diagonal entries
are operators of the type of P in (25). This matrix will be of the form © = BC

with
B = (1 (_)1> , C= (Cll 012) ,
0 p C21  C22



56 J.A. ALVAREZ LOPEZ AND M. CALAZA

where ¢;; are constants to be determined. Let Plj'fs and Qis be simply denoted by
P and Q. A key observation here is that, by (24]),

d? d
-1 -1 -2
d? d
—1 -2
+p —2p+(n—2r—1)p dpp

dp
——d—2—(n—2r+1) _1i+(n—2r+1) -2
 dp? P dp P
2 d d
— 42— —2r—1)p ' — —2r—1)p 2
+dp2+ dp—i—(n r—1)p dp—i—(n r—1)p
=2(n—2r)p 2,

obtaining
_ 10 P —2up ™\ /(1 0
wrarm=(o ) (o )60 S5)
i 0 p) \—2up—? Q 0 p!
_( P —2up‘2)
—2up™* pQp~!

_ P —2pup~?
—2up=2 P+2(n—2r)p2) "

On the other hand, C' must be non-singular and

_ 1 C292 —C12
ct= :
det C <_C21 11

Therefore ©'ATO = (X;;) with

2
X =Pt =5 (p(=coea + crzen) = (n = 2r)erzen) P2,
2 _
X2 = JetC (1 (=33 + cly) = (n = 2r)c1ae2) p~2
2 _
Xo1 = detC (1 (3 —cty) + (n—2r)eiiea) p=2,

Xoa =P+ ﬁ (u(carcan — crici2) + (n — 2r)cricaz) p=°
We want (X;;) to be diagonal, so we require
p(cly = 32) — (n = 2r)cracon = p(ciy — ¢31) — (n = 2r)eniear = 0.
Both of these equations are of the form
p(a® —y*) = (n—2r)zy =0, (61)

with * = c¢12 and y = c92 in the first equation, and * = ¢17 and y = c¢9; in the
second one. There is some ¢ € R \ {0} such that

-2
$2_y2_n T

xy = (z + cy) (3: - %) . (62)

1
(a:—l—cy)(x—%) _xz—y2—|—<c—z)xy,

In fact, since



we need

giving

whose solutions are

Observe that cyc_
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pe> +(n—2r)c—pu=0,

—n+2r+/(n—2r)2 + 42
C+ = .

57

(63)

(64)

—1. Let ¢ = ¢4 > 0, and therefore —1/c = c_. By (62), the

solutions of (GIl) are given by x 4+ cy = 0 and cx — y = 0. Then we can take

with det C =14 ¢ > 0. So, for

1 0 1 —c 1 —c
©- (0 p‘l) (c 1 ) N (cp‘l pt

we get X102 = Xo1 =0, and

2(=2pc+ (n—2r)c?) _,
p

X1 =P
11 + 11 2
22uc+n—2r) _,
Xoo=P+———-= .
22 + T+

The notation X = X7 and Y = X5 will be used; thus 6_1A;‘[® =Xa®Y. The
above expressions of X and Y can be simplified as follows. We have

by (@3], obtaining

1+c2=2—

n—2r 2u — (n — 2r)c
CcC =

I I

2(—2puc+ (n — 2r)c?) _ 2uc(—2p + (n — 2r)c)

Moreover

by (@4, and

1+ ¢2 2u— (n—2r)c
2Q2uc+mn—2r)  2p(2pc+n —2r)

1+¢2  2u—(n—2r)c

(2uc+n—2r)? = (n—2r)* +4p*> >0

(2u — (n — 2r)c)(2uc + n — 2r)
=4p?c+2u(n — 2r) — (n — 2r)2uc® — (n — 2r)%c

=4p?c+2u(n —2r) — (n —2r)2u(1 —

= c(4p’c+ (n —2r)2)

n—2r

—2uc,

c) — (n—2r)%
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by ([63]). Therefore

2(2uc+n — 2r) 2u(2uc +n — 2r)?

1+¢2  (2u— (n —2r)c)(2uc +n — 2r)
_ 2u((n —2r)* +4p%) _ 2p

cldpe+ (n—2r)2) ¢’

It follows that
X =P —2ucp?

d
=H+s%p*—(n—2r—1)p* o + (u? = 2uc)p 2 F (n —2r)s ,

2
Y:P—i-—up_2
C

2p

d
—H+sp—(n—2r—1)p~ " o (1 + ?)p_2$ (n —2r)s .

These operators are of the type of P in ([28), and satisfy (28] because
(1—(n—2r—1))+4(u* - 2uc)
=4+ (n—2r)2 4+ 4% — 4y/(n — 2r)2 + 42
=(2—+/(n—2r)2+4p2)*> >0

and

(1= (= 2r = 1)) 42+ 2
=4+ (n—2r)2 +4p% + 4/ (n — 2r)2 + 4p2)
(n —27)2 + 4u2)?
So, for X and Y, the constants (26]) and (217) become

2—n+2r+(2—+/(n—2r)%+4u?)
a =

; (65)

b 2—n+2r+ (244 (n—2r)%+44u?)

(66)

2
12— /(n—2r)2 +4u?)
o= 5 , (67)

(n—2r)2 +4u?)

(68)

Suppose that 0,7 > —1/2. By Proposition[6Il X and Y, with respective domains

0% Sev.+ and p® Sey , are essentially self-adjoint in L2(R, p"~2" "1 dp); the spectra
of their closures consist of the eigenvalues

Ak +2a+ (1F1)(n—2r))s, (69)

4k +24+2b+ (1 F1)(n—2r))s, (70)

with multiplicity one and corresponding normalized eigenfunctions xs,4,0,% and
Xs,b,m.k, Fespectively, and the smooth cores of their closures are p® Sy, + and pb Sev,+-
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Since \/TTO is an orthogonal matrix, it defines a unitary isomorphism

LX(Ry, p" 2" Vdp) ® L*(Ry, p" >~V dp)
= L*(Ry, p" 72"t dp) © L*(Ry, p" > "1 dp)
and we already know that
B=1®p ' : L} Ry, p" ¥ dp) ® L*(Ry, p" > "1 dp)
= L*(Ry, p" 2"t dp) @ L*(Ry, p" = dp)
1

is a unitary isomorphism too. So WG is a unitary isomorphism

LY Ry, p" ¥ dp) ® L*(Ry, p"* " dp)
— L*(Ry, p" " Ldp) & L*(Ry, p" > dp) .
Therefore, when o, 7 > —1/2, the operator AT, with domain
O(p* Sev,+ @ " Sev,t) = {(0°0 — cp",cp® '+ 0" ) | 6,9 € Sevin}, (T1)
is essentially self-adjoint in
LX(Ry, p" 2" Vdp) ® L*(Ry, p" >+l dp)
= L*(Ry, p" " Hdp) a + LA(Ry, p" " hdp)dp N B, (72)

which is a Hilbert subspace of L2Q7(M, g); the spectrum of its closure consists of
the eigenvalues ([69) and (70), with multiplicity one and corresponding normalized

eigenvectors
1 1

\/?—02 e(XS,a,U,ka O) ) \/T—CQ @(0, XS,b,T,k) )

respectively; and the smooth cores of its closure is (71]).
The condition 7 > —1/2 only holds with the choice

(n—2r)2 + 4p?

in (68]), which corresponds to the choice

b 4—n+2r+/(n—2r)2+4u?

in (GG). With this choice, the eigenvalues ([{() become
(4k+6$ (n—2r) + \/(n— 2r)? +4u2) s, (74)

which are > 0 for all k.
Consider the choice

—n+2r 4+ /(n—2r)2 + 4p2
Ve (79)

in ([G5), and, correspondingly,

14 +/(n —2r)2 + 4p? 1

2

g

in ([G7). Then the eigenvalues (69) become
(4k F(n=2r)++(n—2r)?2+ 4u2> s, (76)
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which are > 0 for all k.
Now, consider the choice
4—n+2r—/(n—2r)2+4pu?

a= 5 (77)

in (Gh)), and therefore
3—+/(n—2r)2+4p?

o =

in (7). In this case, the condition o > —1/22 means that
p<?2 and |n—2r| <2y4—p2. (78)
The eigenvalues (@) become
(4k +4F(n—2r)—+/(n—2r)2+ 4u2) s. (79)

For AT, () is:
e >0 for all k if and only if n — 2r <2 — p?/2, and
e =0 just when k =0 and n — 2r = 2 — u?/2.
For A7, (79) is:
e >0 for all k if and only if n — 2r > p?/2 — 2, and
e =0 just when k =0 and n — 2r = p?/2 — 2.
All of the above operators defined by A¥, as well as their domains, will be said
to be of fifth type.

11. SPLITTING OF THE WITTEN COMPLEX ON A CONE

11.1. Subcomplexes defined by domains of first and second types. Con-
sider the notation of Sections [I0.1] and The following result follows from
Corollary 0.5

Lemma 11.1. For s >0, df and 6F define maps

di + di
s,r—1 00 s,T 0o s,r+1
0 < C(R4)y C(Ry)dp Ay — 0,
55,7"71 s,T s,r+1

which are given by

d
d;‘tm:d_p:tspu 65, =———(n—2r—1)p ' £sp,

using to the canonical identities
CPRy)y=C*Ry)dp Ay =C7(Ry) .

According to Sections [[0.1] and [[0.2] v can be used to define the following do-
mains of first and second type:

n—1

5,:11 =Sev,+7 for r< 5
-3

’:)2 _ p—n+27‘+2 Sev,+ ~ for r > n . ,
1

Egjlszev)erp/\w for r< n—2i— ,

n—1
5:31 =p LS LdpAy for r> .
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The following is a direct consequence of Lemma [TT.11

Lemma 11.2. For any s >0, df and 6F define maps

+ + +
0 ds,rfl _ ” s,T ra1 ds,r+1 - 0
V58 vt )
o oF 6
s,r—1 s,T s,r+1

. . —1 . . —1
where i =1 ifr < 5=, and i =2 if r > *5=.

Remark 18. 1If n is odd, by Lemma[ITdland ([@5), and since Sy C L2(Ry, p? dp)
if and only if 0 > —1/2, we get

E(Eo) ¢ DPO(M) for r="2 2
1
SE(EY) ¢ LTI (M) for 7= ”;

This is compatible with A} # 0 on &7 , when r = 252 (Section I0.T)), and A; # 0
on 8,’;?{1 when r = 2L (Section [0.2).

Remark 19. If n is even, notice that

E1=E0=S eyt for r=

|33

r+1 r+1
£ &

= =pSev,+dp ANy for r=

By Lemma[l1.2} &,; =&, & 5:;71 is a subcomplex of length two of (M) with

d?st and 5;‘5, even for s = 0, where i = 1 for r < ”771, and i = 2 for r > ”Tfl

Moreover let £, 9 denote the dense subcomplex of £, ; defined by
0= G5 (R)y = Cg* (R4 )

L =CRy)dp Ay = CP(Ry) -

The closure of &, ; (and &,,) in L?Q(M) is denoted by L2E,. We have
L&) = L*(Ry, p" " Hdp)y = L*(Ry, p" > dp)
L& = LRy, p" " dp)dp Ay = L*(Ry, p" > dp) .

Assume now that s > 0. With the notation of Section [Z.2] consider the real
version of the elliptic complex (E,d) determined by the constants s and
n—2r—1
=27 80
K 2 ? ( )
and also its subcomplexes &, where i = 1if k > —1/2 (r < 231), and i = 2 if
k<1/2 (r> 251,

Proposition 11.3. There is a unitary isomorphism L28V — L2?(E), which restricts
to isomorphisms of complezes up to a shift of degree, (€,,0,dE) — (CS°(E),d) and

(Ey,irdE) = (& d), where i =1 if r <251 and i =2 if r > 251

Proof. The unitary isomorphism

p* LRy, p" 2 dp) — L*(Ry, dp)
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induces a unitary isomorphism L?E, — L?(E), which restricts to an isomorphism
&0 — C{°(E). Furthermore

ELL = Sy 7 = Sy = £
PREL = P S dp Ay = P Sy s = £

if r <271 and
PRED = pHEARS, = plR S, = £

k—n—+2r+1 S

pﬁg»czl =p vt Y =P " Sevy = &

if r > 251 By Lemma [T and (24), we also have

—K I d —K d -
prdr, pT"=p (—iSp>p =——rp L Esp,

dp dp
which is the operator d of Section O
Corollary 11.4. (i) If r # "T_l, then (Ey,0,dE) has a unique Hilbert complex

extension in L25w whose smooth core is £y ;, where i =1 if r < "T_l, and
i=2ifr> 251

(ii) If r = 251, then (€y,0,dE) has minimum and mazimum Hilbert complex
extensions in L?E., whose smooth cores are € 2 and €1, respectively.

Proof. This follows from Propositions [7.4] and O

For each degree r, we will choose one of the possible domains of first and second
type defined by v, denoted by £7 and 5;*1, so that &, = &7 @5;“ is a subcomplex
of (U),d¥) according to Lemma 1.2

If n is even, there is only one choice of domains of first and second types by
Remark [9 Thus £7 and 5,:*‘1 have only one possible definition in this case.

If n is odd, there are two possible choices of domains of first and second types
just for the following values of r:

8;71 = Sev,+ 7 n—3
- 4 for r= ,
¥,2 =p Sev,+ Y 2
5;,1 = Sev,+ 7
5;,2 = pSev,+ 7 ; n—1

or 1= ,

El = pSevrdp Ny 2

5:51 = Sev,—i— dp Ny

8’7;7-111 :Pch,erP/\”Y n+1
1 9 for r= 5 -
5%2 =p Sev,—i— dp Ny

By Remark [[8 and Corollary 1.4l we choose

& =&, for r=

r r+1 7’L—|—1
EVH:S%‘E for T‘ZT.
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In order to get the minimum and maximum i.b.c. of (A TM*,d), according to
Corrollary 1.3 we choose

gr — s
v 72
r r+1 if v € Hmm
et =& } n—1
for r= 5

gr — gr
Y 7,1
ertl gT+1} if yve ’H,mdx
A O

According to Corollary IT.4] the above choices of &, satisfy the following.

Corollary 11.5. (i) If r # 251, then (Ey,0,dE) has a unique Hilbert complex
extension in L*E., whose smooth core 15 & .
(i) If r = 251, then (€y,0,dE) has diﬁeient minimum and mazimum Hilbert
complex extensions in L?E,. If v € Homin/max, then &, is the smooth core
of the minimum,/maximum Hilbert complex extension of (E4.,0,dT).

Let (D,,dE ) denote the Hilbert complex extension of (&, o, d¥) with core &,
let Ai,y be the correspondlng Laplacian, and let ’Hi,y ’Hi v @Hi,f"’l = ker Ai,y
The following result follows from Sections [IQ.1]and 10.2] Lemma and the choices
made to define &, .

Proposition 11.6. (1) (Dv,d;‘fw) is discrete.
(i) HEs =0, dimHI =1 if

1 ifn is even

r< 23 zfnzsoddand'yGH

"T_l zfnzsoddand'yGH

and ’H;f’vr = 0 otherwise.
(iii) Moy =0, dim H;;YTH =114f

n
2
n
min

max ?

if n is even
21 zfnzsoddand”yE’H
% zfnzsoddand”yE’H

and H;’,YT“Fl = 0 otherwise.
(iv) If ef € ’HﬁfV with norm one for each s, and h is a bounded measurable
function on Ry with h(p) — 1 as p — 0, then (hef,eF) = 1 as s — oco.
(v) All non-zero eigenvalues of Ag‘zﬁ are in O(s) as s — 0o.

: NS

r>

min

max ?

11.2. Subomplexes defined by domains of third, fourth and fifth types.
Consider the notation of Sections [[0.3HI0.5l The following result follows from
Corollary [0.5

Lemma 11.7. For s >0, df and 6F define maps

d;‘tr 2 ;trfl
0 e CF(Ry) f m=m=s O¥(Ry)a+C¥(Ry)dp A 5
s,r—2 s,r—1
+ di .
> C(Ry)dp Ao T—— 0,

+ +
55,7‘ 55,7‘-{-1
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which are given by

according to the canonical identities

C¥R4)B=C*Ry)dpha=C(Ry),
C¥Ry)a+C*Ry)dpNB=CT(Ry) @ CF(Ry) .

Consider only the choices of a given by the positive square roots in (52)) and (58]
for domains of third and fourth types, and (8] for domains of fifth type; the other
choices of a are rejected because they are very restrictive on p and r, and give
rise to some negative eigenvalues. If these values of a are denoted by a3, a4 and
as according to the types of domains, then as = as = a4 — 1, and therefore the
notation a5 = a3 = a and a4 = a + 1 will be used. Recall also that we only have

the choice (73] for b, which equals a+2. So we only consider the following domains
of third, fourth and fifth types defined by « and 3:

Fod = 0" Sevt B=p"Sevs
ffﬂal = pa+1 Sev+dp N = Pa+1 Sev,+
Fos=0"{@—cp’V)a+(cp o+ p0)dpAB | 6,0 € Sevt }
=" {(¢—cp’¢,cp '+ pU) | 6,0 € Sev v } -

Lemma 11.8. For any s >0, df and 6F define maps

+ + +
s,r—2 r—1 s,r—1 - d;tr 41 ds,r—i—l
0 . w.B Fols — 0
5:7‘—2 5:7‘—1 5;t,r 6s,r+l
Proof. Lemma [[T.7] gives 6 (]-';_51) =df (]-';J%l) =0.
Observe that
a = Ccl, (81)
obtaining
cla+n—2r)=p (82)
by ([@3). By Lemma [IT7 1) and ®2), for h € Sevy +,
d
s (p"h B) = p* <uha + (d—p +oupt+ Sp> (h) dp N B) ; (83)

d B
53 (p*Tthdp N a) = p° ((—pd—p — % ispz) (h)a —pp 1hdp/\ﬁ) . (84)
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rIl’lhe inclusion dF (]—“g_ﬂl) C F, g follows from (83) if we can find ¢, € Sev,+ such
that

¢ —cp’p = ph, (85)

cp o+ pY = (d% +oeppt £ Sp) (h) - (86)

Subtract cp~? times (B85) from p~! times (B6) to get
1 ([ _,d
- L i)
¥ 1+02(p dp S>()’
which is well defined in Sey 4. Then

¢ = ph+ cp

by ([B8). These functions ¢ and ¢ satisfy (83]) and ().
The inclusion §F (]-'“;1) C F, 5 follows from (84) if we can find ¢,9 € Sev,+

a7
such that

d
b= cpp = (—p 4ty sp2> (h) | (87)
cp o+ p=—pp'h. (88)

The sum (&7) and c¢p times (B8)) gives
1 d 1+ 9

=——|—-p—— + h

¢ HCQ(pdp pay sp)(),

which belongs to Sev +. The even extensions of h and ¢ to R, also denoted by h
and ¢, satisfy c#(0) = —uh(0), and therefore ph + c¢ € p? Sey. It follows that

b =p2(uh +co)

obtained from (88]), is well defined in Sey 4. These functions ¢ and ¢ satisfy (87)
and (B8).

For arbitrary ¢,% € Sev 4, let
C=p"((¢—cp’y) a+ (cp~ "o+ py) dpAB) . (89)
By Corollary 0.5 (&I) and (82),

+c(—p_1i— <62+1u+2)i3p2> (¢)> dp A\ a,

dp c
520) = (e (07 L £5) (0)
s dp
d A+1
+(—pd——( u+2>2|:5/)2)(¢))67
P C
showing d ( g,@) - ‘7:2}1 and 6% ( 36) C ]:2131' =

By Lemma [IT.8
Fap=Fos &Fns0 Tl
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is a subcomplex of length three of Q(M) with df and §F. Moreover let Fo 5.0
denote the dense subcomplex of F, g defined by

]:2231,0 =C5°(Ry) B=C°(Ry)
Filo=C*Ry)dp N o= C°(Ry)

Flp0=C(Ry) o+ CF(Ry) dp A B = CP(Ry) & CR(Ry)
The closure of F, 5 (and Fu p,0) in L>Q(M) is denoted by L2F, 5. We have

L2F 5 = L2 Ry, p" " dp) B = L*(Ry, p" "> T dp)
L2FL = LRy, p" ™ "dp)dp Ao = L*(Ry, p" =~ dp)
LPFg 5= L*(Ry, p" 2 dp) o+ L*(Ry, p" > " Hdp) dp A B
= L*(Ry, p" > dp) @ L*(Ry, p" > dp) .
Assume now that s > 0. With the notation of Section [7.3] consider the real

version of the elliptic complex (F,d), as well as its subcomplex Fp, determined by
the constants s, ¢ and

-1 —2)Z 4?1
oo “1tV(n—20)? 4+t

(90)

By (©4),
n—2r—1 pu n-2r+1

_ K 91
K=ot —— - 5 (91)

Proposition 11.9. There is a unitary isomorphism L?>F, 5 — L*(F), which re-
stricts to isomorphisms of compleves up to a shift of degree, (Fu 5,dE) — (F1,d)
and (‘Fa,ﬁ,()vd;t) - (O(())O(F)ad)

Proof. As an intermediate step, let

‘/—"(’;:81 = P]:c:,iﬁl = Pa+1 ch,+ ) ]:(ZEI = ‘F(;:,Zl = pa+l SCV7+ ’

Ag,ﬂ =07 w.p) = P" Sev.+ @ Pt Sev v
Fap=FigoFLs0Ft . Fapo=TFapo,
L2j_\-(§231 _ L2j-:(:%1 _ L2-7:;:21 _ LQ(]R_hpn—%‘—l dp) ,
L2F; 5= ARy, p" ¥ dp) @ L*(Ry, p" 1 dp) |
L*Fop=LF @ L’F, ;0 L’F1 .

Moreover let = : L2F, 5 — Lz]?aﬁ be the unitary isomorphism defined by

~ 1 ~
. r2r—1 2 r—1 -1 . 727Tr 2 Tr
p.L]:aﬁ — L ]:a,ﬁ , 7\/14-—026 cLFL g = L°F, 5

and the identity map LQ.F;:? — LQ.}A";:F. It restricts to isomorphisms F, 3 — ]-A'aﬁ
and F, 5,0 = Fa,8,0- Thus, by Lemma [T, (Fa,5,dY) induces via = a complex
CZ:I: 7t CZ:I: 7+

s, r—2 =~ s,r—1 =~ s,T ds,r+2

—1 5 r+1
Fop B Fos




WITTEN’S PERTURBATION ON STRATA 67

By Lemma [[T.7] and (24,

- 1 _ _
= e,

Y
(D) (k)
I+2\—¢ p)\g, tsp
1 cab A (p—c)p~t £esp 02)
Vit \ G+ (ep+)pttsp )’

7+ 1 +

d od
s,T \/1—1——02 s,T

B 1 (i:I:s . ) 1 —C
T ir e\ P ) gt

1 _ _
:ﬁ(d%—cup L+ sp —cdip—up 1$csp> . (93)

Now, the unitary isomorphism
p*E T LA(Ry, p" P L dp) — LA(Ry, dp)

induces a unitary isomorphism L2F, 5 — L2(F), which restricts to isomorphisms
Fao,p — F1 and Fu 50 = C3°(F). Moreover, by (@2), (@3), 24)) and (@),

n—2r—1 = _n—2r—1
2 dsi,r—l p
_ 1 pn7227‘71 cgip +(u—c)p~tEesp _n=2em
V142 a5 Hlep+1)p~  £sp
1 c(d%—i-fip_l + sp)
Vit \ g —(+1)pttsp)
n—2r—1 »  n—2r—1
pE dy, R
1 n—2r—1 _ _ _n—2r—1
= = (d%—cupliw —cd%—uplﬂchp)p 2
1 _ _
= N (d%—fip L+ sp c(—dip—(n—i—l)p 1$sp)) ,
which are the operators dy and d; of Section [7.3] O

Corollary 11.10. (F, s.0,dE) has a unique Hilbert complex extension in L*>F, s,
whose smooth core is Fqo .

Proof. This follows from Propositions and O

Let (Dq,p, d?:aﬁ) denote the unique Hilbert complex extension of (F, g0, dZ),

according to Corollary [[T.10, and let A;ta 5 denote the corresponding Laplacian.
The following result follows from Sections [10.3HI0.5

Proposition 11.11. (i) (Da,ﬁ,diaﬁ) is discrete.
(ii) The eigenvalues of A;‘:,a,ﬁ are positive and in O(s) as s — 0.
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11.3. Splitting into subcomplexes. Let By /max,0 denote an orthonormal frame
of ’Hmm /max C consisting of homogeneous differential forms. For each positive eigen-

value p of Dmm /max> 1€t Bmin/max,; be an orthonormal frame of E (Dmm /max)
consisting of differential forms « + (8 like in Section Then let

smm/max @d ®@@dsa67
Hoatp

where «y runs in B, /max,0, # TUns in the positive spectrum of Emin /max;> and a+ 3
runs in Byin/max,.- Observe that the domain of d;tmm /max
therefore it is denoted by Dpin/max- Let also

mm/max @50@@@]:0160

Hoatp

is independent of s, and

+

s,min/max = s,min/max’

Proposition 11.12. D(d*

s mm/max)

= Dmm/max and d

Proof. By Corollaries and I1.10, Lemma and (D), (Pmin/max- d*t

s mm/mdx)
is the minimum/maximum Hilbert complex extension of (Gmin /max; d¥). Then the
result easily follows from the following assertions.

Claim 14. Guin/max C D(d*

s mln/max)

Claim 15. Qo(M) C Drin/max-

Let d;‘tmm/max
(Q0(M),d¥F) with respect to the product metric § = §+ (dp)?> on M = N x R,.
With the terminology of [6, p. 110], observe that (Q(M),d¥) is the product com-
plex of the de Rham complex of N, (Q(N),d), and the Witten deformation of the
de Rham complex of Ry, defined by the function %pQ. Then, by [6, Lemma 3.6

and (2.38b)],
D(dsimm/mdx) ) COOO (]R‘f‘) D(Jmin/max) + C'OOO (]R-i-) dp A D(gmin/max)
D) gmin/max . (94)

On the other hand, for 0 < a < b < oo, let L2 ,Q(M,g) and L2 ,Q(M, j) denote
the Hilbert subspaces of L?Q(M, g) and L2Q(M, §), respectively, consisting of L?
differential forms supported in N X [a,b]. Since g and § are quasi-isometric on
N x (a',b) for 0 < o’ <aand b < b < oo, it follows that

denote the minimum/maximum Hilbert complex extension of

D i) N Lap (M, 9) = DAL ) N L b (M, §) - (95)
Moreover
gmin/max - U Li,bQ(M’ g) : (96)
0<a<b<oo

Now Claim [I4] follows from (@4])—(g).
Finally, Claim [13] follows from

C@&yo@@@faﬁov (97)
nooatf

where v, p and « + § vary as above. The inclusion ([@7) can be proved as follows.
According to {I), any & € Qo(M) can be written as £ = & + dp A &, where



WITTEN’S PERTURBATION ON STRATA 69

&0,61 € CP (R4, Qo(N)). Then, by [T), we get functions fi , frt.a,8 € CF(Ry),
for k, ¢ € {0,1}, defined by
Fe(p) = (€k(p); )3
Tr0,0,8(0) = &k(p):B)g »  fri,a8(p) = (Ek(p) )z

)

and moreover

o = Z(fO,v’Y""fl,'ydp/\’Y)

S
+ Z Z (fo.0,0,8 B+ fr0,0.8+ f100,8dpAB+ fi11,0,8dp N )
noatpB

in L2Q(M, g), where 7, i and o + 3 vary as above. Thus ¢ belongs to the space in
the right hand side of (@7)). O
Remark 20. From (@), Remark [[3] and Propositions [[.4] and [[T.12 it follows
that, with the notation of Example B2 h(p) D> (dfmin/max) Cc D> (d;tmin/max) for
all h € C*°(R4) such that A’ € C°(Ry).

Let HE =@, HET =ker A

s,min/max s,min/max s,min/max"
Corollary 11.13. (i) dimin/max
(i) Hoin = Hipin(N) of

21 1ifn is even
r< 23 f .
o= ifn is odd ,

is discrete.

and H:" =0 otherwise.

min

(ii) M = Hypau(N) if

2 -1 ifn is even
r<q? f )
= if n is odd ,

and HE." =0 otherwise.

(iv) Hom™ = HE, (N) if

n o

z if n is even
r>492 f .

L= ifn is odd

and HT"T = 0 otherwise.

min

(v) Haiid ' = Hiau(N) if

S 5 if n is even
71 —_ . .
"T"'l if n is odd ,

and HI:"*t1 = 0 otherwise.

max
(vi) Ifef € HE with norm one for each s, and h is a bounded measurable
+

s,min/max
function on Ry with h(p) — 1 as p — 0, then (hef,eF) =1 as s — oo.
(vii) Let 0 < AT < \*F < --- be the eigenvalues of A, win/max;

s,min/max,0 — “‘s,min/max,1

repeated according to their multiplicities. Given k € N, if )\Simin Jmaxk >0
* € O(s) as s = 0.

s,min/max,k

(viii) There is some 0 > 0 such that lim infy, \E

s,min/max,k

for some s, then \
k=% > 0.
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Proof. For v, p and a+ 8 as above, the spectra of AT on &, and F, 4 is discrete by
Propositions [T.6+(i) and IT.1T}Hi). Moreover the union of all of these spectra has

no accumulation points according to Sections [[0.THI0.5 and since Ap,i,/max has a
discrete spectrum. Then (i) follows by Proposition [1.12
Now, properties (ii)—(vii) follow directly from Propositions [T.6] ITT.1Tland IT.12

To prove (viii), let 0 < Amin/max,0 < Amin/max,1 < --- denote the eigenval-

ues of ﬁs,min /max, repeated according to their multiplicities, and let pimin/max,e =

\/Xmin/maxyg for each ¢ € N. Since N satisfies Theorem [[T}(ii) with g, there is some
Co, 0 > 0 such that

S‘min/max,l Z Cgﬂé (98)
for all ¢. Consider the counting function
S)’ts:‘:,mim/maux()\) = # { keN | )\:min/max,k < )\}

for A > 0. From (@)-E1), G4), BI), (@), (@) and (@8), and the choices made in

Section [T}, it follows that there are some Cy, Co, C3 > 0 such that
mimin/max()\) < # { (k7£) € N2 | Clk" + C2 Hmin/max,¢ + CS < )\}
< #{ (k,0) € N? | Cik + CoCol? + C3 < A}

fo (A=Cs Gk
"\ Gl GGy

_ 2/6
<>\ Cs C’lx) i

S#{(k,ﬂ)eNz

A—=C3
1

C
</
0

CyCy CyCh
9*()\ _ 03)(2+(§)/§
T2+ 0)(C2Co)0C
So ‘ﬁimin/max(x\) < OXC+0/0 for some C > 0 and all large enough A, giving (viii)
with 6 = 0=, 0

Example 11.14. Consider the notation of Examples 2.0 and Bl On the
stratum S™~! x Ry of ¢(S™~!), the model rel-Morse function +3 p? and the metric
g1 define the Witten’s perturbed operators d¥, 6, D¥ and AZ. Since py and go
respectively correspond to p and g; by can : S?71 x R, — R™ \ {0}, it follows
that d, 67, D;‘: and AF respectively correspond to da’[’s, 5355, Dgfs, A({S by can* :
QR™\ {0}) — Q(S™! x R,), and moreover

L2Q(R™, go) = L2QR™ \ {0}, go) —25 L2Q(S™ ! x R, g1) (99)

is a unitary isomorphism. The extension by zero defines a canonical injection
Qo(R™\ {0}) — Qo(R™), whose composite with (can*)~! is an injective homomor-
phism of complexes, (Q0(S™ ! xR, ), dF) — (Qo(R™), dis). Thus the unique i.b.c.
of (NTR™", déﬁs) in L2Q(R™, go) corresponds to di,,., via [@J).

If m > 2, then H™" (S™1) = 0 for odd m. So (AT(S™~! x Ry)*,d¥) has a
unique i.b.c. by Corollaries and [[T.10] and Proposition
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If m = 1, then Q(SY) = Q°(S%) = R?, and therefore, according to (@I, [@2) and
Corollary 0.5]
QS x Ry) = C=(R,, B?)
QNS x Ry) =dp A C®(R,,R?) = C®(R,,R?)

d d
df = — + F=——+
g Lo ap TP

giving d¥ . # d ax by Proposition [T (i).

S, min

12. LOCAL MODEL OF THE WITTEN’S PERTURBATION

The local model of our version of Morse functions around their critical points will
be as follows. Let m+ € N, let Ly be a compact Thom-Mather stratification, and let
M4 be astratum in ¢(Ly). Thus, either My = Ni xR for some stratum N of L,
or My is the vertex stratum of ¢(L4 ). On the stratum M = R™+ xR~ x M x M_
of the Thom-Mather stratification R™+ x R™~ x ¢(L) x ¢(L_) (for any choice of
product Thom-Mather structure on ¢(L4) X ¢(L_)), consider an adapted metric
given as product of standard metrics on the Euclidean spaces R™* and model
adapted metrics on the strata M. Let ds; denote the Witten’s perturbed differential
map on (M) induced by the model rel-Morse function % (p2 — p%) (Remark 2
(111)) Let As min/max be the Laplacjan defined by ds,min/maxa and 7_[s,mim/maux =
D. My min Jmax = = ker A nin/max- The following result is a direct consequence of
Example B Corollary IT.13] and Lemma [Tl

Corollary 12.1. (1) dsmin/max 15 discrete.
(11) IfM+ = N+ X R+ and M_ = N_ x R+, then

7sq,lnrli]ﬂ/max = @ Hrrrjin/max(NJr) ® Hl:liin/max(Nf) ’
Ty,T_
where (ry,r_) runs in the subset of Z* defined by ([@)-@B).
(iii) If My is the vertex stratum of ¢(Ly) and M_ = N_ x Ry, then
& mi = H (N*) )

s,min/max min/max
where r— runs in the subset of Z defined by r =m_ +r_ +1 and @).
(iv) If My = Ny x Ry and M_ is the vertex stratum of ¢(Ly), then

= D (N
s mm/max mm/max

where ry runs in the subset on defined by r =m_ +r4 and (2.
(v) If My and M_ are the vertex strata of ¢(L4) and ¢(L_), then we have
dim Hs ,min/max = 5r,m, :

(vi) Ifes € Hys min/max With norm one for each s, and h is a bounded measurable
function on Ry with h(p) — 1 as p — 0, then (hef,eF) = 1 as s — oco.
(Vll) Let 0 < As,mim/maux,O < )‘s,min/max,l <. be the elgenvalues Of As,min/max:

repeated according to their multiplicities. Given k € N, if g min/max,k > 0
for some s, then Ag min/max,k € O(s) as s — oc.
(viii) There is some 0 > 0 such that iminfy A min/max,k k=% >0.
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Remark 21. According to Example[TT.T4] except for the case m = 1 and d; min, the
above local study of d min/max could be simplified by using the homeomorphism
can x id : R™ x ¢(L) — ¢(S™71) x ¢(L) and an isomorphism ¢(S™ 1) x ¢(L) — ¢(L')
for some compact Thom-Mather stratification L’ (Section ZT.3). This would allow
to consider only a quasi-isometry ¢(L’) — ¢(L/,) x ¢(L"_) and the model rel-Morse
function on M/, x M’ for strata M, of c(L’,). The factors R™* could be forgotten
in this way.

13. PROOF OF THEOREM [ 1]

Consider the notation of Theorem [[LIt M be a stratum with compact closure of
a Thom-Mather stratification A, and g is an adapted metric on M. Let {(Oq, &)}
be a finite covering of M by charts of A. For each a, we have £,(0,) = By x ¢, (La),
where B, is an open subset of R™« for some m, € N, L, is a compact Thom-Mather
stratification, and €, > 0. Then each £, defines an open embedding M N O,
into R« x M, for some stratum M, of L,. We have, either M, = N, x Ry
for some stratum N, of L,, or M, = {x,}, where %, is the vertex of ¢(L,). If
M, = N, x Ry, then &(M N O,) = B, x Na x (0,¢q). If My = {*4}, then
Ea(M NO,) = By x {#,} = B,. Thus every £,(M N O,) is, either open in R™= or
open in R™ x N, x Ry. By shrinking {(O,,&,)} if necessary, we can assume that
each diffeomorphism &, : M N O, — &.(M N O,) is quasi-isometric with respect to
a model adapted metric on R™e x M,.

By Lemma[34] there is a smooth partition of unity {A,} on M subordinated to
the open covering {M N O,} such that each function |dA,| is rel-locally bounded;
indeed, by shrinking {(Oq,&,)} again if necessary, we can assume that each |dg\g|
is bounded. Also, by using Example IBII, it is easy to construct another family
{Aa} © C>=(M) such that A, and |d)\,| are bounded, A\, = 1 on supp \,, and
supp Aq € M N O,. The existence of such families {\,} and {\,} is required to
apply Propositions (5.5 and B.6

Let d, s be the Witten’s perturbation of d, induced by the function f, = %pa on
R™a x M,, where p, is the canonical function of R™* x ¢(L,). According to Corol-
lary D2.TH(i),(viii), each dg s min/max satisfies the properties stated in Theorem [T}
and let A, s min/max denote the corresponding Laplacian.

By using Example again, it is easy to see that there is some rel-admissible
function h, on R™a x M, such that h, = 0 on (M N O,) and h, = 1 on the
complement of some rel-compact neighborhood of (M N O,) in R™ x M,. Let
da s and Aa s be the Witten’s perturbatlon of d, and A, induced by the function
fa = hafa. The functions |dafa — dofa| and |Hess f, — Hess f,| are uniformly
bounded, and therefore Ams — A,,s is a homomorphism with uniformly bounded
norm by ([39). By the min-max principle (see e.g. [32] Theorem XIII.1]), we get
that Ja,&min /max satisfies the properties stated in Theorem [Tl Then Theorem [Tl
follows by Propositions and

14. FUNCTIONS OF THE PERTURBED LAPLACIAN ON STRATA

The first ingredient of Theorem is the following properties of the functional
calculus of the perturbed Laplacian on strata.

Let M be a stratum of a compact Thom-Mather stratification endowed with an
adapted metric, and let d and A be the de Rham derivative and Laplacian on M.
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Let f be any rel-admissible function on M, and let d; and A, be the corresponding
Witten’s perturbations of d and A. Since f is rel-admissible, for each s, A;—A'is a
homomorphism with uniformly bounded norm by (39). Hence dg i, /max defines the
same Sobolev spaces as dyin/max- Moreover the properties stated in Theorem 1
can be extended to the perturbation dg min/max by (9 and the min-max principle.

For any rapidly decreasing function ¢ on R, we easily get that ¢(A; min/max)
is a Hilbert-Schmidt operator on L2Q(M) by the version of Theorem [LT}(ii) for
s min/max- 1N fact, ¢(Ag min/max) 15 a trace class operator because ¢ can be given
as the product of two rapidly decreasing functions, |¢|'/? and sign(¢) |$|'/2, where
sign(¢)(z) = sign(¢(x)) € {£1} if ¢(z) # 0.

The extension of Theorem [T} (ii) to dy min/max also shows that ¢(Ag min/max) 18
valued in W (d iy, /max)- However we do not have a “rel-Sobolev embedding theo-
rem” describing W (d i, /max); for instance, we do not know whether the elements
of W™ (dyin/max) are uniformly bounded for m large enough (see Section [I7). We
can only assert that W (dpin/max) C Q(M) by the usual elliptic regularity.

Like in the case of closed manifolds (see e.g. [33, Chapters 5 and 8]), it can
be easily proved that qS(AS’min/max) can be given by a Schwartz kernel K, and
Tr ¢(Ag min/max) equals the integral of the pointwise trace of K on the diagonal.
But we do not know whether K is uniformly bounded by the indicated lack of a
“rel-Sobolev embedding theorem”.

15. FINITE PROPAGATION SPEED OF THE WAVE EQUATION ON STRATA

Let M be a stratum of a compact Thom-Mather stratification, g an adapted
metric on M, and f a rel-Morse function on M. Let dg, 05, Ds and Ag (s > 0)
be the corresponding Witten’s perturbed operators on (M), defined by f and
g. These operators make sense on complex valued differential forms as well as real
valued ones. Complex coefficients are needed to consider the induced wave equation

do .
X D=0, (100)

where i = /=1 and o € Q(M) depends smoothly on ¢t € R. We may also consider
that (I00) is satisfied only on some open subset of M.

If (I00) holds on the whole of M, then, given a € D*(d; min/max), & usual energy
estimate shows the uniqueness of the solution of ([00) with the initial conditions
ap = a (see e.g. [33, Proposition 7.4]). In this case the solution is given by

ap = exp(itDs,min/max)a 5
which belongs to D> (d; min/max) for all t.

It is known that compactly supported smooth solutions of (I00) propagate at
finite speed (see e.g. [33, Proposition 7.20]). To prove Theorem [[L2] we need a
version of that result for strata, stating this finite propagation speed towards/from
the rel-critical points of f with forms in D*(d, min/max). For that purpose, we
show first the corresponding result for the simple elliptic complexes of Sections
and

Take a rel-Morse chart around each © € Critye(f), like in Definition B7 with
values in a stratum M, = R™=+ x R™=~ x M, 1 X M, _ of a product R™=+ x
R™» = x ¢(Lg,+) % ¢(Ly,—), where either My + = N + X Ry, or M, 4 is the vertex
stratum of ¢(L, 1 ). We can assume that the domains of these rel-Morse charts are
disjoint one another. Consider a model metric g, on each M.. For each p > 0,
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let By + , be the standard ball of radius p in R™=*. If M, . = N, + x Ry and
My 4+ = Nz - xRy, let

Uspp=Ba+,p X By~ px Nyt x(0,p) x Ny x (0,p) C M, .

If M, 4 is the vertex stratum, remove the factor N, + x (0, p) from the definition
of Uy, (or change it by the corresponding vertex stratum). Let d;, ,, d;. o, D, ; and

A, , denote Witten’s perturbed operators on Q(M,,) defined by g, and the model
rel-Morse function (Section [[2). The corresponding wave equation is

d

=t iDL =0, (101)
with ¢ € Q(M]) depending smoothly on ¢t € R. By Propositions 1.3
and [[T.12] the following result clearly boils down to the case of Proposition [[.7l

Proposition 15.1. For 0 < a < b, suppose that oy € D*(d! min/max), depending
smoothly on t € R, satisfies (IUI) on Uy p. The following properties hold:
(i) If suppag C My \ Uy a, then supp oy C My \ Uy ¢ for 0 < |t] < a.

(ii) If suppag C Ug,qa, then supp ay C Uy g4y for 0 < |t| < b —a.

There is some pg > 0 such that each m is contained in the image of the rel-
Morse chart centered at =, and moreover these charts are disjoint one another. We
will identify each U, ,, with an open subset of M via the rel-Morse chart. According
to Example 21T} we can choose g so that its restriction to each Uy ,, is identified
to the restriction of g,.

Proposition 15.2. Let 0 < a < b < pg and o € L*Q(M). The following properties
hold for ay = exp(it Dy min/max):

(i) Ifsuppa C M\ Ug,q, then suppay C M\ Uy oy for 0 < [t| < a.

(ii) If suppa C Ug,q, then suppay C Uy gqpy for 0 < |t| <b—a.

Proof. Since exp(itDg min/max) is bounded, we can assume that o € D*°(d min /max )
and therefore oy € D> (d,min/max) for all t. According to Remark 20 there is some
h € C°(M) such that supph C Uy pys h = 1 on Uyyp, and h D®(dy min/max) C
D> (ds,min/max). Then hay satisfies (I0I) on U, and belongs to D“(d;)min/max).
So, by Proposition [I5.1]

o hay =0 on U, oy for 0 < |t| < aif suppa C M\ Uz,q, and

e supp hay C m for 0 < [t| <b—aif suppa C Uygq.
Thus the result follows because h = 1 on Uy . O

16. PROOF OF THEOREM
Consider the notation of Section

16.1. Analytic inequalities. By (3G)), we have the isomorphism of complexes €%/ :
(Q(M),ds) = (Q(M),d). Since f is bounded, we also have the quasi-isometric
isomorphism e/ : L2Q(M) — L?Q(M). So we obtain the isomorphism of Hilbert
complexes
eSf : (D(ds,min/max)a ds,min/max) — (D(dmin/max)u dmin/max) P
and therefore
rrnin/max =dim H" (D(ds,min/max)v ds,min/max) (102)
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for all s > 0. In fact, since |df]| is bounded, it also follows from (B6]) that

D(ds,min/max) = D(dmin/max) 5 @s,min/max = dmin/max + Sdf A .
Thus
* D(dimin/max) = D(dnin /max) -
Let ¢ be a smooth rapidly decreasing function on R with ¢(0) = 1. Then the
operator ¢(Ag min/max) is of trace class (Section [I4]), and set

,U‘;min/max = Tr(¢(As,min/max,r)) .

By (I02), the following result follows with the obvious adaptation of the proof of
[33, Proposition 14.3].

Proposition 16.1. We have the inequalities

0 <

0
min/max — N’min/max ’
1 0 1
min/max ﬁmin/max < Hs min/max — HMs,min/max
2 1 0 2 1 0
min/max ~ ~min/max + ﬁmin/max < N’s,min/max - N’s,min/max + Ms,min/max ’

etc., and the equality
Xmin/max = Z(_l)r ﬂz,min/max :

16.2. Null contribution away from the critical points. By ([89) and because
|df| and | Hess f| are bounded on M, we have

D(As,min/max) = D(Amin/max) ) (103)
As,min/max = Amin/max +s Hessf + 82 |df|2 (104)

for all s > 0.

For p < po, let U, = U, Us,p, with & running in Critye(f). Fix some p; > 0
such that 3p; < po. Let & and $ be the Hilbert subspaces of L?Q(M) consisting
of forms essentially supported in M \ U,, and M \ Uy, , respectively. It follows
from (I03]) and (I04) that there is some C > 0 such tha

As,mim/m&x > Amim/m&x + 052 on &N D(Amin/max) (105)

if 5 is large enough.

Let h be a rel-admissible function on M such that h <0, h=1onU,, and h =0
on M\ Uy, (see ExampleB.2)). Then T 1in/max = As,min/max—i-th{ with domain
D(&min/max), is essentially self-adjoint in L2Q(M) with a discrete spectrum, and
moreover

Ts,min/max 2 Amin/max + 032 (106)
for s is large enough by (I03)).

Fix somdq ¢ € Sov such that ¢ > 0, ¢(0) = 1 and supp ¢ C [—p1, p1], and let
Y € S such that ¢(x) = (z?). By using Proposition [5.2}(i), the argument of the

15Recall that, for symmetric operators S and T in a Hilbert space, with the same domain D,
it is said that S < T if (Su,u) < (T'u,u) for all u € D.

16The Schwartz functions with compactly supported Fourier transform are characterized by
the Paley-Wiener-Schwartz theorem (see e.g. [20} Theorem 7.3.1]); they form a dense subalgebra

of S, which is invariant by linear changes of variables.
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first part of the proof of [33] Lemma 14.6] can be obviously adapted to show the
following.

Lemma 16.2. 1/)(As,milﬂ/max) = 1Z)(T’s,1nr1i1r1/1nr1ax) on .

Let I : L?2Q(M) — $ denote the orthogonal projection. According to Sec-
tion M4 (A min/max) is of trace class for all s > 0. Then the self-adjoint operator
9 (Ag min/max) I is also of trace class (see e.g. [33, Proposition 8.8]).

Lemma 16.3. Tr(ITt4)(A, min/max) II) = 0 as s — oc.
Proof. Let

0< )\min/max,O < )\min/max,l <. ) 0< )\s,min/max,o < )\s,min/max,l <.
be the eigenvalues of Ain/max and T min/max, respectively, repeated according to
their multiplicities. By ([I08) and the min-max principle, we have
As,mim/m&x,k > A1nr1i1r1/1nr1ax,}’c + 052

for s large enough. So

’I‘I’(’@[J(Ts,min/max)) = Z ’@[J()\s,min/max,k) S Z ¢()\min/max,k + 082)
k k

for s large enough, giving Tr(¢)(Ts min/max)) —+ 0 as s — oo since ¢ is rapidly
decreasing. Then the result follows because

TI‘(H w(As,min/max) H) = TI‘(H w(Ts,min/max) H) < Tr(w(Ts,min/max))
by Lemma O

16.3. Contribution from the rel-critical points. The following is a direct con-
sequence of Corollary 211

Corollary 16.4. If h is a bounded measurable function on Ry such that h(p) — 1
as p — 0, then
Slig)lo Tr(h(p) (b( ;,s,min/max,r)) = Slig.lo Tr (b(A/m,s,min/max,r) = V;,min/max :

For each z € Crityel(f), let $, C L2Q(M) be the Hilbert subspace of differ-
ential forms supported in U, 2,,; it can be also considered as a Hilbert subspace
of L*Q(M)) since g and g, have identical restrictions to U, ,,. Moreover A, and
A, ; can be identified on differential forms supported in U, ,,. By using Proposi-
tion [5.2}(ii), the argument of the first part of the proof of [33, Lemma 14.6] can
be obviously adapted to show the following.

Lemma 16.5. ¢(A; min/max) = ¢(A] on Ha for all x € Critye(f).

z,s,min/max)

For each z € Critye(f), let II, : L2Q(M) — $, and II, : L2Q(M) — ), denote
the orthogonal projections. Since the subspaces $), are orthogonal to each other,
M:=Y I, : L*Q(M) — $:= Y §, is the orthogonal projection.

Lemma 16.6. Tr(ﬁ A(As min/max,r) ) = V],

min/max @5 S = 00
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Proof. By Corollary [[6.4] and Lemma [I6.5] and because I, is the multiplication
operator by the characteristic function of U,, in M,

lim Tr(ﬁ ¢(As,min/max,r) ﬁ) = lim Z Tr(Hz ¢(As,min/max,r) Hz)

S§— 00 S—r00
2ECrityer (f)

- 51520 Z Tl”(H; ¢( ;,s,min/max,r) H;)
2E€Crityer (f)

— E T _ T
- I/z,min/max - Vmin/max .
mecritrel(f)

Now,
lim Tl"((b(As,min/max,r)) = V;lin/max

§—00
by Lemmas [I6.3 and [16.6] and because IT + I = 1, showing Theorem by
Proposition [16.1}

17. REMARK ON THE SOBOLEV SPACES ON STRATA

Our version of the Sobolev spaces on strata, W™ (dmin /max), may depend on the
chosen adapted metric; thus there is no “rel-version” of the elliptic estimate. By
taking local charts and arguing like in Section[I3] it is enough to check this assertion
for the perturbed local models dimin Jmax’

With the notation of Section [0 consider the case where n is odd, r = "T’l and
a = 0; thus ¢ = 0. We have yoy € W (dF ) with the metric g. Let ¢’ be

s,min/max
another adapted metric on N such that A’ v # 0, and consider the corresponding
adapted metric ¢’ = p~2j' +dp® on M. Let A’ be the laplacian on ©(N) defined by
g, A’ the Laplacian on Q(M) defined by ¢’, and A’* the Witten’s perturbation of
A’ induced by the function £1p?. Let (, }” and (, )’ denote the scalar products
of L?Q(N, §') and L2Q(M, g'), respectively, and let || | denote the norm defined
by (, V. By Corollary @7 we have A/* = p=2A’ + H ¥ s on C*(R,)~. Then

(AF(x07), x07) = (A7, )" / p 23 dp+ |71 F 1)s =
0

according to [@Hl) and Section M0 and because xo(p) = V2poe=*P"/% is bounded
away from zero for 0 < p < 1. So xoy ¢ W'(d* ) with the metric ¢,

s,min/max
.. . + .
obtaining different spaces V[/l(cl&mirl /m ax) Dy using g and g'.

The above observation is related with the following problem.

Problem 17.1. Let M be a stratum of an arbitrary compact stratification endowed
with an adapted metric, and let L'Q(M) denote the Banach space of uniformly
bounded measurable differential forms on M. Is there a continuous inclusion of
W (dymin/max) into L*Q(M) for m large enough?

For the perturbation P of harmonic oscillator indicated in Section [@ the cor-
responding version of this problem has an affirmative answer [I]. If the spaces
W™ (dpin /max) Were independent of the adapted metric, we could give an affirmative
answer to Problem [I7.1] by using the local arguments of this paper and induction.
An affirmative solution of Problem [I7.1] would allow to adapt the nice arguments
of [33} Lemma 14.6] to show a stronger version of Lemma[[6:3t the Schwartz kernel
of (A min/max) Would converge uniformly to zero on (M \ Uz, ) x (M \ Uz, ).
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