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ABSTRACT 
 

Is There Selection Bias in Laboratory Experiments? 
The Case of Social and Risk Preferences* 

 
Laboratory experiments are frequently used to examine the nature of individual preferences 
and inform economic theory. However, it is unknown whether the preferences of volunteer 
participants are representative of the population from which the participants are drawn or 
whether they differ due to selection bias. We examine whether the social and risk 
preferences of participants in a laboratory experiment represent the preferences of the 
population from which they are recruited. To answer this question, we measured the 
preferences of 1,173 students in a classroom experiment. Separately, we invited all students 
to participate in a laboratory experiment. We find that the social and risk preferences of 
students who attend the laboratory experiment do not differ significantly from the preferences 
of the population from which they were recruited. Moreover, participation decisions based on 
social and risk preferences do not differ significantly across most subgroups, with the 
exception that female participants are on average less risk averse than female non-
participants, and male participants are more risk averse than male non-participants. 
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1. Introduction 

Economists have been increasingly using laboratory experiments to study individual 

preferences (e.g., Andreoni and Miller, 2002; Camerer and Fehr, 2004; Holt and Laury, 

2002). The experiments have provided important insights into the determinants of human 

behavior by allowing researchers to isolate the effect of preferences from other confounding 

effects.1 Accordingly, the findings from this research have had a significant impact on 

economic theory (e.g., Benabou and Tirole, 2006; Fudenberg and Levine, 2006; Hart and 

Moore, 2010; Rabin, 1993) and influence on public policy discussions (e.g., Stiglitz, 2010; 

Thaler and Sunstein, 2008). 

While the examination of individual preferences in the laboratory has improved our 

understanding of human behavior, the typical use of volunteer participants brings to the fore 

questions about the external validity of experimental findings (e.g., Bardsley et al., 2009; 

Levitt and List, 2007a, b). One of the most fundamental questions regarding external validity 

is whether the preferences of volunteer participants are representative of the preferences of 

the population from which the participants are recruited, or whether they may differ due to 

selection bias (e.g., Heckman, 1979; Heckman et al. 1998).  

This paper presents the results from a large-scale, controlled experiment investigating 

whether there is selection bias in economic laboratory experiments. Specifically, the 

experiment investigates whether the social and risk preferences of volunteer laboratory 

participants are representative of the preferences of the population from which they were 

recruited. There are two reasons we focus on social and risk preferences. First, both are 

primitives of economic behavior and the focus of much of the aforementioned experimental 

research.2 Second, it is possible, and indeed has been argued, that social and risk preferences 

may affect selection into the laboratory. If these preferences affect selection into experiments, 

then inferences drawn from volunteer laboratory participants may not reflect the preferences 

of the population they were recruited from. 

                                                 
1 Some of these insights would be difficult to obtain without laboratory experiments. For example, it can be 
difficult to ensure that kind actions in the field are not driven by purely selfish reasons; individuals may be kind 
to others in an attempt to build a good reputation. Laboratory experiments examining preferences typically use 
simple designs that isolate alternative explanations for behavior to facilitate inference on subjects’ motives.  
2 See Fehr and Gächter (2000) and Harrison and Rutström (2008) for surveys of experimental studies examining 
social and risk preferences, respectively. As Friedman (2010, p.30) notes, “homegrown preferences over income 
distribution have taken center stage in experimental economics in recent years.” The extent to which pro-social 
behavior is observed in the laboratory has led to the development of a new generation of economic models 
providing fundamentally different predictions and insights (for surveys see Fehr and Schmidt, 2006; Sobel, 
2005). In this paper, we will say that an individual has social preferences if s/he is willing to sacrifice part of 
his/her income to increase that of another individual without any potential future monetary or other material 
benefit from his/her action.  
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To our knowledge, this is the first attempt to directly test for the presence of selection bias 

using experiments to measure and compare the preferences of volunteer laboratory 

participants with the broader population from which they were recruited. Evidence from 

psychology experiments suggests that participants in laboratory experiments may be more 

pro-social than non-participants (e.g., Orne, 1962; Rosen, 1951; Rosenthal and Rosnow, 

1973). This could imply that laboratory experiments over-estimate the extent of pro-social 

behavior in the population. However, the different experimental and recruitment methods 

used in psychology and economics could result in a different type of selection bias occurring 

in economic experiments, or indeed no bias at all. It is possible, for instance, that the 

ubiquitous use of monetary incentives in economic experiments may attract more self-

regarding (i.e., less pro-social) individuals. The use of monetary incentives may also affect 

the sampling of individuals, leading to participants with different tolerances towards risk 

relative to the population from which they are drawn. 

To answer our research question, we measured the preferences of a population from which 

participants are often recruited for economic laboratory experiments – undergraduate students 

who have had some exposure to economics. Preferences were measured in a classroom 

experiment using a trust game and a lottery choice task. Over 98 percent of the students we 

approached agreed to take part in the classroom experiment. We refer to these students as the 

population. This population, consisting of 1,173 students, was invited to participate in a 

laboratory experiment. To evaluate the existence, extent, and direction of selection bias, we 

compare the preferences of students who eventually participated in the laboratory experiment 

(henceforth, participants) to those who did not (the non-participants). We further examine 

whether observable characteristics (e.g., gender) affected the decision to participate in the 

laboratory experiment. 

In addition to investigating whether the preferences of participants are representative of 

the population from which they were recruited, our experiment allows us to explore whether 

individuals in different subgroups (e.g., men and women) select differently into the 

laboratory. Laboratory experiments have often been used to investigate whether participants 

with different observable characteristics – especially gender, but also academic background 

and nationality – exhibit different types of preferences.3 However, such comparisons could be 

                                                 
3 Examples include comparisons of the behavior of individuals of different gender (e.g., Croson and Gneezy, 
2009; Eckel and Grossman, 2008), different academic backgrounds (e.g., Frank, Gilovich, and Regan, 1993), 
and different nationality (e.g., Henrich, et al., 2001).  
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biased if members of different subgroups select differently into the laboratory.4 In their 

review of the laboratory evidence on gender differences, Croson and Gneezy (2009) state that 

research is needed to evaluate whether the observed gender differences in the laboratory 

could be due to selection bias. Similarly, any observed differences in behavior in the 

laboratory between students in economics and other disciplines, and between students from 

different countries could also be due to selection bias. 

We find that on average participants are as pro-social and as risk-averse as the population. 

This result suggests that the social and risk preferences of participants are representative of 

the population from which the participants were recruited. In addition, we do not find 

significant differences in participation decisions between subgroups (men vs. women, 

commerce vs. non-commerce students and domestic vs. international students) based on their 

social and risk preferences. The one exception we find is that less risk averse women and 

more risk averse men in the population were more likely to participate in the laboratory 

experiment. As a result, we find that the difference in risk aversion between women and men 

is significantly greater in the population than among the participants who select into the 

laboratory.  

The remainder of the paper is organized as follows. Section 2 presents a literature review. 

Section 3 describes the experimental design with special attention given to describing the 

recruitment of the population into the laboratory experiment. Section 4 presents the results, 

focussing on whether social and risk preferences affect selection into the laboratory. Section 

5 provides concluding remarks with suggestions for future research. 

2. Related Literature 

Our study is one of the first to evaluate the impact of non-random selection into economic 

laboratory experiments. At first, this may seem surprising given the long-standing tradition in 

experimental economics of using volunteers who self-select into experiments as participants. 

However, there has been a good reason why experimental economists have not generally 

been concerned about the potential presence of selection bias: participants are usually 

assigned randomly to treatments and inference is made only regarding the effect of the 

treatments. This ensures that comparisons across treatments are internally valid, as well as 

                                                 
4 For instance, if women are more risk averse in the population subjects are recruited from (as they are 
commonly found to be in laboratory experiments) and the decision to participate is negatively correlated with an 
individual’s level of risk aversion (Harrison, Lau and Rutström, 2009; Roe et al. 2009), then there could be 
greater selection bias among women than men to participate in the laboratory based on risk preferences. 
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externally valid so long as selection bias does not result in a sample of participants that 

responds differently to the treatments than non-participants.5  

In response to the increasing use of laboratory experiments for the examination of 

individual preferences, a number of studies have recently appeared investigating the external 

validity and robustness of laboratory results. One approach examines whether experimental 

results obtained in the laboratory can be generalized across different laboratory populations. 

Examples include populations that differ with respect to occupation (e.g., Cooper, Gu, Kagel 

and Lo, 1999; Hannah, Kagel and Moser, 2002; Fehr and List, 2004; Carpenter, Burks and 

Verhoogen, 2005; Güth, Schmidt and Sutter, 2007; Carpenter, Connoly and Meyers, 2008; 

Andersen, Harrison, Lau and Rutström, 2009; Anderson et al., 2010), age (Harbaugh, Krause, 

Liday and Vesterlund, 2003), and nationality/cultures (e.g., Roth, Prasnikar, Okuno and 

Zamir, 1991; Henrich et al., 2001; Herrmann, Thöni and Gächter, 2008; Cameron, 

Chaudhuri, Erkal and Gangadharan, 2009; Henrich, Heine and Norenzayan, 2010). An 

implicit assumption made in these studies is that any selection bias is identical across 

populations. Our study differs from these studies as we examine whether experimental results 

can be generalized to the same population from which participants are recruited. 

A second approach investigating the external validity of experimental results explores 

whether the results can be generalized across contexts (e.g., laboratory and field) using the 

same population. For example, Eckel and Grossman (2000) compare charitable behavior of 

students in the laboratory (‘volunteers’) with students in a classroom (‘pseudo-volunteers’); 

Güth, Schmidt and Sutter (2007) compare the bargaining behavior of students in a laboratory 

and in a newspaper experiment; Benz and Meier (2008) examine students’ giving in the 

laboratory and towards a university charity; Baran, Sapienza and Zingales (2010) examine 

reciprocal behavior of the same group of MBA students in a laboratory experiment and in a 

natural field experiment (see also Glaeser et al., 2000). While these studies examine the 

robustness of behavior across contexts, they do not investigate whether the preferences of the 

                                                 
5 We reviewed seven books on experimental economics with extensive references to the experimental literature 
in economics (Bardsley et al. 2009; Camerer, 2003; Davis and Holt, 1993; Friedman and Sunder, 1994; Holt, 
2007; Kagel and Roth, 1995; Plott and Smith, 2008). While all seven books emphasize the importance of 
random allocation to treatments (some implicitly), only one (Friedman and Sunder, 1994) discusses selection 
bias. We believe that this omission may be justified given the primary focus on making inferences from 
treatment effects. In this paper, we do not address the possibility that participants may respond differently to 
treatments than non-participants. While this form of selection bias would jeopardize the external validity of 
inferences made from treatment effects, we believe such selection bias is less likely to occur as it would require 
idiosyncratic selection and treatment interaction effects.  
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laboratory participants are representative of the population from which they are recruited or 

whether there is selection bias in laboratory experiments.6 

A third approach explores whether participants select out of experiments after some 

experience. Casari, Ham and Kagel (2007) find (inter alia) that subjects with higher earnings 

in a common-value auction experiment are more likely to attend a follow-up auction 

experiment. Our study differs and complements this study in two ways. First, we examine 

whether preferences rather than ability affect selection into experiments. Second, we examine 

selection at an earlier stage by comparing the behavior of participants and non-participants 

(i.e., individuals who never participated in a laboratory experiment).  

A fourth approach explores whether the recruitment procedure of participants affects 

selection into experiments. Harrison, Lau and Rutström (2009) find (inter alia) that 

participants on average are less willing to take risks when the advertised show-up fee for the 

experiment increases relative to the advertised salient earnings. This is consistent with 

selection bias due to risk preferences. However, as the authors acknowledge, one cannot 

exclude the possibility that the different show up fees affect the elicited risk preferences. Our 

study complements Harrison, Lau and Rutström’s study by directly comparing the 

preferences of participants and non-participants. In addition, we investigate whether 

subgroups (e.g., men vs. women) select differently into the laboratory. Another important 

difference of our study is that we also examine the impact of social preferences on selection.7  

3. Experimental Design and Procedures 

This section describes the population in our study, the experimental tasks and treatments, as 

well as the recruitment process from initial invitation to attendance in the laboratory 

experiment.8  

 

                                                 
6 Another approach for studying external validity is to compare the behavior of laboratory participants with that 
of a representative sample of the population. In this direction, Bellemare and Kröger (2007) compare the 
behavior of students in a laboratory trust game to the behavior of a representative sample from the Dutch 
population who make their decisions at home. While this approach can yield interesting insights, it has the 
drawback that it can be difficult to invite a representative sample of the population to the laboratory to control 
for the context. This approach, therefore, can be seen as a combination of the first two approaches that varies 
both the subject population and context.  
7 In a recent, related study, Falk, Meier and Zehnder (2010) explore whether social preferences affect selection 
into the laboratory. The research method in their study differs from ours, as is the instrument they use for 
eliciting social preferences. For this reason, we postpone a more detailed discussion of the study by Falk et al. 
until the conclusion.  
8 Supplementary material with the protocols, subject instructions, experimenter instructions and recruitment 
communications are available at http://www.economics.unimelb.edu.au/nnikiforakis/. 
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3.1 The population 

The experiment was run in the tutorials of Introductory Microeconomics at the Faculty of 

Business and Economics at the University of Melbourne. Introductory Microeconomics is 

compulsory for all students in the Faculty of Business and Economics, regardless of whether 

they major in Economics, Finance, Accounting, Management or Marketing. The course is 

also taken as an elective by many students outside the Faculty including those majoring in 

Arts, Science, Engineering and Environments.  

Given that economic laboratory experiments are often run using students with different 

majors and some exposure to economics, we believe that our subject population is similar to 

the populations commonly used when economists recruit subjects.9 There are other reasons 

for studying this population.  Introductory Microeconomics has one of the highest numbers of 

enrolments at the University of Melbourne. The large and diverse student population provides 

power to detect selection bias not only over the entire population but also between subgroups. 

Furthermore, since virtually all students enrolled in the course would have been in their first 

term at the university, and there had been no recruitment effort during the term, the vast 

majority of our population consists of students who have not been exposed to economic 

experiments. 

The Introductory Microeconomics course ran 105 tutorials every week. On the week we 

conducted the classroom experiment, 1,451 students attended exactly one of the 105 tutorials 

that were taught by 32 tutors.10 Of the 105 tutorials, 17 (with 254 students) were randomly 

assigned to a control treatment; students in these tutorials were only asked to indicate whether 

they had interest in attending future laboratory experiments. The remaining 88 tutorials (with 

1,197 students) were divided randomly into one of three experimental treatments (see section 

3.3). 

The classroom experiment was not announced in advance. It was run at the beginning of 

each tutorial and took approximately 15 minutes to complete. Students who attended the 

tutorial, but did not wish to participate in the classroom experiment were asked to wait 

quietly until the experiment was completed. These design choices were made to maximize the 

likelihood that students would participate in the classroom experiment. Of the 1,197 students 

                                                 
9 At the time of the classroom experiment, students had only had a one-hour lecture on game theory (see also 
footnote 10) for more information on the subjects’ background.  
10 More precisely, we instructed tutors to only allow students to participate in the study if the student arrived 
within five minutes of the beginning of each tutorial. However, among 20 students who arrived past the first 5 
minutes  four were able to complete the experiment. 
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in these tutorials, 98 percent (1,173 students) agreed to participate in the classroom 

experiment. 

Demographic information was obtained, with each student’s permission, from university 

administration records and is thus not self-reported. In the control treatment tutorials where a 

classroom experiment was not run, we did not ask students for permission to access their 

records in order to be consistent with typical recruitment procedures in experimental 

economics laboratories. Table 1 presents summary statistics for the other 1,173 students. We 

refer to the 1,173 students as the population that we study. We do not include the 254 

students from the control treatment in the population as we have neither demographic nor 

experimental choice data for them. This population consists of 48.8 percent female students 

and 50 percent international students. There were more commerce (72.8 percent) than non-

commerce (27.2 percent) students.11 Nonetheless, there were 319 non-commerce students 

giving us a large sample of each subgroup (male, female, commerce, non-commerce, 

domestic and international students) within the population. 

Table 1 – Population characteristics  

Observable 
Characteristics 

Overall Treatment 
Flyer-Lottery Flyer-Trust Trust-Flyer 

Female students 48.8% 48.4% 49.0% 49.2% 
Commerce students 72.8% 72.9% 73.8% 68.0% 
International students 50.0% 51.4% 49.0% 49.2% 
Number of students 
in classroom experiment 

1,173 510 541 122 

 

3.2 The experimental tasks  

We used two common experimental tasks to measure individual preferences. 

Trust Game: The trust game we used is a modified version of the original investment game 

used by Berg, Dickhaut and McCabe (1995). The game involves two players. In our 

experiment Player A received a $20 endowment and chose whether to send $0, $10 or $20 to 

Player B.12 The amount Player A sent was tripled and given to Player B. Player B chose how 

                                                 
11 By “commerce” we refer to students enrolled at the Faculty of Business and Economics. While we would 
have liked to examine how economics students select into laboratory experiments, students at the University of 
Melbourne do not have to select a major until later in their degree. Usually, 25 percent of students at the Faculty 
of Business and Economics major in economics. Thus, approximately, 20 percent of the individuals in our 
population are likely to major in economics.  
12 In Berg, et al. (1995) Player A can send any whole dollar amount of their $10 endowment to B. Time 
constraints meant that we had to use the strategy method in eliciting the response of Player B which requires 
individuals to state how they would react to each action of Player A. Accordingly, it was practical to restrict 
Player A’s choices. 
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much to return to Player A from the amount he received. Player A earned 20–x+y, where x is 

the amount Player A sent to Player B and y is the amount Player B returned, with support 0 ≤ 

y ≤ 3x. Player B earned 3x – y if x > 0 and 0 if x = 0. 

The literature typically assumes that the amount sent measures the level of Player A’s trust 

and the percent returned measures Player B’s trustworthiness, where the level of trust and 

trustworthiness increase in the amount Player A sends (x) and in the percent of the amount 

received that Player B returns (y/3x), respectively. Potentially, the amount sent and the 

percent returned can both be used to measure an individual’s social preferences. However, for 

Player A, risk attitudes and beliefs regarding Player B’s behavior make it difficult to interpret 

the amount sent as reflecting Player A’s social preferences alone. For example, a selfish 

Player A may send a positive amount if he anticipates that Player B will return more than 

Player A sent. However, Player B’s decision can be used more directly to measure an 

individual’s social preferences (specifically, a combination of his preferences over altruism, 

reciprocation and payoff distribution) since Player B has no payoff uncertainty or strategic 

incentive in his decision on how much money to return to Player A. We discuss this point in 

more detail in section 4. 

The game was played once. Given our interest in the amount returned, we had each 

student make decisions both as Player A and B in order to observe the amount returned by all 

participants in the trust game. Furthermore, to save time in the tutorial, when acting as Player 

B students were asked to indicate how much they would return if Player A sent $10 and if 

Player A sent $20; this allows us to calculate earnings and pay students outside of the tutorial 

time (discussed below). We thus collected three decisions for each participant: the amount 

sent as Player A and the amounts returned if they received $30 and $60 as Player B. Students 

received no feedback at any point regarding the decision of any other participant during the 

experiment. They also did not know which role they would be randomly assigned to when 

they made their choices, nor did they ever learn who they were paired with, which could have 

been any student across any of the tutorials running the trust game. All instructions and 

procedures were common knowledge.13 

Lottery Choice: The lottery choice task is an Ordered Lottery Sequence (OLS) first used by 

Binswanger (1981). Our OLS task is a slightly modified version used by Eckel and Grossman 

(2008). Students were presented with six lotteries and had to choose one. Each lottery l had 

                                                 
13 If it is common knowledge that both players receive utility only from their own monetary payoff, all equilibria 
of the trust game (using the strategy method) require Player A to send $0. Allowing for trembles, the unique 
equilibrium also requires Player B to return $0 for every amount sent. 
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two payoffs, $Xl and $Yl, each with a 50 percent probability of being selected. Table 2 shows 

the payoffs, expected value and two indicators of risk for each lottery. Lottery 1 is risk free 

with a certain payoff of $22. The expected payoff for lotteries 2 through 5 increased by $2 

with each lottery. Lotteries 5 and 6 had an identical expected payoff of $30. The lottery 

payoffs increased in risk from Lottery 1 through 6 (as measured by the variance in the 

payoffs or assuming CRRA preferences). Thus, choosing Lottery 1 reflects the greatest risk 

aversion, while lotteries 2 through 5 reflect the second to fifth most risk averse preferences. A 

risk neutral individual will be indifferent between choosing Lottery 5 or 6 and a risk seeking 

individual will choose Lottery 6. 

Table 2 – Lottery Choice Task 

Lottery 
Choice 

Payoff X 
(Probability 50%) 

Payoff Y 
(Probability 50%)

Expected 
Value

Standard 
Deviation 

CRRA  
Range* 

1 $22  $22 $22 0.00 2.74 < ρ 
2 $30  $18 $24 6.00 0.91 < ρ < 2.74 
3 $38  $14 $26 12.00 0.55 < ρ < 0.91 
4 $46 $10 $28 18.00 0.37 < ρ < 0.55 
5 $54 $6 $30 24.00 0.00 < ρ < 0.37 
6 $60 $0 $30 30.00 Risk Seeking

*CRRA: U($x) = [x(1-ρ)]/(1-ρ) for ρ>0 & ρ≠1; U($x)= ln(x) for ρ=1.  
Subjects were provided with the information in the first three columns on the left. They did not receive 
information regarding a lottery’s expected value and standard deviation. 

3.3 Experimental treatments  

Time constraints meant that we could not run both the trust game and lottery task within a 

single tutorial. Therefore, students participated either in a control condition (no classroom 

experiment), the trust game or the lottery task during their tutorial. In every treatment, tutors 

gave each student a flyer asking them whether they would be interested in being included in a 

new database of volunteers for laboratory experiments.14 Interested students had to tick a box 

with the word ‘yes’ on the flyer and provide their university e-mail address. Students were 

told that they would later receive information via e-mail regarding how to sign up in the new 

                                                 
14 The flyer was the same as the one used for “normal” recruiting at the University of Melbourne. It contained 
the following information: “The Economics Department runs experiments regularly for research purposes. 
Individuals are paid for their participation and no experience in economics is necessary. While payments depend 
on participants’ decisions and the type of the experiment, average payments tend to be $25 per hour. 
Furthermore, by participating you will be helping promote research at the University. If you would like to 
receive invitations to take part in economics experiments in the future, please write your university email 
address below. Note that individuals who sign up for inclusion in the database are randomly invited on a weekly 
basis. This means that each individual in the database will have the same chance to be invited to participate in 
experiments. If at any point you wish to stop receiving invitations to experiments, you can do this easily by 
sending an email to economics-experiments@unimelb.edu.au.” The flyer included a field for interested students 
to write their email address. At the time of the experiment $1 Australian was worth approximately $0.90 U.S 
and the minimum hourly rate in Australia was approximately $14 per hour. 
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database. In the control condition, students were only asked to complete the flyer and nothing 

further was done. We included the control treatment in order to evaluate whether taking part 

in the class experiment affected student’s participation in future laboratory experiments.  

In the experimental treatments, tutors ran either the trust game or the lottery task. Tutors 

were told neither the purpose of the classroom experiment nor the relationship between the 

flyer and classroom experiment. Thus, the classroom experiment was run double-blind since 

neither the experimenters nor the subjects knew the goal of the experiment. To ensure that 

tutors would not intentionally (or unintentionally) influence decisions in the experiment, they 

were told that the flyer was part of a separate recruitment drive. Tutors were explicitly 

instructed not to encourage or discourage anyone to answer “yes” or “no” on the flyer. At no 

stage were students deceived since they were given the opportunity to participate in future 

experiments if on the flyer they indicated that they were interested in doing so.  

The three experimental treatments were: “Flyer-Trust,” Flyer-Lottery” and “Trust-Flyer.” 

In “Flyer–Trust,” students were asked to complete the flyer prior to playing the trust game. In 

“Flyer–Lottery,” students were asked to complete the flyer prior to making their choice in the 

lottery task. In “Trust–Flyer” students were given the flyer to complete after playing the trust 

game. In all three treatments, students were not informed of the second task until everyone 

had completed the first task. 

The three treatments were randomly allocated across the tutorials.15 Table 1 (above) 

reports the percentage of students in each treatment by subgroup (female, commerce and 

international).  Simple pair-wise t-tests of proportions indicate that the percentage of females 

in each treatment does not differ significantly (p – value > 0.20). Likewise, we do not find 

any significant difference in the percentage of commerce or international students across 

treatments. This indicates that our randomization strategy of treatments across tutorials was 

successful. 

3.4 The classroom experiment procedures 

Running the experiment during the tutorials had several advantages. First, tutorial attendance 

is a course requirement, with students having to attend eight of eleven tutorial classes in order 

to pass the course. The attendance requirement ensured that a high percent of the students 

enrolled in the course would attend the tutorial in which the experiment was run. Second, the 

number of students attending tutorials was small (averaging 14 students, with a minimum of 

                                                 
15 We were primarily interested in the Trust-Flyer condition as a means to test whether the tutorial experiment 
would affect the laboratory participation decision. Thus, we had a much smaller sample of tutorials in this 
condition. 
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6 and a maximum of 18). This allowed tutors to answer any questions privately, and ensure 

that there was no communication between students during the experiment.  

As previously mentioned, the experiments were run by the tutors. Each tutor was given 

detailed, written information about the experimental procedure including precise instructions 

about what to say when handing out the flyers and before administering the experiment. 

Upon arriving at the tutorial, tutors handed out the flyer to the students (except in “Trust-

Flyer”). Once everyone completed the flyer, the tutors collected all of them before beginning 

the experiment to ensure that no student could change his decision after participating in the 

classroom experiment. The instructions to the students stressed that their decisions would not 

be revealed to any other student, even if they were chosen to receive payment. It took 

approximately 3 minutes to complete the flyer and another 12 minutes to complete the 

classroom experiment. 

The classroom experiment was run during the week of May 25th-29th, 2009. On June 2, as 

we had informed students, we held a public drawing where 160 participants (13.6 percent of 

the population) were selected for payment and were randomly assigned roles in the trust 

game.16 After the draw, a list of the identity numbers of the students chosen for payment was 

posted on the course’s webpage and an announcement was sent to all students. Thus, all 

students were informed less than one week after the classroom experiment whether they were 

selected for payment. Due to final exams and the subsequent winter break, students selected 

for payment were invited by e-mail on August the 6th to receive their payments.17 No one 

other than the experimenter and the randomly-selected student knew what choices the student 

made as payments were done in private. Students never learned who they were paired with in 

the trust game. 

 

                                                 
16 While typically all subjects are paid in laboratory experiments, this was not possible in our experiment due to 
its large scale. To compensate for the low probability of being selected for payment, expected payments were 
high relative to students’ opportunity cost of their 10 minutes participation in the experiment. For instance, in 
the trust game Player A could guarantee $20 for himself and in the lottery task students could guarantee $22. 
Moreover, the low payment probability should not affect our results regarding selection bias. We can test this by 
comparing participation rates in the control and in the other treatments. As we will see, we find no difference in 
participation rates between the control and any of the treatments (see Figure 1 and footnote 16 below).  
17 The delay in payments in the classroom experiment may potentially affect the participation decision if the 
classroom subjects believe that laboratory experiments use a similarly delayed payment scheme. Specifically, 
more impatient students may receive less utility from participation if they believe payments will be delayed. 
However, while the delay in payment could introduce selection bias on inter-temporal preferences we believe it 
is highly unlikely to affect our conclusions for two reasons. First, subjects were told that the recruitment drive 
for the laboratory experiments was distinct from the classroom experiment; therefore, it is unclear why they 
should make any inference regarding future payments in laboratory experiments. Second, even if participants 
made such inferences, there is no reason to believe that any selection bias based on inter-temporal preferences 
should affect our inference on whether there is selection bias based on social or risk preferences. 
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3.5 Recruitment into laboratory sessions 

Most experimental databases are populated with volunteers who are invited to participate in 

experiments over an extended period of time. In universities with large databases (such as the 

database at the University of Melbourne with more than 2,500 volunteers), it can take a while 

before subjects are invited for an experiment. For this reason, we decided to wait 3 months 

from the date the flyers invitations were distributed before sending an e-mail to the students 

who had expressed an interest in participating in economics experiments (from their flyer 

decisions). The email, sent on August 17th, reminded the students that they had expressed an 

interest in experiments during the microeconomic tutorials and invited them to register at a 

new, purpose-made, on-line, volunteer database. Registering involved (i) reading and 

agreeing with the rules governing the use of the database, and (ii) providing socio-

demographic information such as their gender, nationality, age, and major area of study. 

Registering took about five minutes. 

On October 8th, the students who had registered in the database received an e-mail 

informing them that an experiment was being run. The e-mail included information about the 

dates and times of the sessions, and the web-address they could click on to register. In total, 

we included eight experimental sessions that were spread over two weeks and at different 

times of the day. Of the eight laboratory sessions, three never filled up, and two of these three 

sessions were chronologically the last two of the laboratory sessions. This suggests that most 

(if not all) students wanting to participate were not being excluded due to space limitations. 

Figure 1 shows the attrition of the population starting from the flyer response to ultimate 

participation in the laboratory. Most students (74 percent) initially expressed interest in 

participating in laboratory experiments (the flyer decision).18 However, only one-third of 

those expressing interest originally (and 24 percent of the overall population) registered in the 

on-line database to become eligible to participate. This may reflect the low cost of expressing 

an initial interest during class (i.e., simply ticking a ‘yes’ on the flyer) relative to reading 

laboratory guidelines and filling out an online form with multiple fields. Of the students who 

registered into the database, 58 percent (14 percent of the overall population) signed up to 

take part in one of the laboratory sessions. Finally, only 12 percent of the population actually 

came to any of the laboratory sessions. We are unaware of any evidence regarding attrition in 

                                                 
18 Figure 1 shows that a higher proportion of students in the Trust-Flyer treatment marked ‘yes’ on the flyer than 
in the other treatments. This suggests that after immediately participating in the classroom experiment student 
interest was higher than among those who had not participated in a classroom experiment. However, this initial 
difference in interest disappears when subjects are asked to register into the database. Thus, the effect of having 
first participated in the experiment in the “Trust-Flyer” treatment was fleeting. 
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previous experimental economics laboratory studies. This level of attrition indicates that there 

could be non-trivial inference concerns for the study of population preferences.  

Figure 1 – Population Attrition 

 
‘Interested’ denotes the percentage of the population who expressed an interest in receiving an email about 
signing up to the recruitment database; ‘Registered’ denotes the percentage of the population who registered on 
the database; ‘Signed Up’ denotes the percentage of the population who signed up for a laboratory experiment; 
‘Participated’ denotes the percentage of the population who participated in the laboratory experiment.  

 

Figure 1 shows that neither participation in the classroom experiment (comparing the 

control to all treatments) nor the order in which the flyer was handed out had an effect on 

participation rates: across the three treatments and the control condition a virtually identical 

12 percent of the students from the tutorials eventually participated in the laboratory 

experiment.19 Figure 1 also shows that the majority of those who self selected out of 

participating in the laboratory experiment did so by not registering in the database; 76 percent 

of the population chose not to register into the database and thus never received any further 

information about laboratory experiments. 

                                                 
19 To test whether participation rates differed across treatments and between the treatments and the control, we 
ran Probit regressions with the dependent variable equal to 1 if the student participated in a laboratory session 
and equal to 0 otherwise, and we included dummy variables for each treatment. We estimated the model with 
robust standard errors at the level of the tutor. For every pair-wise comparison we found no significant 
difference (p-value> 0.20 in all cases) between treatments, between each treatment and the control, and between 
the control and the combined treatments. Thus, we conclude that running the classroom experiment did not 
affect the likelihood that students would ultimately attend a laboratory session. 
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4. Results 

We first examine whether selection into laboratory experiments can be explained by 

observable characteristics. We then investigate whether selection into laboratory experiments 

can be explained by social and risk preferences. We conclude by examining whether there is 

selection bias within subgroups of the population based on the individual preferences.  

4.1 Observable Characteristics and Selection: Main Effects 

Figure 2 shows that on average women were 1.7 percentage points more likely than men to 

participate in the laboratory experiment, while commerce and international students were 3.4 

and 3.3 percentage points more likely to select into the laboratory experiment than non-

commerce and domestic students, respectively. To test whether these differences are 

statistically significant, we estimate the following probit model: 

(1)  yi = α + β1 femalei + β2 commercei + β3 internationali + ∑δjXji + εti 

where yi equals 1 if student i participated in the laboratory experiment and equals 0 

otherwise, femalei, commercei and internationali are dummy variables indicating whether the 

student is female, a commerce major and international, respectively. Xji is a vector of dummy 

variables controlling for (i) the day of the week the student attended the tutorial, (ii) whether 

the flyer was administered after the classroom experiment, and (iii) whether the student was 

randomly selected to get paid for the classroom experiment. Although tutors were given 

identical training and instructions to follow for all sessions, it is possible that some of them 

had distinct effects on student’s likelihood to select into the laboratory. We thus report robust 

errors clustered at the level of the tutor. 

Table 3 presents the estimates from Model 1. Column 1 presents estimates without the 

additional controls or tutor effects, Column 2 adds tutor random effects and Column 3 adds 

the control variables. In all three regressions, the estimates for female, commerce and 

international students do not reach the 10-percent level of significance, indicating that we 

cannot detect any significant selection bias for these observable characteristics. Column 3 

indicates that the inclusion of the other control variables neither improves significantly the 

model fit (the log-likelihood does not increase significantly), nor has an effect on the 

estimates for any of the other variables. Although the exclusion of these covariates does not 
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qualitatively affect the results presented at any point in the paper, we always include them for 

completeness.20  

Figure 2 – Percentage of population participating in laboratory experiment by observable 
characteristics 

 
The numbers in parentheses on top of the bars indicate the number of participants in the classroom 
experiment on which participation rates are calculated. 

Table 3 - Effects of observable characteristics on selection into the laboratory experiment 

  (1) (2) (3) Marginal Effects

Female 
0.057 

(0.098) 
0.057 

(0.127) 
0.053 

(0.127) 
0.010 

(0.024) 

Commerce 
0.159 

(0.116) 
0.159 

(0.100) 
0.153 

(0.106) 
0.027 

(0.018) 

International 
0.133 

(0.100) 
0.133 

(0.106) 
0.135 

(0.104) 
0.025 

(0.020) 

Constant 
-1.426*** 

(0.112) 
-1.426*** 

(0.122) 
-1.611*** 

(0.134) 
  

Tutor Effects No Yes Yes Yes 
Fixed Effects No No Yes Yes 
Log likelihood  -412.00 -412.00 -408.72 -408.72 

Observations 1173 1173 1173 1173 
Probit estimates with robust standard errors clustered at the tutor level in parentheses.  
The dependent variable is a dummy taking the value 1 if a student selected into the laboratory experiment. 
Fixed effects include day effects, order effects and random selection for payment effects.  
* p-value < .10;  ** p-value < .05;  *** p-value < .01 

                                                 
20 We also ran all of the regressions reported in the paper with tutor fixed effects, as well as without controlling 
for tutor effects. The results obtained are similar to those reported in the paper. All of our conclusions are 
unaffected.  

(n=572) 

(n=601) 

(n=854) 

(n=319) 

(n=587) 

(n=586) 
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The last column of Table 3 shows the marginal effect of each observable characteristic on 

selection. Although none are statistically significant, the point estimates indicate that 

commerce and international students were on average 2.7 and 2.5 percent more likely to 

select into the laboratory than non-commerce and domestic students (p-values = .12 and .20), 

respectively. We summarize: 

Result 1: On average, we do not detect any significant selection bias based on observable 
characteristics. 

4.2 Social and Risk Preferences and Selection: Main Effects 

As mentioned in section 3, our cleanest measure of social preferences is the return decision 

by the second movers in the trust game. Nevertheless, for completeness, we will also examine 

whether the amount sent is correlated with selection into the laboratory experiment.  

Percent Returned: Figure 3a and Columns 1-2 in Table 4 investigate whether there is 

selection bias based on the average percent returned, r, by each student (
20

10

1

2 3
x

x

y
r

x=

=  ), where 

yx denotes the amount returned by Player B when Player A sends x, and x = {10, 20}. Column 

1 re-estimates Model 1 for the sub-sample of students who gave a response to both return 

decisions.21 These estimates are qualitatively the same to the estimates from the full sample 

(Column 3, Table 3) except that in this sub-sample women are marginally significantly more 

likely than men to participate in the laboratory experiment (p-value<.10). 

Figure 3a shows the percent of students who selected into the laboratory based on the 

percent they returned. We classify the students’ choices  into six categories for the graphical 

presentation, with each category having a distinct interpretation for social preferences: 

students who on average returned (a) r=0 (suggesting no social preferences), (b) 0<r<1/3 

(suggesting minimal social preferences by returning an amount less than was sent), (c) r=1/3 

(suggesting moderate social preferences by returning the exact amount sent), (d) 1/3<r<1/2 

(suggesting substantial social preferences by returning more than the amount sent, but 

keeping more for themselves), (e) r=1/2 (suggesting high social preferences by equally 

                                                 
21 Some students specified a return amount for only one of the possible actions of Player A. Past evidence using 
the strategy method (e.g., Bellemare and Kroger 2007; Garbarino and Slonim, 2009) along with the current data 
show that the higher the amount sent by Player A, the higher the percent returned by Player B. Thus using either 
decision alone when subjects only indicated how much they would return for only one of the two amounts sent 
will be biased compared to using the average percent returned. We thus exclude from the analysis in this section 
observations from 61 individuals who did not indicate how much they would return for both amounts that could 
have been sent. However, our results are qualitatively not affected if we include these observations in our 
analysis. 
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dividing the amount received) and (f) r>1/2 (returning over half the amount received). Only 

four percent of the students (25/602) returned more than one-half the amount received. 

Figure 3a shows a slight downward trend in selection into the laboratory the more the 

students returned. Twelve and 14 percent of students who returned nothing (i.e., r=0) and 

between nothing and one-third (i.e., 0<r<1/3), respectively, selected into the laboratory. 

Approximately, 10 percent of students who returned from one-third to one-half of the amount 

received (i.e., 1/3≤r≤1/2) selected into the laboratory. Only four percent of the students who 

returned over one half of the amount received selected into the laboratory. Column 2 in Table 

4 confirms the direction of this relationship. The marginal effects in Column 2m reveal that 

for an additional one percent returned, a student was 0.9 percent less likely to select into the 

laboratory. This implies that a student who returned nothing was 3.33 percent and 5 percent 

more likely to select into the laboratory than a student who returned one-third or one-half of 

the amount received, respectively. However, this estimated effect does not reach a 

conventional level of significance (p-value =.16).  

Amount Sent: Figure 3b and Columns 3-4 in Table 4 investigate whether there is selection 

bias based on the amount sent in the trust game. Column 3 in Table 4 re-estimates Model 1 

for the sub-sample of students who played the trust game. These estimates are qualitatively 

the same as the estimates from the full sample (Column 3, Table 3). 

Figure 3b shows a negative relationship between the amount students sent in the classroom 

experiment and their likelihood to participate in the laboratory experiment. Nearly 16 percent 

of students who sent $0 in the trust game selected into the laboratory. By contrast, less than 9 

percent of the students who sent $10 or $20 selected into the laboratory. Column 4 in Table 4 

adds the amount sent as an explanatory variable to Model 1. The estimate on amount sent 

shows that on average the more a student sent, the less likely the student was to select into the 

lab. This relationship is significant at the 1-percent level and the marginal effects in Column 

4m indicate that for every additional $10 sent during the classroom experiment, a student 

was, in absolute terms, 4.3 percent less likely to select into the lab. In relative terms, as can 

be seen in Figure 3b, the marginal effects indicate that students who sent nothing were twice 

as likely to participate in the laboratory experiment as the students who sent $20. 
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Figure 3– Percentage of population participating in the laboratory experiment by choices in 
the classroom experiment 

3a. Percent Returned 

 
3b. Amount Sent 

 
3c. Lottery Choice 

 
The numbers in parentheses on top of the bars indicate the number of participants in the classroom experiment choosing a 
particular action and on which participation rates are calculated. 

(n=174) 
(n=101) 

(n=139) 
(n=101) (n=62) 

(n=25) 

(n=602) 

(n=248) 

(n=285) 
(n=125) 

(n=658) 

(n=71) 

(n=80) 

(n=88) 

(n=97) 

(n=69) 

(n=105) 

(n=510) 
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Table 4 - Effects of social and risk preferences on selection into the laboratory experiment 

  (1) (2) 
(2m) 

Marginal
Effects

(3) (4) 
(4m) 

Marginal 
Effects 

(5) (6) 
(6m) 

Marginal 
Effects

Female 
0.292* 
(0.167) 

0.311* 
(0.172) 

0.057* 
(0.032)

0.181 
(0.156) 

0.201 
(0.159) 

0.037 
(0.030) 

-0.078 
(0.167) 

-0.111 
(0.186) 

-0.021 
(0.035)

Commerce 
0.162 

(0.153) 
0.141 

(0.168) 
0.025 

(0.028)
0.165 

(0.155) 
0.108 

(0.162) 
0 .019 
(0.028) 

0.162 
(0.173) 

0.155 
(0.175) 

0.027 
(0.028)

International 
0.009 

(0.136) 
0.039 

(0.135) 
0.007 

(0.025)
0.038 

(0.127) 
0.083 

(0.127) 
0.015 

(0.023) 
0.222 

(0.162) 
0.199 

(0.144) 
0.037 

(0.026)

Ave. Percent  
Returned 

 
-0.513 
(0.430) 

-0.093 
(0.079)

      

Amount Sent     
-0.023***

(0.009) 
-0.0043***

(0.002) 
   

Lottery Chosen        
-0.046 
(0.051) 

-0.009 
(0.010)

Constant 
-1.58***

(0.15) 
-1.44*** 

(0.20) 
 

-1.56***
(0.15) 

-1.37***
(0.16) 

 
-1.77*** 

(0.26) 
-1.58*** 

(0.34) 
 

Tutor Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Log-likelihood -205.21 -204.21 -204.21 -228.83 -225.84 -225.84 -176.08 -175.59 -175.59

Observations 602 602 602 658 658 658 510 510 510 

Probit Estimates with robust standard errors clustered at the tutor level in parentheses.  
The dependent variable is a dummy taking the value 1 if a student selected into the laboratory experiment. 
Fixed effects include day effects, order effects and random selection for payment effects. 
* p-value < .10;  ** p-value < .05;  *** p-value < .01 

Result 2 implies that on average the amount returned and the lottery choices of laboratory 

participants should be representative of the choices of the population, whereas the amount 

sent among laboratory subjects will be less than in the population. Table 5 presents the mean 

and standard deviation of the participants’ choices across the tasks along with the population 

(true) means we want to estimate. The t-tests in Table 5 examine whether participants’ mean 

choices differ significantly from the population means.  

Table 5 reveals that the average percent returned and lottery choice for the participants is 

12 and 7 percent lower than that for the population. However, as anticipated, neither 

difference reaches the level of significance (p-value>.10). Table 5 also shows that laboratory 

participants sent nearly 25 percent less than the population. The average amount participants 

sent is significantly lower than the population average (p-value = 0.02). Thus, inference on 

the average percent returned and lottery choice based on choices of the laboratory 

participants does not differ significantly from the population’s preferences. In contrast, 
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inference on the amount sent of the laboratory participants differs from the population due to 

selection bias.  

Table 5 – Comparison of choices of participants and population 

 Percent Returned Amount Sent Lottery Choice 

Participants 
22.8% 

(2.32%) 
[67] 

$6.13 
(0.83) 
[75] 

3.40 
(0.22) 
[58] 

Population 
25.9% 
[602] 

$8.13 
[658] 

3.64 
 [510] 

t-test:  
Participants Average  = 
Population Average 

t = -1.33 
p-value = 0.19 

t = -2.42 
p-value = 0.02 

t = -1.14 
p-value = 0.26 

Entries are averages, standard deviation is in parentheses and the number of observations is in squared brackets 

4.3 Discussion of Result 2 

To the extent that the amount sent reflects social preferences, Result 2 implies that laboratory 

experiments may under-estimate the percentage of pro-social individuals in the population. 

However, as mentioned in Section 3.2, there are several reasons to be cautious about 

interpreting the amount sent as a clean measure of social preferences, where social 

preferences imply that an individual’s utility does not depend solely on his/her material 

payoff, but also on the material payoff of other relevant individuals. First, the amount sent 

may partly be based on preferences other than social preferences such as risk aversion (e.g., 

Ashraf, Bohnet and Piabkov, 2006; Cox, 2004; Karlan, 2005) and betrayal aversion (Bohnet 

and Zechhauser, 2006). Second, the amount sent is likely to be affected by beliefs regarding 

the amount that will be retuned (e.g., Ashraf, Bohnet and Piankov, 2006; Garbarino and 

Slonim, 2009). This implies that selection into the laboratory of the subjects sending the least 

amount in the trust game could indicate selection based on risk aversion and betrayal aversion 

preferences or beliefs, rather than only social preferences. 

The percent returned in the trust game is a cleaner measure of social preferences. It may 

reflect preferences over outcomes, altruism or reciprocity. Although there are important 

distinctions between these motivations, all imply that the individual’s utility depends on the 

payoffs of another person, and consequently represents social preferences. Result 2 indicates 

that with respect to the percent returned, we are unable to detect a significant selection bias 

on average in social preferences in who participates and who does not participate in the 

laboratory experiment. Finally, Result 2 also indicates that with respect to the lottery choice, 

we are also unable to detect a significant selection bias on average in risk preferences in who 
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participates and who does not participate in laboratory experiments. We thus find little 

support on average for selection bias with respect to social or risk preferences.  

4.4 Social and Risk Preferences and Selection Bias among Subgroups 

Figures 4-6 and the regressions in Table 6 disaggregate the analysis to examine whether there 

is selection bias based on the average percent returned, amount sent or lottery choices that 

differs between the three subgroups: male and female students, commerce and non-commerce 

students, and international and domestic students. We will therefore make nine pair-wise 

comparisons (three choices by three subgroups) to examine whether there is differential 

selection across subgroups. 

Table 6 includes the interaction of each choice in the classroom experiment (percent 

returned, amount sent and lottery choice) with each observable characteristic (gender, major, 

and international status) to test whether selection differs significantly between the subgroups 

on each behavior. The figures show the percent who participated for each subgroup by the 

average percent returned (Figure 4), the amount sent (Figure 5) and lottery choice (Figure 6). 

Panels a, b and c in each figure show the percent who participated by gender, commerce 

student status and international student status, respectively.   

Figure 4 shows no discernable difference in selection based on the average percent 

returned between men and women (Figure 4a) or between international and domestic students 

(Figure 4c). The insignificant estimates for the interaction terms in Columns 1 and 3 of Table 

6 confirm that the difference in participation rates between men and women and between 

international and domestic students does not depend on the average percent returned. 

However, Figure 4b shows that among students who returned greater than one third, the 

commerce students appear to be relatively more likely to participate in the laboratory 

experiment than the non-commerce students. The significant interaction term in Column 2 

confirms that commerce students were more likely than non-commerce students to participate 

in the laboratory experiment the more they returned. 

Figure 5a shows that women who sent nothing were 12 percent more likely to participate 

in the laboratory experiment than men while women who sent either $10 or $20 were only 1 

percent more likely to participate. Figures 5b and 5c reveal no obvious difference in 

participation rates between commerce and non-commerce students or international and 

domestic students based on the amount sent. The interaction terms in Columns 4-6 in Table 6 
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show that none of these differences reach the level of significance, indicating that we cannot 

detect any differences in selection bias on the amount sent between the different subgroups.22  

Table 6 - Effects of social and risk preferences by observable characteristics on selection into 
the laboratory experiment 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) 

Female 0.266 
(0.193) 

0.325* 
(0.176) 

0.309* 
(0.172) 

0.365* 
(0.208) 

0.201 
(0.160) 

0.202 
(0.160) 

-0.954*** 
(0.305) 

-0.108 
(0.187) 

-0.108 
(0.186)

Commerce 0.143 
(0.168) 

-0.158 
(0.244) 

0.138 
(0.169) 

0.107 
(0.163) 

0.083 
(0.222) 

0.102 
(0.161) 

0.166 
(0.184) 

-0.128 
(0.242) 

0.152 
(0.174)

International 0.041 
(0.136) 

0.029 
(0.14) 

0.182 
(0.171) 

0.081 
(0.126) 

0.081 
(0.129) 

0.019 
(0.177) 

0.196 
(0.152) 

0.202 
(0.143) 

0.508 
(0.321)

Ave. Percent  
Return (APR) 

-0.602 
(0.556) 

-1.473** 
(0.748) 

-0.298 
(0.503)       

Female * 
APR 

0.183 
(0.493)         

Commerce * 
APR  1.231* 

(0.658)        

International * 
APR   -0.021 

(0.014)       

Amount Sent    -0.012 
(0.013) 

-0.026 
(0.016) 

-0.028**
(0.013)    

Female *  
Amount Sent    -0.023 

(0.018)      

Commerce *  
Amount Sent     0.003 

(0.019)     

International *  
Amount Sent      0.009 

(0.015)    

Lottery Choice       -0.155** 
(0.064) 

-0.104 
(0.082) 

0.001 
(0.046)

Female *  
Lottery Choice       0.240*** 

(0.081)   

Commerce *  
Lottery Choice        0.078 

(0.076)  

International *  
Lottery Choice         -0.085 

(0.065)

Constant -1.43*** 
(0.211) 

-1.20*** 
(0.252) 

-1.49***
(0.209) 

-1.45***
(0.183) 

-1.35***
(0.186) 

-1.33***
(0.169) 

-1.16*** 
(0.311) 

-1.38*** 
(0.401) 

-1.77***
(0.366)

Tutor Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Fixed Effects Yes Yes Yes Yes Yes Yes Yes Yes Yes 
Observations 602 502 597 658 658 658 510 510 510 

Probit estimates with robust standard errors clustered at the tutor level in parentheses. The dependent variable is 
a dummy taking the value 1 if a student selected into the laboratory experiment. Fixed effects include day 
effects, order effects and random selection for payment effects.  
* p-value < .10;  ** p-value < .05;  *** p-value < .01 

 

                                                 
22 Although the Female*Amount Sent interaction term does not reach the level of significance, Figure 5a and the 
coefficient for ‘Female’ in Column 1 of Table 6 suggest that among students who sent nothing, women may be 
relatively more likely than men to participate in a laboratory experiment.  
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Figure 4 – Percentage of population participating in the laboratory experiment by average 
percentage returned in the trust game 

 
4a. Female and Male 

 
4b. Commerce and Other 

 
4c. Domestic and International 
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Figure 5 – Percentage of population participating in the laboratory experiment  
by amount sent in the trust game 

 
5a. Female and Male 

 

 

5b. Commerce and Other  

 
5c. Domestic and International 
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Figure 6– Percentage of population participating in the laboratory experiment by lottery 
chosen 

6a. Female and Male 

 
6b. Commerce and Other 

 
6c. Domestic and International 
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Figure 6a reveals that, although men and women were overall equally likely to participate 

in the laboratory experiment, among the students who chose the least risky lotteries (Lotteries 

1-3), men were more likely to participate. In contrast, among the students who chose the 

more risky lotteries (Lotteries 4-6) women were the most likely to participate. Figures 6b and 

6C show no discernable pattern in participation among commerce and non-commerce 

students or among international and domestic students based on lottery choices. The 

interaction estimates in Columns 7-9 of Table 6 confirm these observations. Column 7 shows 

that among students who chose the risk-free lottery, women were significantly less likely to 

participate (negative significant estimate on the main effect on Female), and among the 

students who chose increasingly risky lotteries men were less likely to participate (negative 

significant estimate on lottery choice) while women were relatively and absolutely more 

likely to participate (positive significant estimate on the Female*Lottery Choice). The 

marginal effects (not shown in the table) indicate that the likelihood women select into the 

laboratory relative to men increases by 4.4 percent for a one level shift towards a riskier 

lottery choice. The marginal effects overall indicate that while women were 12.9 percent less 

likely than men to select into the laboratory among those who chose the least risky lottery, 

women were 9.2 percent more likely than men to select into the laboratory among those who 

chose the most risky lottery. Thus, the relatively more risk averse men and relatively less risk 

averse women in the population are the ones who participated in the laboratory experiment. 

Finally, the interaction estimates in Columns 8 and 9 indicate that commerce and non-

commerce student participation decisions did not differ by the lottery choices they made. 

Similarly, there is no significant difference in the participation decision between international 

and domestic students based on their lottery choices. We summarize: 

Result 3: Of the nine pair-wise tests examining whether there is selection bias between 

subgroups, we only detect one significant and one marginally significant difference in 

selection. Women were significantly more likely than men to participate in the laboratory 

experiment the riskier the lottery they chose, and commerce students were marginally 

significantly more likely to participate than non-commerce students the more they returned in 

the trust game. 

4.5 Discussion of Result 3 

We identified one significant and one marginally significant instance of selection bias 

between subgroups (out of a total of nine pair-wise comparisons). These differences could 

jeopardize inference regarding differences in the population from laboratory data. To 
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demonstrate the implications of this selection bias consider the following. Suppose we ran the 

same trust and lottery experiments in the laboratory as we ran in class. In addition, assume 

that the students who selected into the laboratory would make the same choices in the 

laboratory as they did in class. The important question for inference is which, if any, results 

based on the behavior of the laboratory participants would not generalize to the population? 

Table 7 presents the results of this exercise. Column 1 presents estimates of the 

determinants of the average percent returned from a Tobit regression censored at the 

minimum (0) and maximum (100) potential percent returned. Column 3 presents estimates of 

the determinants of amount sent from an ordered Probit regression with the dependent 

variable taking on the three values for the amount sent: $0, $10 and $20. Column 5 shows 

estimates of the determinants of the lottery choice from an ordered Probit model with the 

dependent variable taking on values from 1 (Lottery 1) to 6 (Lottery 6). Columns 1, 3 and 5 

present estimates using only the laboratory participants. Below each estimate, we report 

robust standard errors.  

Columns 2, 4 and 6 in Table 7 present the equivalent (true) parameters using the whole 

population. The critical inference question here is whether the estimates from the participants 

in the laboratory sample deviate from the true population means. We are thus interested in 

whether the laboratory estimates are significantly different from the population means rather 

than different from 0. Thus, below each estimate in Columns 1, 3 and 5 we report the results 

of two tests. The first p-value indicates whether the parameter estimates from the laboratory 

sample is different than 0. We present this test since this is what is reported in a typical paper 

in which the true population values are unknown. The second p-value indicates whether the 

parameter estimates from the laboratory sample are significantly different than the true 

population values shown in Columns 2, 4 and 6. If there is significant selection bias in the 

choices between subgroups, then the laboratory sample estimates will differ from the 

population true values. By construction, there is no other reason that the inference from the 

laboratory sample should deviate from the true population values other than selection bias. 

However, it is possible that we may not detect an incorrect inference if the laboratory sample 

size is sufficiently small and thus does not provide us with enough power to reject the 

estimates from the true population values.  

Table 7 shows that drawing inferences about the population from the students who 

eventually participated in the laboratory experiment would have led to only one incorrect 

conclusion about the population (shaded area). In particular, we would have incorrectly 

concluded that there is no gender differences in risk preferences when in fact women are 
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more risk averse than men in the population. Given that a number of laboratory studies have 

recently explored the risk preferences of men and women (see Croson and Gneezy 2009 for a 

review), further study of how the non-random selection of participants affects inference on 

gender differences in risk preferences seems warranted. Nonetheless, this is the only 

inference from the laboratory participants that is not externally valid to the population from 

which the laboratory participants were recruited.23  

Table 7: Inference on the effect of observable characteristics on preferences of laboratory 
participants compared to the population 

 Percent Returned1 Amount Sent2 Lottery Choice3 
  Participants Population Participants Population Participants Population

Female 
4.4% 

(4.8%) 
3.3% 

 
-0.188 
(0.316) 

0.179 
 

0.056 
(0.262) 

-0.587 
 

Estimate=0 
Estimate=Population 
 

p=.369 
p=.820 

 
 

p=.552 
p=.246 

 
 

p=.831 
p=.014 

 
 

Commerce 
-1.9% 
(5.6%) 

-4.7% 
 

-0.571 
(0.235) 

-0.405 
 

0.187 
(0.342) 

-0.104 
 

Estimate=0 
Estimate=Population 
 

p=.739 
p=.622 

 
 

p=.015 
p=.481 

 
 

p=.584 
p=.395 

 
 

International 
4.5% 

(6.8%) 
6.1% 

 
0.562 

(0.282) 
0.270 

 
-0.691 
(0.282) 

-0.273 
 

Estimate=0 
Estimate=Population 
 

p=.512 
p=.813 

 
 

p=.046 
p=.301 

 
 

p=.014 
p=.138 

 
 

Constant 
25.4% 
(5.2%) 

26.7% 
 

        

Test: All 3 Estimates  
= Population Estimates

F(3,24)=0.014
p=.935 

 
χ2(3)=3.83

p=.283 
 

χ2(3)=9.08 
p=.028 

 

Tutor Effects Yes  Yes  Yes  
Fixed Effects Yes Yes Yes Yes Yes Yes 
Log-likelihood   -67.22  -98.98  

R2 0.15      

Observations 67 602 75 658 58 510 

1 Tobit Regressions censored at Percent Return lower limit equals 0 and upper limit equals 100; 2 Ordered 
Probit Regressions; 3 Ordered Probit Regressions; Bold: True population value; Shaded Cell: Laboratory 
sample estimate differs significantly from population. Each cell contains the parameter estimate and robust 
standard errors in parentheses. Tutor random effects are included. Fixed effects include day effects, order effects 
and random selection for payment effects.  

                                                 
23 Recall from Column 2 in Table 6 that the interaction between commerce students and the average percent 
returned was marginally significant. This indicated that commerce students in the population were more likely 
than non-commerce students to participate in the laboratory experiment the more they returned. We see this 
result directionally in Columns 3 and 4 of Table 7. The inability to detect an incorrect inference in the presence 
of the observed selection bias is likely due to insufficient power since (i) this selection bias was only marginally 
significant and (ii) only a subset of the 67 laboratory participants were non-commerce students. 
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5. Conclusion 

One of the main purposes of empirical investigation is to explore how broadly theories and 

the underlying assumptions can be generalized. Ideally, empirical findings can be generalized 

from one population and one setting to another. Before such broad conclusions can be 

reached, however, a more fundamental question is whether selection bias prevents inference 

from a sample of volunteers to the population from which they are drawn. 

Understanding individual preferences has been an increasingly central theme in 

experimental economics in recent years. The investigation of individual preferences has had a 

significant impact on economic theory as demonstrated, for example, by a new generation of 

economic models which abandon the assumption that individuals are selfish (see Fehr and 

Schmidt, 2006; Sobel, 2005). However, the non-random selection of participants into 

laboratory experiments implies that selection may affect the external validity of the results.   

Our main result is that participants’ social and risk preferences are found to be 

representative of those in the population. Specifically, we found that participants return, on 

average, the same amount in the trust game and choose the same lottery as non-participants. 

We also found that participants sent less than non-participants in the trust game. While this 

suggests there is selection bias based on the amount sent, many factors other than social 

preferences affect this decision, such as risk and betrayal aversion, expectations and beliefs, 

making it difficult to determine the type of preferences (or beliefs) that might be driving this 

selection. However, to the extent that the amount sent reflects social preferences, this result 

implies that laboratory experiments may under-estimate the percentage of pro-social 

individuals in the population. Finally, our results indicate that participation decisions across 

most subgroups do not differ significantly based on social and risk preferences with the 

notable exception that more risk-averse men and less risk-averse women were more likely to 

attend the laboratory experiment. 

What do our results imply for laboratory experiments in economics? The absence of 

selection bias (for the most part) in our data suggests that inferences on social and risk 

preferences from laboratory experiments can be externally valid to the population the 

participants are recruited from. This finding is without doubt good news for economists as it 

suggests that individual preferences may be usefully studied in the laboratory, thus helping 

improve our understanding of the fundamentals of economic behavior.  

Although our results are encouraging, we believe that more experiments are needed in 

order to evaluate whether selection on social and risk preferences creates inference problems 
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more generally (e.g., across countries, institutions and populations). Selection in laboratory 

experiments is likely to be a function of the recruitment method used, and although we 

designed our recruitment method to be similar to the ones used in many economics 

laboratories, different methods could affect selection. One can also not exclude the possibility 

that our instruments for eliciting preferences, although widely used, do not capture social or 

risk preferences. However, a recent study suggests that our conclusions may be robust.  

In a related study, Falk, Meier and Zehnder (2010) examine whether social preferences 

affect selection into laboratory economics experiments (but not risk preferences). The 

approach followed by the authors is complementary to ours. They take advantage of a charity 

decision that students at the University of Zürich make at the start of term and examine 

whether students who give to charity are more likely to volunteer for laboratory experiments. 

That is, the instrument used for eliciting social preferences, as well as the population studied, 

are different to ours – charitable giving is mainly a measure of preferences over outcomes, 

whereas our instrument is mainly a measure of reciprocal preferences. Similar to us, they find 

that those who give to charity are not more likely to volunteer for laboratory experiments. 

They also find that approximately the same percentage of their population volunteers for 

experiments (i.e., 11 percent in their study and 12 percent in ours).  

There are numerous possibilities for future research. First, systematic research is needed to 

evaluate how different recruitment methods affect selection. This will facilitate the 

comparison of results from different laboratories.24 Second, experiments similar to ours are 

needed to evaluate selection bias in different populations that are of interest. We studied a 

population that is often targeted when recruiting volunteers for participation in laboratory 

experiments. However, this is not the only population that is of interest to economists 

measuring individual preferences. Different factors may determine selection across 

populations. Some of them (e.g., earnings, level of education, age) will be easier to control 

than others which may also affect selection (e.g., individual preferences). Finally, 

experiments are needed to evaluate whether selection is determined by other kinds of 

preferences (e.g., inter-temporal choice preferences), cognitive abilities or beliefs (e.g., 

regarding other participants’ preferences and rationality). Until more empirical work clarifies 

the nature and extent of selection bias in laboratory experiments, researchers need to be 

cautious about the implicit and explicit inferences they draw from experimental data 

regarding the underlying preferences of a population. 

                                                 
24 To that end, we believe that researchers should provide information regarding the methods used in their 
laboratories for the recruitment of volunteers into databases and later in laboratory experiments.  
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