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THE PHASE TRANSITION FOR DYADIC TILINGS

OMER ANGEL, ALEXANDER E. HOLROYD, GADY KOZMA,
JOHAN WÄSTLUND, AND PETER WINKLER

Abstract. A dyadic tile of order n is any rectangle obtained from
the unit square by n successive bisections by horizontal or vertical
cuts. Let each dyadic tile of order n be available with probability p,
independently of the others. We prove that for p sufficiently close
to 1, there exists a set of pairwise disjoint available tiles whose
union is the unit square, with probability tending to 1 as n → ∞,
as conjectured by Joel Spencer in 1999. In particular we prove that
if p = 7/8, such a tiling exists with probability at least 1− (3/4)n.
The proof involves a surprisingly delicate counting argument for
sets of unavailable tiles that prevent tiling.

1. Introduction

A dyadic tile of order n is a rectangle of the form
[ a

2i
,
a+ 1

2i

]

×
[ b

2j
,
b+ 1

2j

]

,

where a, b, i, j are integers and i+j = n. We consider only tiles that are
subsets of the unit square [0, 1]2, which is to say that 0 ≤ a < 2i and
0 ≤ b < 2j . The tiles of order n come in n + 1 different shapes, each
shape corresponding to a particular choice of i and j. There are 2n tiles
of each shape, and thus in total (n+ 1) 2n tiles of order n. A tiling of
a rectangle R is a set of tiles whose union is R and whose interiors are
pairwise disjoint. Figure 1 shows a tiling of the unit square by tiles of
order 3; for visual clarity we illustrate tiles by rectangles with rounded
corners, slightly smaller than their true sizes.
Suppose that each tile of order n is available with probability p

independently of the other tiles. Let Tn(p) denote the probability that
there exists a set of available order-n tiles that constitutes a tiling of
the unit square [0, 1]2. For example T0(p) = p trivially, and T1(p) =
2p2 − p4 since each of the vertical and horizontal tilings is available
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Figure 1. A dyadic tiling
of order 3.

p

T0(p)
T1(p)
T2(p)

Figure 2. Tiling probabil-
ities Tn(p) for n = 0, 1, 2.

with probability p2 and both are available with probability p4. A more
involved calculation shows that T2(p) = 7p4 − 8p6 − 4p7 + p8 + 8p9 −
4p11 + p12 (the term 7p4 corresponds to the 7 distinct tilings of order
2). The functions T0, T1, T2 are plotted in Figure 2.
It is natural to define the critical probability

pc := inf
{

p : lim
n→∞

Tn(p) = 1
}

.

Joel Spencer asked in 1999 whether pc < 1 (personal communication).
The main result of this paper is an affirmative answer to this question.
In particular we show the following.

Theorem 1. We have

Tn(7/8) ≥ 1− (3/4)n;

Tn(6/7) ≥ 1− (16/17)n;

Tn(0.8560310279) ≥ 1− (0.999998)n.

In particular, pc ≤ 0.8560310279.

We explain in § 6 where these numbers come from. The first inequal-
ity can be checked by hand, while the second and third involve rigorous
computer-assisted numerical methods. The bound pc ≤ 0.856 · · · is the
best that can be obtained with our method, but we believe that pc is
smaller than this. Using standard sharp threshold technology, we also
establish the following.

Theorem 2. With pc defined as above,

lim
n→∞

Tn(p) =

{

0 if p < pc,

1 if p > pc.
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Figure 3. A horizontal and a vertical tile intersect, and
therefore cannot both be present in a tiling.

A straightforward argument (see the next section) proves the lower
bound

pc ≥
√
5− 1

2
= 0.618 · · · .

A different model, of uniformly random dyadic tilings, was investi-
gated by Janson, Randall and Spencer [4, 5]. Also see [6] for enumer-
ation of tilings, and [1] for a related problem of random packing.

2. Preliminaries, and outline of proof

The following key observation is Theorem 1.1 of [5].

Lemma 3. A dyadic tiling of order n ≥ 1 consists either of tilings

of the two horizontal rectangles [0, 1]× [0, 1/2] and [0, 1]× [1/2, 1], or
tilings of the two vertical rectangles [0, 1/2]× [0, 1] and [1/2, 1]× [0, 1].

Proof. The only tiles that cross the median line {1/2}× [0, 1] are those
of the most horizontal shape, i.e. of the form [0, 1]× [b/2n, (b+ 1)/2n].
Similarly the only tiles that cross [0, 1]×{1/2} are of the most vertical
shape. There cannot be tiles of both these shapes in a tiling, since they
intersect (see Figure 3). �

We remark that the analogous statement to Lemma 3 fails in dimen-
sions greater than 2: see Figure 4 for a counterexample in dimension
3.

Corollary 4. We have Tn+1(p) ≤ 2Tn(p)
2.

Proof. A tiling of a rectangle such as [0, 1]× [0, 1/2] by order n+1 tiles
is isomorphic under an obvious affine transformation to a tiling of the
unit square by order-n tiles. Therefore the probability that the two
horizontal rectangles [0, 1] × [0, 1/2] and [0, 1] × [1/2, 1] can both be
tiled by available order-(n+1) tiles is Tn(p)

2, and similarly for the two
vertical rectangles [0, 1/2] × [0, 1] and [1/2, 1] × [0, 1]. The inequality
now follows from Lemma 3. �
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Figure 4. A dyadic tiling of the unit cube in which no
half of the cube is tiled. Six tiles of dimensions 1× 1

2
× 1

4
(with various orientations) are shown, and the remaining
space is filled by two 1

2
× 1

2
× 1

2
cubes.

Figure 5. A configuration that covers but does not tile.

Corollary 5. For any given p, if there is an n such that Tn(p) < 1/2,
then limn→∞ Tn(p) = 0.

Proof. This is immediate from Corollary 4. �

We remark that the threshold 1/2 in Corollary 5 can be improved
(although this will not be needed). Consider the event T vert that there
is an order-n tiling by available tiles of both vertical halves of the unit
square, and the event T horiz that there is an order-n tiling of both
horizontal halves. Since T vert and T horiz are increasing events, by the
Harris-FKG inequality [3],

P(T horiz ∩ T vert) ≥ P(T horiz)P(T vert) = Tn(p)
4.

Thus we get the inequality Tn+1(p) ≤ 2Tn(p)
2 − Tn(p)

4. It follows that

if Tn(p) <
√
5−1
2

then limn→∞ Tn(p) = 0.
Since T0(p) = p, Corollary 5 immediately implies pc ≥ 1/2, and the

enhancement described above gives pc ≥ (
√
5− 1)/2.
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Outline of proof. We next describe some of the ideas behind the
proof of Theorem 1. The basic strategy is simple and standard: we
show that if [0, 1]2 is not tiled, then a certain combinatorial structure
of unavailable tiles must exist; by counting such structures (weighted
according to the number of unavailable tiles) we then show that for p
sufficiently close to 1 their expected number is small. The challenge,
of course, is to find a suitable class of combinatorial structures.
The following simple approach does not work, but is nonetheless il-

lustrative. If some point x ∈ [0, 1]2 is not contained in any available
tile, then clearly there is no tiling by available tiles. Each of the the
4n squares of size 2−n × 2−n is uncovered with probability (1 − p)n+1,
and it follows that for p > 3/4 there are no uncovered points with high
probability as n → ∞. (A standard second-moment argument also
shows that for p < 3/4 there are uncovered points with high proba-
bility, implying pc ≥ 3/4). However, the absence of uncovered points
is necessary but not sufficient for tiling; see Figure 5 for an exam-
ple. Therefore this argument cannot show that [0, 1]2 is tiled with high
probability.
To overcome the above difficulty we may proceed as follows. If the

unit square is not tileable by available tiles, then by Lemma 3, one of
the two horizontal halves and one of the two vertical halves must also
be not tileable; see e.g. Figure 6(a). We can then iterate: each of the
two non-tileable halves must itself have two non-tileable halves, and so
on until we reach some “blocking set” of unavailable tiles of order n,
whose unavailability is sufficient to prevent a tiling of the square. For
example, Figure 6(b) shows one possibility at order 2.
If at every stage of the above procedure all the resulting non-tileable

tiles were distinct, then the proof would be straightforward: the number
of unavailable tiles in the final blocking set would be 2n, and the number
of possible blocking sets would be at most 42

n−1 (there are 4 choices
for the pairs of halves of each tile), and 42

n−1(1 − p)2
n

is small for p
sufficiently close to 1.
However, the tiles resulting from the above iterative procedure are

not necessarily disjoint. Even at order 2, there is a blocking set of
3 (as opposed to 4) tiles; see Figure 6(c). A blocking set with fewer
tiles signals a potential difficulty, since the probability that they are all
unavailable is larger. However, the number of possible outcomes with
fewer tiles may also be smaller. In particular, the minimum number of
unavailable tiles of order n needed to prevent tiling the unit square is
n+ 1, and in fact the sets of n+ 1 tiles that achieve this are precisely
those whose mutual intersection is some 2−n×2−n square. Therefore the
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(a) (b) (c)

Figure 6. (a) Two order-1 tiles that together block the
unit square. (b) Four order-2 tiles that block the tiles in
(a). (c) Three order-2 tiles that block the tiles in (a).

number of such minimum-size blocking sets is only 4n, and ruling them
out for large p simply amounts to the earlier “covering” calculation.
The issue now is that there are many intermediate blocking sets with

numbers of tiles between n+1 and 2n. We must analyze these possibil-
ities taking into account both the number of choices and the resulting
numbers of tiles (and these two quantities must be weighed against
each other). To achieve this, we will organize blocking sets into chains.
A chain is the set of all tiles of a given order that contain some fixed tile
of some higher order. (Equivalently, it is one of the minimum blocking
sets discussed above, but within some tile of intermediate order rather
than the whole square). For example, the set in Figure 6(c) is a chain
of 3 tiles, while that in (b) can be expressed as a union of 2 chains
each consisting of 2 tiles. Although our eventual interest lies in the
cardinality of the blocking set resulting from the iterative procedure,
we will count the possible outcomes using a generating function of two
parameters, corresponding to numbers of tiles and numbers of chains.
The resulting counting argument is short but somewhat mysterious.
The inclusion of both parameters appears to be not merely a technical
requirement but a fundamental one: we do not know how to proceed
by counting tiles alone.
Another complication is as follows. In the iterative procedure for

finding blocking sets outlined above, several choices may be possible.
It is possible for example that both horizontal halves of a tile are non-
tileable, and we must choose one of them. It turns out that how we do
this is crucial. We will impose the rule that we always make the choice
that minimizes the resulting number of chains. For example, starting
from the situation of Figure 6(a), we choose the blocking set in (c) in
preference to the one in (b). (We might however be forced to take the
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one in (b) if the bottom-right 1
2
× 1

2
square is tileable). With this rule,

it will turn out that the collection of chains produced by the iterative
procedure is pairwise disjoint. Without it, chains could intersect (or
indeed coincide); this would result in a reduction in the number of tiles
in the blocking set, again adversely affecting the resulting bound on the
probability that they are all unavailable. Combined with the counting
argument mentioned earlier, this disjointness of chains suffices to give
a bound of the required form.

Organization. The article is organized as follows. In § 3 below we
prove the sharp threshold result, Theorem 2. The remainder of the
article is devoted to the proof of Theorem 1. In § 4 we introduce
chains of tiles, and prove some properties. In § 5 we arrange chains
into chain trees. These are the “blocking configurations” at the heart
of the proof: if the unit square is not tiled, then there is a blocked chain
tree, and we can bound the probability of this event by counting chain
trees. In § 6 we employ generating functions to perform the necessary
counting argument. Finally, in § 7 we prove that non-tileability implies
the existence of a chain tree of a special type which is guaranteed to
have all its chains disjoint, as discussed above. We conclude with two
open problems.

3. Sharp threshold

We will deduce Theorem 2 from Corollary 5 together with the follow-
ing result of Friedgut and Kalai. In their paper [2] this is Theorem 2.1,
modified according to the comment after Corollary 3.5. Here A is a
subset of the hypercube {0, 1}N , endowed with the product probability
measures Pp.

Theorem (Friedgut and Kalai; [2]). Let A be increasing and invariant

under the action on {1, . . . , N} of a group with orbits of size at least

m. If Pp(A) > ǫ then Pq(A) > 1− ǫ for q = p+ c log(1/2ǫ)/ logm and

an absolute constant c.

(For our application, all that matters is that the difference q − p
appearing in the above theorem tends to 0 as m → ∞. As noted in [2],
this can also be deduced from earlier results of Russo [7] or Talagrand
[8].)

Proof of Theorem 2. The second claim of Theorem 2 is immediate since
Tn(p) is increasing in p, so we turn to the first claim. Let S be the set
of order-n tiles, and let A ⊂ {0, 1}S be the event that the unit square
is tileable by available tiles, where 0 and 1 represent unavailable and
available respectively. Thus Tn(p) = Pp(A). We will show below that
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Figure 7. The symmetry (x, y) 7→ (f1(x), y) swaps the
left and right halves of the square, and acts on the 12
tiles of order 2.

A is invariant under the action of a group of permutations of tiles with
orbits of size 2n.
Suppose that p < pc, and let p < q < pc. The definition of pc

implies that Tn(q) < 1− ǫ for some 0 < ǫ < 1/2 and infinitely many n.
Since c log(1/2ǫ)/ log(2n) → 0 as n → ∞, the Friedgut-Kalai theorem
then implies that Tn(p) ≤ ǫ < 1/2 for some n. Corollary 5 then gives
limn→∞ Tn(p) = 0 as required.
It remains to exhibit a group of symmetries of A with orbits of size

2n. Consider the mapping fk : [0, 1] → [0, 1] that changes the kth digit
in the binary expansion, leaving the rest unchanged. It is easy to see
that for any k, the maps (x, y) 7→ (fk(x), y) and (x, y) 7→ (x, fk(y))
both permute dyadic tiles, since specifying a dyadic tile is equivalent
to specifying several initial digits in each of x and y (see Figure 7).
Since these maps preserve intersection of tiles, they also preserve

tilings, and hence they preserve A. By applying a sequence of such
maps we can change any tile of a given shape to any other tile of the
same shape, and so the generated group has orbits of size 2n. �

Corollary 5 also implies that Tn(pc) ≥ 1/2 for all n (in fact, 1/2 may
be replaced with (

√
5 − 1)/2). Indeed, if Tn(pc) < 1/2 then, by the

continuity of Tn (which is a polynomial), for some p > pc we would
also have Tn(p) < 1/2. Corollary 5 then shows that Tn(p) → 0, in
contradiction to p > pc.

4. Blocked tiles and chains

Our next objective is to prove Theorem 1. We start with some
important definitions.
Given a classification of the order-n tiles into available and unavail-

able, we say that a tile of order k ≤ n is tileable if it can be tiled by
available tiles of order n. Otherwise it is blocked (in particular, tiles
of order n are blocked if and only if they are unavailable). The two
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Figure 8. A chain consisting of the three order-3 tiles
that contain an order-5 tile.

order-(k+1) tiles that are obtained by bisecting an order-k tile with a
horizontal cut are its horizontal children, and similarly the two tiles
that are obtained by cutting vertically are its vertical children.

Lemma 6. A tile of order less than n is blocked if and only if at least

one of its horizontal children and at least one of its vertical children is

blocked.

Proof. This is the contrapositive of Lemma 3 (applied to a tile rather
than the whole square). �

Our goal is to arrange sets of blocked order k tiles into chains. If s
and t are tiles of order k whose interiors intersect, then the chain [s, t]
is the set of all order-k tiles that contain their intersection s ∩ t.
A chain contains a most horizontal and a most vertical tile (these are

s and t), and exactly one tile of each intermediate shape. Two order-k
tiles are called adjacent if their intersection is an order-(k + 1) tile.
A bond of a chain is a pair of adjacent tiles in the chain. Thus the
number of bonds of a chain is one less than the number of tiles. Observe
also that a chain is precisely a directed path in the graph whose vertices
are all order-n tiles, with adjacent pairs connected by an edge directed
towards the more vertical tile. (In fact, this graph may be viewed as a
lamplighter graph corresponding to binary lamps on a path of length
n; see e.g. [9] for a definition.)
We now define the notion of successors of chains. Let [s, t] be an

order-k chain, with s the horizontal end-tile and t the vertical end-tile.
A successor of the chain [s, t] is any set of tiles of order k+1 with the
property that it includes exactly one horizontal child and exactly one
vertical child of every element of [s, t].
The idea of the last definition is that a successor of [s, t] is a minimal

set with the property that if every tile of the successor were blocked,
then every tile of [s, t] would be blocked, according to Lemma 6. If a
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Figure 9. Tiles involved in possible successors of a
chain. White discs are the 4 tiles of a chain of order
k (with 3 bonds). Black discs are tiles of order k + 1.
Adjacent tiles are connected by dashed arrows towards
the more vertical tile. Solid arrows connect a tile to its
children (with horizontal children to the left, and vertical
children to the right).

chain of order less than n is blocked, then it possesses some blocked
successor. This fact is not immediately obvious, because of the require-
ment that a successor include exactly one child of each type. However,
it follows from Figure 9 and the proof of Lemma 7 below. We will
eventually need a somewhat stronger statement – see Lemma 13 in § 7.
A key ingredient in our proof is to classify the possible successors of

a given chain. We say that two chains are separate if they are disjoint,
and no tile of one is adjacent to any tile of the other. (This implies in
particular that their tiles cannot be partitioned into one or two chains
in any other way).

Lemma 7. Any successor of a chain can itself be uniquely expressed

as a union of pairwise separate chains. For a chain of b bonds, any

successor has exactly b + 1 bonds in total, and there are 4
(

b

r

)

possible

successors that consist of r + 1 separate chains, for each r = 0, . . . , b.

Proof. The key observations are illustrated in Figure 9. Each tile in a
chain [s, t] has two horizontal children and two vertical children, but
not all these children are distinct. Specifically, if u, v are two adjacent
tiles of the chain [s, t] (with u the more horizontal), then there is a
unique tile that is both a vertical child of u and a horizontal child of v,
namely the intersection u ∩ v. Aside from such intersections (one for
each bond of [s, t]), all children of the tiles of [s, t] are distinct. Note
also that any horizontal child of a given tile is adjacent to any vertical
child, and these are the only adjacencies among children of the tiles of
[s, t].
We can now consider possible successors. Firstly, if for each bond

in [s, t] we take the intersection tile, and in addition we choose one
horizonal child s′ of s and one vertical child t′ of t, then we obtain one
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(a) (b) (c)

Figure 10. (a) A chain of tiles of order 2. (b) A simple
successor of the chain. (c) A split successor of the chain,
with the same end tiles.

possible successor of [s, t] – in fact, this successor is precisely the order-
(k + 1) chain [s′, t′]. We call a successor consisting of a single chain
simple. See Figure 10(b) for an example. There are 22 = 4 possible
simple successors of a given chain, since there are two possibilities each
for s′ and t′.
On the other hand, consider a successor that does not include u∩ v.

(In the forthcoming application to blocked chains, it will be necessary
to consider such a case if u ∩ v is tileable). In that case the successor

must include the other vertical child of u, namely u \ v (where the

bar denotes topological closure), and similarly it must include v \ u.
Now if, for instance, for each of the other bonds of [s, t] we select the
intersection tile as before (and we select the same end tiles s′, t′), the
resulting successor can be expressed as the union of the two separate
chains [s′, u \ v] and [v \ u, t′]. We say that a split occurred at the
bond (u, v). In general, each bond of [s, t] may or may not be split,
and the resulting successor can always be uniquely expressed as a union
of separate chains, with r splits resulting in r + 1 chains. Combined
with the 4 choices of the end tiles s′ and t′, this gives the claimed
enumeration. �

See Figure 10 for an example – if one splits the order-2 chain [s, t] =
{s, u, t} in (a) between tiles u and t (i.e. between the square and the
vertical tile), one gets two chains shown in (c), the first being a simple
successor of [s, u] and the second a simple successor of [t, t].
The above ideas will be applied as follows. If every tile of a chain

of order less than n is blocked, then the chain must have a successor
each of whose tiles is blocked, by Lemma 6. Thus, if the unit square is
blocked, then we can start from the chain consisting only of the unit
square, and repeatedly find successors until we reach a set of chains of
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order n consisting entirely of unavailable tiles. The set of tiles in these
chains has the property that if they are unavailable then the square is
not tileable. Next we want to count the possible outcomes of such a
process.

5. Chain trees

We next introduce an object called a chain tree, which formalizes
the idea of an iterative construction of a blocking set of tiles. Note
however that the definition itself will be purely combinatorial, and will
not refer to availability of tiles.
A chain tree of depth n is a rooted tree of depth n in which each

vertex is labeled with a chain of tiles (where we allow the possibility
that distinct vertices are labeled with the same chain or intersecting
chains), and with the following properties.

(I) The root corresponds to the order-0 chain consisting only of the
unit square.

(II) For any vertex v at level less than n, the children of v correspond
to pairwise separate chains whose union is a successor of the
chain at v.

Note that each vertex at level k corresponds to a chain of order k,
and the leaves of the tree correspond to chains of order n. Observe also
that stripping the leaves from a chain tree of depth n + 1 results in a
chain tree of depth n.
For a chain tree T of depth n, let c(T ) be the number of leaves,

and t(T ) the total number of tiles in chains at the leaves (counted
with multiplicity; in other words the sum of the cardinalities of the
chains rather than the number of distinct tiles that occur). It is also
convenient to let b(T ) = t(T ) − c(T ) be the total number of bonds in
the chains at the leaves (also counted with multiplicity). For example,
for the simplest chain trees consisting only of simple successors, and
exactly one chain at each level, we have c(T ) = 1 and b(T ) = n.
We will need to enumerate chain trees of depth n weighted according

to the number of leaf tiles. To this end we define the two-variable
polynomial

fn = fn(q, z) :=
∑

T

qb(T )zc(T ),

where the sum is over all chain trees of depth n. For instance, f0 =
z, since the unique depth zero chain tree consists of a single chain
containing a single tile (so no bonds). At order 1 there are 4 possible
successors to this chain, and there cannot yet be any splitting. Hence
f1 = 4qz. At the next level, any given order-2 chain has 4 possible
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simple successors, and 4 possible split successors into 2 chains (each
having one bond). Hence f2 = 4(4q2z + 4q2z2) = 16q2z(1 + z).
We will eventually be interested not in the two-variable polynomial

fn, but the single-variable polynomial

fn(q, q) =
∑

T

qt(T ),

which enumerates chain trees weighted by q to the number of tiles at
depth n. If we set q = 1−p, and if it happens that the chains at depth
n of T are pairwise disjoint, then the term qt(T ) is the probability that
all their constituent tiles are unavailable. In § 7 we will prove the
following.

Proposition 8. For all n, p we have

(1) 1− Tn(p) ≤ fn(1− p, 1− p).

If it were the case that the leaves of a chain tree always corresponded
to pairwise disjoint chains, then Proposition 8 would follow immedi-
ately from Lemma 6 by the argument outlined at the end of § 4. How-
ever, there do exist chain trees with repeated tiles (see Figure 11 for
an example). We will see that the inequality (1) nevertheless holds.
This will be proved by showing that if the unit square is blocked, then
there is a blocked chain tree of a particular type that does have disjoint
chains at its leaves. Before doing this, we will analyze the asymptotic
behavior of fn(q, q) for q small.

6. Analysis of the generating function

Proposition 9. The polynomials fn satisfy the recursion

(2) fn+1(q, z) = fn
(

q(1 + z), 4qz
)

.

Proof. Given a chain tree T of depth n, we may obtain a chain tree of
depth n+1 by choosing a successor of each leaf chain of T and adding
the appropriate children. All chain trees of depth n+1 can be obtained
(each exactly once) in this way.
Fix some chain of β bonds, and for any successor S, write b(S) for the

number of bonds and c(S) for the number of pairwise separate chains.
Then by Lemma 7, the generating function of the possible successors
is given by

(3)
∑

S

qb(S)zc(S) =

β
∑

r=0

(

β

r

)

4qβ+1zr+1 =
[

q(1 + z)
]β
4qz,

where the sum is over all possible successors of the given chain.
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Figure 11. Part of a chain tree with a duplicate tile
(arrows are from a node to its children in the tree). The
1
4
× 1

4
bottom left corner tile is contained in both the top

and bottom leaves.

Consider a depth-n chain tree T whose leaves have c chains, t tiles
and b = t−c bonds (counted with multiplicities, as before). This chain
tree contributes a term qbzc to fn(q, z). The possible extensions of T
to depth n+1 contribute various terms to fn+1(q, z), and since we may
choose any successor for each leaf independently of the others, the sum
of these terms is the product of expressions of the form (3) over the
leaves of T . That is:

(4)
∏

L

[

q(1 + z)
]β(L)

4qz =
[

q(1 + z)
]b
(4qz)c,

where the product is over the leaves of T , and β(L) is the number of
bonds of the chain at leaf L.
The polynomial fn+1(q, z) is obtained by summing the expression

in (4) over all chain trees of depth n. Therefore, it is obtained from
fn(q, z) by replacing each term qbzc with the term [q(1 + z)]b(4qz)c.
This gives (2). �

Corollary 10. Fix q and z and write fn = fn(q, z). For every n,

(5)
fn+2

fn+1
=

fn+1

fn
+ fn+1.
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Proof. For n = 0, (5) is easily verified (recall that f0 = z, f1 = 4qz,
and f2 = 16q2z(1 + z)). Now the two-variable rational function Rn :=
fn+2/fn+1−fn+1/fn−fn+1 satisfies the same recursion (2) as f , that is,
Rn+1(q, z) = Rn(q(1+z), 4qz); this is immediate simply by substituting
from (2) for each of fn+3, fn+2, fn+1. It follows that Rn is identically
zero for every n. �

Next, we show how to control the asymptotic behaviour of solutions
to the recursion (5).

Lemma 11. Suppose that a0, a1 > 0, and that the sequence (an) satis-
fies the recursion (5), in other words for every n,

(6)
an+2

an+1
=

an+1

an
+ an+1.

If X satisfies

(7)
ak
ak−1

+
ak

1−X
≤ X < 1,

for some k, then for every n we have an+1/an < X and so an < a0X
n.

Proof. Write Qn = an/an−1. Observe that an > 0 for all n, by induc-
tion. Therefore Qn is increasing in n. We need to prove that Qn < X
for all n ≥ 1. By (7) we have

Qk < Qk +
ak

1−X
≤ X,

so the required inequality holds for n = k, and hence also for all n < k
since Qn is increasing. For n > k we use induction. Suppose that
Qn < X for all n ≤ m, where m ≥ k. By repeated application of (6),

Qm+1 = Qk +

m
∑

i=k

ai.

On the other hand the inductive hypothesis gives ai ≤ akX
i−k for

k ≤ i ≤ m, so substituting into the last equation and using (7) gives

Qm+1 < Qk +
ak

1−X
≤ X. �

Corollary 12. Let 0 < q < 1, and define a sequence (an)n≥0 by a0 = q,
a1 = 4q2, and

an+2

an+1

=
an+1

an
+ an+1, n ≥ 0

If for some k we have ak < ak−1 and

(8)
(

1− ak
ak−1

)2

≥ 4ak,
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then for every n,

(9) fn(q, q) ≤
(1 + ak/ak−1

2

)n

.

Proof. It is easy to verify that an X satisfying the quadratic inequality
(7) exists exactly when (8) holds, in which case X = (1 + ak/ak−1)/2
is a solution. Since a0 = q < 1, Lemma 11 implies the result. �

Proof of Theorem 1. We combine Corollary 12 with Proposition 8 for
suitable values of k and q := 1− p. With q = 1/8 we get a0 = 1/8 and
a1 = 1/16. Therefore (8) holds with equality for k = 1, and (9) gives
the first claim of Theorem 1.
Using arithmetic with rational numbers to avoid numerical errors,

we have verified that for q = 1/7, (8) is satisfied for k = 16, and
(1 + a16/a15)/2 is slightly smaller than 16/17. This establishes the
second claim of Theorem 1, but the calculation involves integers with
more than 50000 digits. Similarly, using interval arithmetic to avoid
errors gives the third claim. �

For the above values of q, the bounds on Tn(p) are not the best that
can be obtained from our analysis. Using larger k and the optimal
bound from Lemma 11 yields slightly better exponential decay. For
example, this gives Tn(7/8) ≥ 1 − 0.655n. We believe that the correct
exponential decay is even faster, and that pc is strictly smaller than
our bound.

7. The principal chain tree

Finally, we will prove Proposition 8. As mentioned earlier, this would
be easy if the chains at different leaves of a chain tree were always
disjoint. However, this is not the case, as shown by Figure 11.
Instead, we will define a special class of chain trees whose chains

will turn out to be disjoint. They will be constructed by iteratively
finding blocked successors to each blocked chain, as discussed earlier,
but with the additional restriction that we split only where necessary.
More formally, given a designation of all order-n tiles as available and
unavailable, we call a depth-n chain tree T a principal chain tree if
in addition to conditions (I) and (II), it satisfies the following.

(III) Each tile in each chain of T is blocked.
(IV) If the chain corresponding to some vertex contains a bond (u, v)

for which the tile u ∩ v is blocked, then one of its children
contains u ∩ v in its chain (i.e. there is no split at this bond).

Lemma 13. If [0, 1]2 is blocked, then there exists a principal chain tree.
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w

[0, 1]2

Figure 12. The tiles that contain w. Solid arrows point
from tiles to their children, and dashed arrows connect
adjacent pairs of tiles, pointing towards the more vertical
tile. A chain is highlighted.

Proof. Start with the blocked chain containing only [0, 1]2, and iter-
atively find a blocked successor of each previously-constructed chain,
splitting at a bond (u, v) only when the tile u ∩ v is tileable. �

The key fact about principal chain trees is the following.

Lemma 14. In a principal chain tree, the chains corresponding to

distinct vertices are disjoint.

Proof. The proof relies on two observations. First, consider the graph
whose vertices are all tiles (of all orders) that contain as a subset some
fixed tile w, and with a directed edge from a tile to its children in this
set. This graph is isomorphic to a rectangular portion of the oriented
square lattice Z

2, as shown in Figure 12. If w has shape 2−a × 2−b,
the point (i, j) corresponds to the unique tile of shape 2−i × 2−j that
contains w, for each 0 ≤ i ≤ a and 0 ≤ j ≤ b. (In the figure, the
first coordinate increases from top to bottom, and the second from left
to right). Adjacent pairs of tiles correspond to points differing by the
diagonal vector (−1, 1). Thus, a chain all of whose tiles contain w
corresponds to an interval on some diagonal in the lattice.
Second, we observe that paths in a chain tree may be mapped to

paths in the lattice in the following way. Recall that different vertices
in the chain tree may a priori be labeled with the same chain (although
the present proof will in particular rule this out), so we must be careful
to distinguish between vertices in the tree and their associated chains.
Suppose that a tile w is contained in a chain corresponding to some
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vertex x in a chain tree. Consider the unique self-avoiding path π from
x to the root in the chain tree. The chain of the parent vertex of x in this
path must contain either the horizontal parent or the vertical parent
of w (possibly both). (The horizontal parent of w is the unique
tile that has w as a vertical child, and the vertical parent is defined
similarly). Iterating this, we find a sequence of blocked tiles, each a
parent of the previous one, starting at w and ending at [0, 1]2. We call
such a sequence an ancestry of w. Each tile of an ancestry belongs
to the chain of the corresponding vertex of the path π. Each tile in
an ancestry contains w, and an ancestry corresponds to a (backwards)
directed path in the lattice.
Now suppose for a contradiction that an order-n tile w occurs in two

(not necessarily different) chains corresponding to different vertices at
level n of a principal chain tree. These vertices have a last common
ancestor vertex in the chain tree, with a corresponding chain C. We
can also find two ancestries of w corresponding to its membership in
the two initial chains, and each of them must include a tile in C; call
these two tiles s and t, and let s+, t+ be their respective children in the
two ancestries. By the choice of C, the tiles s+ and t+ must lie in the
chains of two different children of C. Hence the chain tree must include
a split at some bond of C somewhere between s and t. By property
(IV) of a principal chain tree, this split must occur because some tile
u that is the intersection of two adjacent tiles in the chain [s, t] ⊆ C is
tileable. Note that s and t both contain w, hence so does every tile in
[s, t], and hence so does u.
The two ancestries of blocked tiles from w to each of s and t corre-

spond to directed paths in the square lattice, as indicated in Figure 13.
(The two ancestries might a priori intersect, although aside from s and
t their tiles occur in chains at distinct vertices in the chain tree). Now
consider the tile u, which abuts some bond of the chain [s, t] in the
lattice as shown. By Lemma 6, either both horizontal or both vertical
children of u are tileable. (This is the only place where we use the
“only if” direction of Lemma 6). Suppose that u is strictly larger than
w in both width and height. Then w is contained in one of u’s hori-
zontal children and one of its vertical children, hence u has a child that
contains w and is tileable. Iterating this argument until we reach a tile
of the same width or height as w, we obtain a directed path of tileable
tiles in the lattice, starting at u and ending in the row or column con-
taining w, as shown in Figure 13. Such a path must intersect one of
the two blocked ancestry paths, giving a contradiction. �



THE PHASE TRANSITION FOR DYADIC TILINGS 19

w

[0, 1]2

s

t

u

= tileable

= blocked

Figure 13. The path of tileable tiles from u must in-
tersect one of the paths of blocked tiles from s and t to
w, a contradiction.

Proof of Proposition 8. Using Lemmas 13 and 14,

1− Tn(p) = P
(

[0, 1]2 is blocked
)

≤ P(there exists a principal chain tree)

≤
∑

T

(1− p)t(T )1[T has pairwise disjoint chains]

≤
∑

T

(1− p)t(T )

= fn(1− p, 1− p),

where the sums are over all chain trees of depth n. �

Open problems

(i) Does the tiling probability Tn(pc) at the critical point have a
limit as n → ∞? If so, what is it? (As remarked in § 3, such a
limit must be at least (

√
5− 1)/2.)

(ii) Is there a phase transition in dimensions d ≥ 3? That is, let
each d-dimensional dyadic tile of volume 2−n be available inde-
pendently with probability p, and let pc(d) be the infimum of p
for which there is a tiling of the cube [0, 1]d with high probabil-
ity as n → ∞. Then pc(d) is non-decreasing in d, so Theorem 1
implies pc(d) < 1 for all d ≥ 2. Is it the case that pc(d) > 0 for
d ≥ 3? (In contrast with d = 2, for d ≥ 3 every point of [0, 1]d

is covered with high probability for every p > 0).
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