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#### Abstract

Let $I \subseteq R=k\left[x_{0}, \ldots, x_{n}\right]$ be a homogeneous ideal. A current research theme is to compare the symbolic powers of $I$ with the regular powers of $I$. In this paper, we investigate which ordinary powers $I^{r}$ contain given symbolic powers $I^{(m)}$ for radical ideals $I \subset k\left[x_{0}, \ldots, x_{3}\right]$ defining a finite set of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. We focus on the case that the points are general.


## 1. Introduction

In this paper, we take the first step towards understanding the results of [1, 2, , 6, 19, 20, in a multi-graded context by comparing the symbolic powers and regular powers of an ideal of a finite set of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. Other aspects of ideals of such points have been studied by the first and third authors, among others; see, for example [11, 13, 15, 23, 27, 28].

Throughout this paper, we work over an algebraically closed field $k$, of arbitrary characteristic. Let $I$ be a homogeneous ideal in the homogeneous coordinate ring $k\left[\mathbb{P}^{N}\right]=$ $k\left[x_{0}, \ldots, x_{N}\right]$ of $\mathbb{P}^{N}$. Then

$$
\rho(I)=\sup \left\{m / r: I^{(m)} \nsubseteq I^{r}\right\}
$$

is called the resurgence of $I$ [1] (see section 2 below for the definiton of the symbolic power $\left.I^{(m)}\right)$. By definition, if $m$ and $r$ are positive integers such that $m / r>\rho(I)$, then $I^{(m)} \subseteq I^{r}$. However, $\rho(I)$ is often very hard to compute. Even showing that $\rho(I)$ is finite is not easy, but it follows from [6, 20] that $\rho(I) \leq N$, and more generally that $\rho(I) \leq h_{I}$ where $h_{I}$ is the maximum height of an associated prime of $I$.

Lower bounds for $\rho(I)$ involving numerical invariants of $I$ other than $h_{I}$ were given in [1]. For each $h$, these bounds show that ideals with $h_{I}=h$ can be found where $\rho(I)$ is arbitrarily close to $h$ (in particular, the supremum of the values of $\rho(I)$ over all homogeneous ideals $I$ with $h_{I}=h$ is $h$, but no examples are known for which $\rho(I)$ is equal to $h$ when $h>1$ ). In some situations, [1] gives an exact value for $\rho(I)$ by giving an upper bound on $\rho(I)$ which coincides with the lower bound. However, these upper bounds require that $I$ define a zero-dimensional subscheme of $\mathbb{P}^{N}$ (or a cone over a finite set of points; see [1, Proposition 2.5.1(b)]). The only other case where upper bounds other than

[^0]$\rho(I) \leq h_{I}$ are known is that of complete intersections (in which case the resurgence is 1 ; see section (2.4). Thus much less is known about values of $\rho(I)$ when the subscheme that $I$ defines is positive dimensional but not a cone over a finite set of points nor a complete intersection.

Given the difficulty in finding $\rho(I)$, one may instead wish to look at variants of the resurgence. For a homogeneous ideal $I \subseteq k\left[\mathbb{P}^{N}\right]$, we introduce an asymptotic resurgence, which we define as

$$
\rho_{a}(I)=\sup \left\{m / r: I^{(m t)} \nsubseteq I^{r t}, t \gg 0\right\}
$$

We will also consider an alternate asymptotic version of the resurgence, which we define as

$$
\rho_{a}^{\prime}(I)=\limsup _{t \rightarrow \infty} \rho(I, t)
$$

where $\rho(I, t)=\left\{m / r: I^{(m)} \nsubseteq I^{r}, m \geq t, r \geq t\right\}$. In Theorem 2.5.1 we give both upper and lower bounds on these asymptotic versions of the resurgence for ideals of certain finite sets of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$.

What makes this especially interesting is that the upper bounds in Theorem 2.5.1, albeit on the asymptotic resurgence, break new ground by applying to ideals of certain positive dimensional subschemes which are not complete intersections or cones over points. This is a consequence of the fact that the ideal of a finite set of points in a product of projective spaces is actually also the homogeneous ideal of a positive dimensional subscheme in a single projective space, as we now explain in more detail.

The multi-homogeneous coordinate ring $k\left[\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}\right]$ of $\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}$ is

$$
k\left[x_{1,0}, \ldots, x_{1, n_{1}}, \ldots, x_{t, 0}, \ldots, x_{t, n_{t}}\right] .
$$

It has a multi-grading given by

$$
\operatorname{deg}\left(x_{i, j}\right)=e_{i}=(0, \ldots, 0,1,0, \ldots, 0) \in \mathbb{N}^{t}
$$

where the 1 is in the $i$ th position. The ring $k\left[\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}\right]$ is a direct sum of its multi-homogeneous components $k\left[\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}\right]_{\left(a_{1}, \ldots, a_{t}\right)}$, where $k\left[\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}\right]_{\left(a_{1}, \ldots, a_{t}\right)}$ is the $k$-vector space span of the monomials of multi-degree $\left(a_{1}, \ldots, a_{t}\right)$. An ideal $I \subseteq$ $k\left[\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}\right]$ is multi-homogeneous if it is the direct sum of its multi-homogeneous components (i.e., of $k\left[\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}\right]_{\left(a_{1}, \ldots, a_{t}\right)} \cap I$ ). Note that a multi-homogeneous ideal $I$ can be regarded as a homogeneous ideal in $k\left[\mathbb{P}^{N}\right], N=n_{1}+\cdots+n_{t}+t-1$, where a monomial of multi-degree $\left(a_{1}, \ldots, a_{t}\right)$ has degree $d=a_{1}+\cdots+a_{t}$ and the homogeneous component of $I$ of degree $d$ is $I_{d}=\bigoplus_{\sum_{i} a_{i}=d} I_{\left(a_{1}, \ldots, a_{t}\right)}$. However, when $t>1$, a multihomogeneous ideal $I$ when regarded as being homogeneous never defines a 0-dimensional subscheme of $\mathbb{P}^{N}$, even if $I$ defines a zero-dimensional subscheme of $\mathbb{P}^{n_{1}} \times \cdots \times \mathbb{P}^{n_{t}}$. For example, the multi-homogeneous ideal $I$ of a finite set of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ defines a finite set of lines in $\mathbb{P}^{3}$, which are skew (and thus not a cone) if no two of the points lie on the same horizontal or vertical rule of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ (see Remark 2.1.2), and not a complete intersection unless the points comprise a rectangular array in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ (see section 2.4).

Thus except for special configurations of the points, the results of [1] giving upper bounds on the resurgence of ideals of finite sets of points of projective space do not apply to multi-homogeneous ideals defining finite sets of points in products of projective space.

Our goal, therefore, is to take a first step in extending the results of [1] to a multi-graded environment (and to thereby obtain results for certain homogeneous ideals defining positive dimensional subschemes of projective space) by studying $\rho(I), \rho_{a}^{\prime}(I)$ and $\rho_{a}(I)$ when $I$ is a radical ideal defining a finite set of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. Even in this restricted setting, we will require extensive machinery coming from both commutative algebra (involving multi-homogeneous ideals) and algebraic geometry (involving rational surfaces). As an application of our results, we obtain the following theorem (see the end of section 3 for the proof):
Theorem 1.1. Let $I$ be the ideal of a set $Z$ of $s$ general points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. Then $I^{m}=I^{(m)}$ for all $m>0$ if and only if $s$ is $1,2,3$ or 5 . In particular, $\rho(I)=\rho_{a}^{\prime}(I)=\rho_{a}(I)=1$ if $s$ is $1,2,3$ or 5 . Moreover, except for $s=1,2,3,5$, we have $1<\rho_{a}(I) \leq \rho_{a}^{\prime}(I) \leq \rho(I)$.

It may also be of interest to note that since the ideal of a set of $s$ general points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ is a complete intersection if and only if $s=1$, Theorem 1.1 gives examples of ideals which are not complete intersections which nonetheless have $\rho(I)=1$.

Our paper is structured as follows. In Section 2 we develop the required background and we apply it to obtain results on the various variants of the resurgence. In Section 3, we prove the results which lead to a proof of Theorem 1.1.

Whereas most of our focus in this paper is on general sets of points, points not in general position can also be of interest. In a forthcoming paper we will study the same sort of problems for finite sets of points which are arithmetically Cohen-Macaulay subschemes of $\mathbb{P}^{1} \times \mathbb{P}^{1}$.
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## 2. Background

2.1. Points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ and their ideals. For the convenience of the reader, we review some of the properties of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$. Let $R=k\left[\mathbb{P}^{1} \times \mathbb{P}^{1}\right]$, where we will use the standard multi-grading for $R$. That is, $R=k\left[x_{0}, x_{1}, y_{0}, y_{1}\right]$, with $\operatorname{deg} x_{i}=(1,0)$ and $\operatorname{deg} y_{i}=(0,1)$.

Let $I \subseteq R$ be a multi-homogeneous ideal (because $R$ is bigraded, we sometimes say $I$ is bihomogeneous). Then $I$ has a multi-homogeneous primary decomposition, i.e., a primary decomposition $I=\bigcap_{i} Q_{i}$ where each $\sqrt{Q_{i}}$ is a multi-homogeneous prime ideal, and $Q_{i}$ is multi-homogeneous and $\sqrt{Q_{i}}$-primary [4]. We define the $m$-th symbolic power of $I$ to be the ideal $I^{(m)}=\bigcap_{j} P_{i_{j}}$, where $I^{m}=\bigcap_{i} P_{i}$ is a multi-homogeneous primary decomposition, and the intersection $\bigcap_{j} P_{i_{j}}$ is over all components $P_{i}$ such that $\sqrt{P_{i}}$ is contained in an associated prime of $I$. In particular, we see that $I^{(1)}=I$ and that $I^{m} \subseteq I^{(m)}$.

Remark 2.1.1. It is clear that $\rho_{a}(I) \leq \rho_{a}^{\prime}(I) \leq \rho(I)$. For any ideal $(0) \neq J \subseteq k\left[\mathbb{P}^{N}\right]$, let $\alpha(J)$ denote the degree of a non-zero element of $J$ of least degree. Given a homogeneous ideal $(0) \neq I \subsetneq k\left[\mathbb{P}^{N}\right]$, then $\alpha\left(I^{m}\right)=m \alpha(I)$ (since $I$ is homogeneous) and $\alpha(I)>0$ (since $I \subsetneq k\left[\mathbb{P}^{N}\right]$ ). Therefore, $I^{(m)} \subseteq I^{r}$ implies $I^{m} \subseteq I^{(m)} \subseteq I^{r}$ hence $m \alpha(I)=\alpha\left(I^{m}\right) \geq$ $\alpha\left(I^{r}\right)=r \alpha(I)$ so $m / r \geq 1$ and thus $1 \leq \rho_{a}(I) \leq \rho_{a}^{\prime}(I) \leq \rho(I)$, so if $\rho(I) \leq 1$, then $1=\rho_{a}(I)=\rho_{a}^{\prime}(I)=\rho(I)$.

Of particular interest to this paper is the case that $I$ is the ideal of a set $Z$ of $s$ distinct reduced points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$, i.e., $Z=\left\{P_{1}, \ldots, P_{s}\right\}$. A point has the form $P=$ $\left[a_{0}: a_{1}\right] \times\left[b_{0}: b_{1}\right] \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ and its defining ideal $I(P)$ in $R$ is a prime ideal of the form $I(P)=(F, G)$ where $\operatorname{deg} F=(1,0)$ and $\operatorname{deg} G=(0,1)$. The ideal $I(Z)$ is then given by $I(Z)=\bigcap_{i=1}^{s} I\left(P_{i}\right)$. Furthermore, the $m$-th symbolic power of $I(Z)$ has the form $I(Z)^{(m)}=\bigcap_{i=1}^{s} I\left(P_{i}\right)^{m}$. The scheme defined by $I(Z)^{(m)}$ is sometimes referred to as a fat point scheme, and denoted $m P_{1}+\cdots+m P_{s}$.
Remark 2.1.2. Note that $k\left[\mathbb{P}^{1} \times \mathbb{P}^{1}\right]=k\left[x_{0}, x_{1}, y_{0}, y_{1}\right]=k\left[\mathbb{P}^{3}\right]$. The irrelevant ideals $\left(x_{0}, x_{1}\right)$ and $\left(y_{0}, y_{1}\right)$ corresponding to the two factors of $\mathbb{P}^{1}$ in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ define a pair of skew lines $L_{1} \cong \mathbb{P}^{1}$ and $L_{2} \cong \mathbb{P}^{1}$ in $\mathbb{P}^{3}$, where $I\left(L_{1}\right)=\left(y_{0}, y_{1}\right)$ and hence $k\left[L_{1}\right]=k\left[x_{0}, x_{1}\right]$, and similarly $I\left(L_{2}\right)=\left(x_{0}, x_{1}\right)$ and $k\left[L_{2}\right]=k\left[y_{0}, y_{1}\right]$. Thus the point $P=\left[a_{0}: a_{1}\right] \times\left[b_{0}:\right.$ $\left.b_{1}\right] \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ defines a pair of points $P_{1}=\left[a_{0}: a_{1}\right] \in L_{1}$ and $P_{2}=\left[b_{0}: b_{1}\right] \in L_{2}$ and the ideal $I(P)$ defines the line $L_{P}$ in $\mathbb{P}^{3}$ through the points $P_{1}$ and $P_{2}$. Given distinct points $P, Q \in \mathbb{P}^{1} \times \mathbb{P}^{1}$, the lines $L_{P}$ and $L_{Q}$ meet if and only if either $P_{1}=Q_{1}$ or $P_{2}=Q_{2}$; i.e., if and only if $P$ and $Q$ are both on the same horizontal rule or both on the same vertical rule of $\mathbb{P}^{1} \times \mathbb{P}^{1}$.
2.2. Hilbert functions and points in 1-generic position. Let $Z \subseteq \mathbb{P}^{N}$ be the subscheme defined by a homogeneous ideal $I$ in $k\left[\mathbb{P}^{N}\right]$. We recall that the Hilbert function $H_{Z}$ of $Z$ is defined to be $H_{Z}(t)=\operatorname{dim} k\left[\mathbb{P}^{N}\right]_{t}-\operatorname{dim} I_{t}$, where for a graded module $M, M_{t}$ denotes the homogeneous piece of degree $t$. Similarly, recall that the Hilbert function $H_{Z}$ of a subscheme $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ is defined to be $H_{Z}(i, j)=\operatorname{dim} k\left[\mathbb{P}^{1} \times \mathbb{P}^{1}\right]_{(i, j)}-\operatorname{dim} I(Z)_{(i, j)}$.

Let $U_{s} \subset\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)^{s}$ be the open set of all sets of distinct points $P_{1}, \ldots, P_{s} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$. When one says that some fact is true for $s$ general points, or that it is true if the points $P_{1}, \ldots, P_{s}$ are general, it means that the locus of points for which the fact holds contains a non-empty open subset of $U_{s}$. Thus it is not meaningful to refer to a specific choice $P_{1}, \ldots, P_{s}$ of $s$ points as being general. To be specific about a case of relevance here,
consider a finite set of points $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ (regarded as a reduced subscheme). We will say $Z$ has generic Hilbert function if

$$
H_{Z}(i, j)=\min \left\{\operatorname{dim} R_{(i, j)},|Z|\right\}=\min \{(i+1)(j+1),|Z|\} .
$$

It is well known that general points have generic Hilbert function; i.e, for each $s \geq 1$, there is a non-empty open subset of $U_{s}$ consisting of distinct ordered sets of $s$ points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ with generic Hilbert function (see, for example, [28]). In particular, those sets of $s$ distinct points $Z$ for which every subset of $Z$ has generic Hilbert function contains a non-empty open subset of $U_{s}$. It is traditional to express this by saying: every subset of a set of $s$ general points $P_{1}, \ldots, P_{s}$ in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ has generic Hilbert function, even though it does not make sense to refer to any specific set $P_{1}, \ldots, P_{s}$ of $s$ points as being general.

We will say that a set of $s$ distinct points $P_{1}, \ldots, P_{s}$ are 1-generic or are in 1-generic position if for every subscheme $Z=m_{1} P_{1}+\cdots+m_{s} P_{s}$ with $0 \leq m_{i} \leq 1, Z$ has generic Hilbert function. Thus $s$ general points are 1-generic. Note that points $P_{1}, \ldots, P_{s} \in$ $\mathbb{P}^{1} \times \mathbb{P}^{1}$ being generic is not the same as being general or 1 -generic. To explain, let $\mathbb{K} \subseteq k$ be a subfield. Then there is a natural inclusion $\mathbb{P}_{\mathbb{K}}^{1} \subseteq \mathbb{P}_{k}^{1}$, and we say that $P_{1}, \ldots, P_{s} \in \mathbb{P}_{k}^{1} \times \mathbb{P}_{k}^{1}=\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)_{k}$ are generic if $P_{i} \in\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)_{k_{i}} \backslash\left(\mathbb{P}^{1} \times \mathbb{P}^{1}\right)_{k_{i-1}}$ for each $i$, where $k_{0} \subsetneq k_{1} \subsetneq \cdots \subsetneq k_{s}=k$ is a tower of algebraically closed fields such that $k_{0}$ is the algebraic closure $\overline{k^{\prime}}$ of the prime field $k^{\prime}$ of $k$. Thus for example, if $C \subset \mathbb{P}^{2}$ is an irreducible reduced cubic with a double point, and if we pick points $p_{1}, \ldots, p_{8} \in C$ such that no three are collinear and no six lie on a conic but such that $p_{1}$ is the double point, then the points are 1 -generic but not general nor generic. On the other hand, $s$ generic points are 1-generic.
Example 2.2.1. Any single point of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ is in 1-generic position. Two points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ are in 1-generic position if and only if they are not both on the same horizontal or vertical rule of $\mathbb{P}^{1} \times \mathbb{P}^{1}$. As a consequence, if $s \geq 3$ points are in 1 -generic position, then no two of them lie on the same horizontal or vertical rule. For $s=3$, the converse is also true (since any such three points are equivalent under an isomorphism of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ ), but for $s \geq 4$ points the condition that no two lie on the same horizontal or vertical rule is not sufficient to ensure that the points are in 1-generic position. (This is because given three points in 1-generic position, there is, up to multiplication by scalars, a unique form of degree $(1,1)$ which vanishes on the three points. In order for four points to be in 1-generic position, the fourth point cannot be in the zero-locus of the ( 1,1 )-form associated to the other three points.)
2.3. Divisors on blow ups and a connection to $\mathbb{P}^{2}$. Given a finite set of distinct points $P_{1}, \ldots, P_{s} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$, let $\pi: X \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ be the birational morphism obtained by blowing up the points $P_{i}$. Let $\mathrm{Cl}(X)$ be the divisor class group of $X$. Let $H$ and $V$ be the pullback to $X$ of general members of the rulings on $\mathbb{P}^{1} \times \mathbb{P}^{1}$ (horizontal and vertical, respectively), and for each point $P_{i}$ let $E_{i}$ be the exceptional divisor of the blow up of $P_{i}$. Every divisor is linearly equivalent to a unique divisor of the form $a H+b V-m_{1} E_{1}-\cdots-m_{s} E_{s}$. Because of this, we can regard $\mathrm{Cl}(X)$ as the free abelian group on the set $\left\{H, V, E_{1}, \ldots, E_{s}\right\}$. This
basis is called an exceptional configuration. In particular, when we have a divisor of the form $a H+b V-m_{1} E_{1}-\cdots-m_{s} E_{s}$, we will leave it to context whether we really mean a divisor or its linear equivalence class in $\mathrm{Cl}(X)$. We also recall that the intersection form on $\mathrm{Cl}(X)$ is determined by $H \cdot E_{i}=V \cdot E_{i}=H^{2}=V^{2}=E_{i} \cdot E_{j}=0$ for all $i \neq j$, and $-H \cdot V=E_{i}^{2}=-1$ for $i>0$.

Given a divisor $F$ on $X$, it will be convenient to write $h^{i}(X, F)$ in place of $h^{i}\left(X, \mathcal{O}_{X}(F)\right)$, and we will refer to a divisor class as being effective if it is the class of an effective divisor. We also sometimes say by ellipsis that a divisor is effective when we mean only that it is linearly equivalent to an effective divisor. (If we were ever to mean that a divisor is actually effective and not just linearly equivalent to an effective divisor, we would say the divisor is strictly effective.) We denote the subsemigroup of classes of effective divisors by $\operatorname{EFF}(X) \subseteq \mathrm{Cl}(X)$. We recall that a divisor or divisor class $D$ is nef if $D \cdot C \geq 0$ for every effective divisor $C$, and we denote the subsemigroup of classes of nef divisors by $\mathrm{NEF}(X) \subseteq \mathrm{Cl}(X)$.

Problems involving fat points $Z=\sum_{i} m_{i} P_{i}$ with support at distinct points $P_{i} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ can be translated into problems involving divisors on $X$. Given $I=I(Z)$ and $(i, j)$, then as a vector space $I(Z)_{(i, j)}$ can be identified with $H^{0}\left(X, i H+j V-\sum_{i} m_{i} E_{i}\right)$, which itself can be regarded as a vector subspace of the space of sections $H^{0}\left(\mathbb{P}^{1} \times \mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1} \times \mathbb{P}^{1}}(i, j)\right)$. Thus given $(i, j)$, it is convenient to define the divisor $F(Z,(i, j))=i H+j V-\sum_{i} m_{i} E_{i}$, in which case we have, under the identifications above,

$$
I(Z)=\bigoplus_{i, j} I(Z)_{(i, j)}=\bigoplus_{i, j} H^{0}(X, F(Z,(i, j)))
$$

Remark 2.3.1. It can be useful to reinterpret problems involving points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ as problems involving points of $\mathbb{P}^{2}$. Let $Y$ be a finite set of points $p_{1}, \ldots, p_{s}$ of $\mathbb{P}^{2}$. Let $Z$ be the image of $Y$ under the birational transformation from $\mathbb{P}^{2}$ to $\mathbb{P}^{1} \times \mathbb{P}^{1}$ given by blowing up two points $p_{s+1}, p_{s+2} \in \mathbb{P}^{2}$ such that none of the points $p_{i}, i<s+1$ is on the line $A$ through $p_{s+1}$ and $p_{s+2}$ and blowing down the proper transform $E$ of $A$. The divisors $L, E_{1}, \ldots, E_{s+2}$, where $L$ is a line and $E_{i}$ is the exceptional curve obtained by blowing up the point $p_{i}$, give a basis of the divisor class group $\mathrm{Cl}(X)$ for the surface $X$ obtained by blowing up the points $p_{i}$, also called an exceptional configuration. The birational transformation from $\mathbb{P}^{2}$ to $\mathbb{P}^{1} \times \mathbb{P}^{1}$ described above induces a birational morphism $X \rightarrow$ $\mathbb{P}^{1} \times \mathbb{P}^{1}$ given by contracting $E_{1}, \ldots, E_{s}, L-E_{s+1}-E_{s+2}$. We also have an exceptional configuration on $X$ coming from blowing up points $P_{0}, P_{1}, \ldots, P_{s} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ to obtain $X$; this basis is given by $H=L-E_{s+1}, V=L-E_{s+2}, E_{1}, \ldots, E_{s}, E=L-E_{s+1}-E_{s+2}$ where $H$ and $V$ give the rulings on $\mathbb{P}^{1} \times \mathbb{P}^{1}$. We can identify $P_{i}$ with $p_{i}$ for $i=1, \ldots, s ; P_{0}$ is the point obtained by contracting the proper transform of the line through $p_{s+1}$ and $p_{s+2}$. Thus $H^{0}\left(X, a H+b V-m\left(E_{1}+\cdots+E_{s}\right)\right)=H^{0}\left(X,(a+b) L-m\left(E_{1}+\cdots+E_{n}\right)-a E_{s+1}-b E_{s+2}\right)$. If $I$ is the ideal of the fat points $m P_{1}+\cdots+m P_{s}$, we note that $\alpha\left(I^{(m)}\right)$ is then the least $t$ such that $t=a+b$ and $h^{0}\left(X,(a+b) L-m\left(E_{1}+\cdots+E_{s}\right)-a E_{s+1}-b E_{s+2}\right)>0$.

Alternatively, suppose $P_{1}, \ldots, P_{s} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ are such that no two of the points $P_{i}$ lie on the same horizontal or vertical rule. Let $X \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ be the birational morphism obtained by blowing up the points $P_{i}$. Then there is also a birational morphism $X \rightarrow \mathbb{P}^{2}$. If $H, V, E_{1}, \ldots, E_{s}$ is the exceptional configuration for $X \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$, the exceptional configuration for $X \rightarrow \mathbb{P}^{2}$ can be taken to be $L=H+V-E_{s}, E_{1}^{\prime}=E_{1}, \ldots, E_{s-1}^{\prime}=E_{s-1}$, $E_{s}^{\prime}=H-E_{s}$ and $E_{s+1}^{\prime}=V-E_{s}$.
2.4. Complete Intersections. Whenever $I^{(m)}=I^{m}$ for all $m \geq 1$ for a homogeneous ideal $I$, we have $I^{(m)}=I^{m} \subseteq I^{r}$ whenever $m \geq r$, and hence $\rho(I) \leq 1$. If also $(0) \neq I \neq$ (1), then $\rho(I)=\rho_{a}^{\prime}(I)=\rho_{a}(I)=1$ by Remark 2.1.1. One situation for which $I^{(m)}=I^{m}$ for all $m$ occurs is the case that $I$ is a complete intersection, meaning that $I$ has a set of $t$ generators, where $t$ is the codimension. For example, suppose $I$ is the ideal of a finite set $Z$ of points of $\mathbb{P}^{1} \times \cdots \times \mathbb{P}^{1}=\left(\mathbb{P}^{1}\right)^{t}=Y$. Then $\operatorname{codim}_{Y}(Z)=t$, so $I$ is a complete intersection if it is generated by $t$ elements of $I$. As noted in [11, Remark 1.3] for $t=2$ (but which extends naturally to all $t \geq 2$ ), an ideal $I$ of a finite set of points $Z \subset Y$ is a complete intersection if and only if $Z$ is a rectangular array of points (i.e., $Z=X_{1} \times \cdots \times X_{t}$ for finite sets $X_{i} \subset \mathbb{P}^{1}$ ).

Proposition 2.4.1. Let $X_{1}, \ldots, X_{t} \subseteq \mathbb{P}^{1}$ be finite sets of points, and let $I$ be the ideal of $Z=X_{1} \times X_{2} \times \cdots \times X_{t} \subseteq \mathbb{P}^{1} \times \cdots \times \mathbb{P}^{1}$. Then $I^{m}=I^{(m)}$ for all $m \geq 1$ and $\rho(I)=\rho_{a}^{\prime}(I)=\rho_{a}(I)=1$.

Proof. Under these hypotheses, $I=I\left(X_{1}\right) R+\cdots+I\left(X_{t}\right) R$ with $R=k\left[\mathbb{P}^{1} \times \cdots \times \mathbb{P}^{1}\right]$ and $I\left(X_{i}\right)$ is the defining ideal of $X_{i}$ in $k\left[\mathbb{P}^{1}\right]$. The ideal $I$ is then a complete intersection. For any complete intersection $I$, we have $I^{m}=I^{(m)}$ for all $m \geq 1$ (see [30, Lemma 5, Appendix 6]). Thus $\rho(I)=1$, and hence also $\rho_{a}^{\prime}(I)=\rho_{a}(I)=1$ by Remark 2.1.1,
2.5. Bounds on the resurgence. In Theorem 2.5.1 we give bounds on the resurgence. Bounds (2) and (3), which are along the lines of bounds given in [1], require some notation. Given a homogeneous ideal $I \neq(0)$, we denote the least integer $t$ such that $I$ is generated in degrees $t$ or less by $\omega(I)$, and we define, as in [1],

$$
\gamma(I)=\lim _{m \rightarrow \infty} \frac{\alpha\left(I^{(m)}\right)}{m}
$$

Bound (4) generalizes the fact that $\rho_{a}^{\prime}(I)=1$ if $I^{(m)}=I^{m}$ for all $m \geq 1$ for a homogeneous ideal $(0) \neq I \neq(1)$. This generalization applies when there is a $c$ such that $I^{(c m)}=\left(I^{(c)}\right)^{m}$ for all $m \geq 1$. This occurs whenever the symbolic power algebra $\bigoplus_{j} I^{(j)}$ is Noetherian; see [26, Proposition 2.1] or [25]. (See [19, Proposition 3.5, Remark 3.12] and [2, Example 5.1] for examples for various values of $c$.)

Theorem 2.5.1. Consider a homogeneous ideal $(0) \neq I \subsetneq k\left[\mathbb{P}^{N}\right]$.
(1) If $\alpha\left(I^{(m)}\right)<r \alpha(I)$, then $I^{(m)} \nsubseteq I^{r}$.
(2) We have $\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq \rho_{a}^{\prime}(I) \leq \rho(I)$.
(3) If $I$ is the ideal of a non-empty finite set $Z$ of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$, no two of which are on the same horizontal or vertical rule, then

$$
\rho_{a}(I) \leq \frac{\omega(I)}{\gamma(I)} \leq \frac{\operatorname{reg}(I)}{\gamma(I)}
$$

In particular, if $Z$ is in 1-generic position, then $\rho_{a}(I) \leq \frac{|Z|}{\gamma(I)}$.
(4) If for some positive integer c we have $I^{(c m)}=\left(I^{(c)}\right)^{m}$ for all $m \geq 1$, and if $I^{(c)} \subseteq I^{b}$ for some positive integer b, then

$$
\rho_{a}^{\prime}(I) \leq \frac{c}{b}
$$

Proof. (1) This is [1, Lemma 2.3.2(a)]: $\alpha\left(I^{(m)}\right)<r \alpha(I)=\alpha\left(I^{r}\right)$ so $I^{(m)} \nsubseteq I^{r}$.
(2) The bound $\alpha(I) / \gamma(I) \leq \rho(I)$ is [1, Lemma 2.3.2(b)]. The proof, which we now recall, actually shows $\alpha(I) / \gamma(I) \leq \rho_{a}(I)$ (as mentioned in Remark 2.1.1, $\rho_{a}(I) \leq \rho_{a}^{\prime}(I) \leq \rho(I)$ is clear from the definitions). It is enough to show that $m / r<\alpha(I) / \gamma(I)$ implies $I^{(m t)} \nsubseteq I^{r t}$ for $t \gg 0$ and hence that $m / r \leq \rho_{a}(I)$. But $m / r<\alpha(I) / \gamma(I)$ implies $m \gamma(I)<r \alpha(I)$, so for all $t \gg 0$ we have $m \alpha\left(I^{(m t)}\right) /(m t)<r \alpha(I)$, hence $\alpha\left(I^{(m t)}\right)<r t \alpha(I)$ so $I^{(m t)} \nsubseteq I^{r t}$ by (1).
(3) It is well known that $\alpha\left(I^{(m)}\right) / m \geq \gamma(I)$ for all $m \geq 1$. (This is because $\gamma(I)=$ $\lim _{t \rightarrow \infty} \alpha\left(I^{(t m)}\right) /(t m)$, but clearly $\alpha\left(I^{(t m)}\right) \leq t \alpha\left(I^{(m)}\right)$, so $\alpha\left(I^{(t m)}\right) /(t m) \leq \alpha\left(I^{(m)}\right) / m$.) We also observe that $\omega(I) / \gamma(I) \geq 1$. (Note that $\omega(I) \geq \alpha(I)$. But $I^{m} \subseteq I^{(m)}$ implies $\alpha(I) \geq \alpha\left(I^{(m)}\right) / m$ for all $m$, and hence $\alpha(I) \geq \gamma(I)$. Moreover, since $Z$ is non-empty, for any $P \in Z$ we have $\alpha\left(I^{(m)}\right) \geq \alpha\left(I(P)^{m}\right)=m$. Thus $\gamma(I) \geq 1$ and we have $\omega(I) / \gamma(I) \geq$ $\alpha(I) / \gamma(I) \geq 1$.)

Since no two points of $Z$ are on the same horizontal or vertical rule, $I$ defines a disjoint set of lines in $\mathbb{P}^{3}$ and hence the only possible associated prime of $I^{r}$ in addition to the minimal primes is the irrelevant ideal. Thus $I^{(r)}$ is the saturation sat $\left(I^{r}\right)$ of $I^{r}$. By [21, Corollary 3], the regularity of $I^{r}$ is bounded above by a linear function $\lambda_{I} r+c_{I}$ of $r$ and moreover $\lambda_{I} \leq \omega(I) \leq \operatorname{reg}(I)$. (Unfortunately the constant term $c_{I}$ may be positive so we know only that the regularity is bounded above by $\lambda_{I} r+c_{I}$ for some $c_{I}$; we do not know that $\lambda_{I} r$ is an upper bound.) Also, as noted in [8], the saturation degree satdeg ( $I^{r}$ ) of $I^{r}$ is bounded above by the regularity of $I^{r}$ (where $\operatorname{satdeg}\left(I^{r}\right)$ is the least $i$ such that $\left(\operatorname{sat}\left(I^{r}\right)\right)_{j}=\left(I^{r}\right)_{j}$ for all $\left.j \geq i\right)$.

Thus if $m / r>\omega(I) / \gamma(I)$, then $m \gamma(I)>r \omega(I)$. This means for any constant $c$, we have $m t \gamma(I)>r t \omega(I)+c$ for $t \gg 0$. (To see this, since $m \gamma(I)=r \omega(I)+\epsilon$, we pick $t$ so that $t \epsilon>c$.) So, in particular, for $t \gg 0$ we have

$$
\alpha\left(I^{(m t)}\right) \geq m t \gamma(I)>r t \omega(I)+c_{I} \geq \operatorname{reg}\left(I^{r t}\right) \geq \operatorname{satdeg}\left(I^{r t}\right)
$$

Thus $\left(I^{(m t)}\right)_{l}=0$ when $l<\operatorname{satdeg}\left(I^{r t}\right)$ (since satdeg $\left(I^{r t}\right)<\alpha\left(I^{(m t)}\right)$ ), but $I^{(m t)} \subseteq I^{(r t)}$ (since $m \geq r)$ so $\left(I^{(m t)}\right)_{l} \subseteq\left(I^{(r t)}\right)_{l}=\left(I^{r t}\right)_{l}$ when $l \geq \operatorname{satdeg}\left(I^{r t}\right)$; i.e., we have $\left(I^{(m t)}\right)_{l} \subseteq$ $\left(I^{r t}\right)_{l}$ for all $l$ when $t \gg 0$. Thus $\rho_{a}(I) \leq \omega(I) / \gamma(I)$.

For the last statement, when $Z$ is in 1-generic position, no two points are on the same horizontal or vertical rule. Moreover, by [16, Theorem 2.4], $\operatorname{reg}(I)=|Z|$.
(4) Note that $I^{(c)} \subseteq I^{b}$ implies $b \leq c$. Suppose for some $m \geq 0$ we have $s \geq c(m+1)$ and $r \leq b(m+1)$. Then $I^{(s)} \subseteq I^{(c(m+1))}=\left(I^{(c)}\right)^{m+1} \subseteq I^{b(m+1)} \subseteq I^{r}$.

Let $s, r$ be positive integers such that $r \leq b s / c-b$, and hence $s \geq c(r+b) / b$. Let $m$ be the biggest integer such that $r \geq b m$, so $r<b(m+1)$. Then $b s /(c m)-b / m \geq r / m \geq b$, hence $s \geq(m+1) c$. Thus $I^{(s)} \subseteq I^{r}$.

In particular, if $s, r \geq 1$ give $I^{(s)} \nsubseteq I^{r}$, then we must have $r>b s / c-b$. For all ordered pairs $(i, j)$ satisfying $j \geq b i / c-b$ and $i, j \geq t$ for any given $t \geq 0$, it is easy to see (keeping in mind that $c \geq b$ ) that $i / j$ is greatest when $j=t$ and $j=b i / c-b$ (and hence $i=c(t+b) / b)$. Thus $s / r \leq c(t+b) /(b t)=(c / b)(1+(b / t))$, so $\rho(I, t) \leq(c / b)(1+(b / t))$, and hence $\rho_{a}^{\prime}(I) \leq c / b$.

Lemma 2.5.2. Let $P_{1}, \ldots, P_{s} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ be distinct points and let $X \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ be the birational morphism obtained by blowing these points up. Furthermore, if $s \leq 7$ assume the points are either general or generic, while if $s=8$ assume the points are generic. Then a divisor $C \subset X$ is a prime divisor with $C^{2}<0$ if and only if $C^{2}=C \cdot K_{X}=-1$. If $s \leq 7$, then in terms of the exceptional configuration for $X \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ the classes of these curves $C$ are (up to permutations of the $E_{i}$ and swapping $H$ and $V$ ) precisely

$$
\begin{aligned}
& E_{1}, \\
& H-E_{1}, \\
& H+V-E_{1}-E_{2}-E_{3}, \\
& 2 H+V-E_{1}-\cdots-E_{5}, \\
& 2 H+2 V-2 E_{1}-E_{2}-\cdots-E_{6} \\
& 3 H+V-E_{1}-\cdots-E_{7}, \\
& 3 H+2 V-2 E_{1}-2 E_{2}-E_{3}-\cdots-E_{7}, \\
& 3 H+3 V-2 E_{1}-\cdots-2 E_{4}-E_{5} \cdots-E_{7}, \\
& 4 H+3 V-2 E_{1}-\cdots-2 E_{6}-E_{7}, \text { and } \\
& 4 H+4 V-3 E_{1}-2 E_{2}-\cdots-2 E_{7}
\end{aligned}
$$

Proof. Since $s \leq 8$ and the points are either general or generic, we can regard $X \rightarrow \mathbb{P}^{2}$ as being the blow up of $s+1 \leq 9$ points $p_{1}, \ldots, p_{s+1}$ in $\mathbb{P}^{2}$, and that there is a smooth cubic curve $D \subset \mathbb{P}^{2}$ passing through these points. Thus up to linear equivalence we have $D=-K_{X}=3 L-E_{1}^{\prime}-\cdots-E_{s}^{\prime}$ with respect to the exceptional configuration $L, E_{1}^{\prime}, \ldots, E_{s+1}^{\prime}$ of the morphism $X \rightarrow \mathbb{P}^{2}$. Since $D$ is irreducible with $D^{2} \geq 0, D$ is nef, so for any prime divisor $C$ we have $D \cdot C \geq 0$. By the adjunction formula $C^{2}-C \cdot D=2 p_{C}-2$ we see $C^{2} \geq-2$, with $C \cdot D=1$ if $C^{2}=-1$ and $C \cdot D=0$ if $C^{2}=-2$.

There are only finitely many possible classes of reduced, irreducible curves $C$ with $C \cdot D=0$ when $s \leq 7$ (see [9, Proposition 4.1]). For each of these classes, $C$ is not effective if the points $p_{i}$ are general, so in fact no such $C$ is effective if $s \leq 7$ and the points $p_{i}$ are general. (For example, $\left(L-E_{1}^{\prime}-E_{2}^{\prime}-E_{3}^{\prime}\right) \cdot D=0$; if $L-E_{1}^{\prime}-E_{2}^{\prime}-E_{3}^{\prime}$ is
the class of a strictly effective divisor $C$, then the points $p_{1}, p_{2}, p_{3}$ are collinear and hence not general.) For $s=8$ there are infinitely many possible such classes so it is not enough to assume the points are general, but if the points are generic then there are no prime divisors $C \neq D$ with $C \cdot D=0$ (since $C \cdot D=0$ implies the coordinates of the points satisfy an algebraic relation coming from the group law on $D$ ). Thus the only prime divisors $C$ with $C^{2}<0$ are those that satisfy $C^{2}=C \cdot K_{X}=-1$. Conversely, if $C$ is a divisor with $C^{2}=C \cdot K_{X}=-1$, then by Serre duality $h^{2}(X, C)=h^{0}(X,-D-C)$ but $h^{0}(X,-D-C)=0$ since $D \cdot(-D-C)<0$. Now by Riemann-Roch for surfaces we have $h^{0}(X, C)-h^{1}(X, C)=1+\left(C^{2}+D \cdot C\right) / 2=1$ so $C$ is effective. Up to linear equivalence, if $F$ is a prime divisor with $F \cdot D=0$, then $F=D$ (otherwise, as above, we would get an algebraic condition on the points $p_{i}$ ) and so $D^{2}=0$ (hence $s=8$ ). Now if $C$ is not a prime divisor, then from $D \cdot C=1$ it follows that $C=G+r D$ with $r>0$ and $D^{2}=0$, where $G$ is the unique component of $C$ with $D \cdot G=1$. But then $G^{2}=(C-r D)^{2}=-1-2 r<-1$, contrary to what is proved above.

Finally, suppose $s \leq 7$. Let $C$ be a prime divisor on $X$ with $C^{2}=C \cdot K_{X}=-1$. Let $Y$ be the surface obtained by blowing up an arbitrary point $P_{s+1} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$. Then denoting the pullback of $C$ to $Y$ also by $C$ we have $\left(C-E_{s+1}\right) \cdot K_{Y}=0$ and $\left(C-E_{s+1}\right)^{2}=-2$. It is not hard to check that the subgroup $K_{Y}^{\perp}$ of classes orthogonal to $K_{Y}$ is, for $s<7$, negative definite, and, if $s=7$, negative semi-definite with the only classes $F$ having $F \cdot K_{Y}=$ $F^{2}=0$ being the multiples of $K_{Y}$. Thus for $s<7$ it follows by negative definiteness that there are only finitely many classes $C$ with $\left(C-E_{s+1}\right) \cdot K_{Y}=0$ and $\left(C-E_{s+1}\right)^{2}=-2$ and it is not hard to find them all. For $s=7$, the quotient $K_{Y}^{\perp} /\left\langle K_{Y}\right\rangle$ is negative definite so, modulo $K_{Y}$, there are only finitely many classes $C$ with $\left(C-E_{s+1}\right) \cdot K_{Y}=0$ and $\left(C-E_{s+1}\right)^{2}=-2$. But $C$ must satisfy $C \cdot K_{Y}=-1$ and $C^{2}=-1$, so there is at most one such representative in each coset of $K_{Y}^{\perp} /\left\langle K_{Y}\right\rangle$. Again it is not hard to find all $C$.

Note that a prime divisor $C$ with $C^{2}=C \cdot K_{X}=-1$ is called an exceptional curve. Exceptional curves are smooth rational curves.

Lemma 2.5.3. Let $P_{1}, \ldots, P_{s} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ be distinct points, $I \subset k\left[\mathbb{P}^{1} \times \mathbb{P}^{1}\right]$ the ideal generated by all bi-homogeneous forms that vanish at all of the points $P_{i}$. Let $X$ be the blow up of these $s$ points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$, with exceptional configuration $H, V, E_{1}, \ldots, E_{s}$. If for some $\lambda$ and $m$ we have an effective divisor $C=\lambda(H+V)-m\left(E_{1}+\cdots+E_{s}\right)$, then

$$
\gamma(I) \leq \frac{2 \lambda}{m}
$$

If moreover for some $t$ and $r$ we have a nef divisor $D=t(H+V)-r\left(E_{1}+\cdots+E_{s}\right)$ with $C \cdot D=0$, then

$$
\gamma(I)=\frac{2 \lambda}{m}=\frac{s r}{t} .
$$

Proof. If $C$ is effective, so is $l C$ and thus $\alpha\left(I^{(l m)}\right) \leq 2 \lambda l$ for all $l \geq 1$ and therefore

$$
\frac{\alpha\left(I^{(l m)}\right)}{l m} \leq \frac{2 \lambda l}{l m}=\frac{2 \lambda}{m}
$$

Now assume $D$ is nef. From $C \cdot D=0$ we get

$$
\frac{2 \lambda}{m}=\frac{s r}{t}
$$

Now, given $\alpha\left(I^{(j)}\right)$, we can find $a \geq 0$ and $b \geq 0$ with $\alpha\left(I^{(j)}\right)=a+b$ such that $\left(I^{(j)}\right)_{(a, b)} \neq 0$. Moreover, $C^{\prime}=a H+b V-r\left(E_{1}+\cdots+E_{s}\right)$ is effective so $C^{\prime} \cdot D=t(a+b)-j r s \geq 0$, hence

$$
\frac{\alpha\left(I^{(j)}\right)}{j} \geq \frac{r s}{t}
$$

and therefore

$$
\frac{r s}{t} \leq \frac{\alpha\left(I^{(l m)}\right)}{l m} \leq \frac{2 \lambda l}{l m}=\frac{r s}{t} .
$$

Taking the limit as $l \rightarrow \infty$ gives the conclusion.
We now give bounds on $\rho_{a}(I)$ for the ideal $I$ of $s$ general points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ for each $s \geq 1$.

Corollary 2.5.4. Let $I$ be the ideal of $s \geq 1$ general points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$.

- If $s=1$ or 2 , then $\rho_{a}(I)=1$.
- If $s=3$, then $1 \leq \rho_{a}(I) \leq 3 / 2$ (but we will see in Theorem 3.1.2 that $\rho_{a}(I)=1$ ).
- If $s=4$, then $9 / 8 \leq \rho_{a}(I) \leq 3 / 2$ (but see Remark 3.2.2).
- If $s=5$, then $1 \leq \rho_{a}(I) \leq 5 / 3$ (but we will see in Theorem 3.1.4 that $\rho_{a}(I)=1$ ).
- If $s=6$, then $7 / 6 \leq \rho_{a}(I) \leq 7 / 4$.
- If $s=7$, then $15 / 14 \leq \rho_{a}(I) \leq 15 / 8$.
- If $s=8$, then $5 / 4 \leq \rho_{a}(I) \leq 2$.
- If $9 \leq s \leq 11$, then $1<5 / \sqrt{2 s} \leq \rho_{a}(I) \leq 2$.
- If $s \geq 12$, then $1<2(\sqrt{s}-1) / \sqrt{2 s}<\rho_{a}(I) \leq 2$.

Proof. We note that $\operatorname{reg}(I)=s$ by [16, Theorem 2.4]. Let $X$ be the blow up of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ at the $s$ points with exceptional configuration $H, V, E_{1}, \ldots, E_{s}$.

The case $s=1$ follows from Proposition [2.4.1, so consider $s=2$. Then $C=D=$ $H+V-E_{1}-E_{2}$ is effective (since $C=\left(H-E_{1}\right)+\left(V-E_{2}\right)$ is a sum of effective divisors) and nef (since $D=\left(H-E_{1}\right)+\left(V-E_{2}\right)$ is a sum of prime divisors, each of which $D$ meets non-negatively). Since $C \cdot D=0$, we have $\gamma(I)=2$ by Lemma 2.5.3. In this case $\operatorname{reg}(I)=\alpha(I)=2$, so we have $1=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq \operatorname{reg}(I) / \gamma(I)=1$ by Theorem 2.5.1 $(2,3)$.

Consider $s=3$. Then $C=H+V-E_{1}-E_{2}-E_{3}$ is effective (being exceptional, by Lemma 2.5.2) and $D=3 H+3 V-2\left(E_{1}+E_{2}+E_{3}\right)=H+V+2 C$ is nef with $C \cdot D=0$
so $\gamma(I)=2$. In this case $\operatorname{reg}(I)=3$ and $\alpha(I)=2$, so we have $1=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq$ $\operatorname{reg}(I) / \gamma(I)=3 / 2$.

Consider $s=4$. Then $C=4(H+V)-3\left(E_{1}+E_{2}+E_{3}+E_{4}\right)=C_{1}+C_{2}+C_{3}+C_{4}$ is effective (being the sum of the four exceptional curves $C_{i}$, where $C_{i}=\left(H+V-E_{1}-E_{2}-\right.$ $\left.E_{3}-E_{4}\right)+E_{i}$ ) and $D=3 H+3 V-2\left(E_{1}+E_{2}+E_{3}+E_{4}\right)=2 C_{4}+\left(H-E_{4}\right)+\left(V-E_{4}\right)$ is nef with $C \cdot D=0$ so $\gamma(I)=8 / 3$. In this case $\operatorname{reg}(I)=4$ and $\alpha(I)=3$, so we have $9 / 8=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq \operatorname{reg}(I) / \gamma(I)=3 / 2$.

Consider $s=5$. Then $C=3(H+V)-2\left(E_{1}+\cdots+E_{5}\right)=\left(2 H+V-E_{1}-\cdots-\right.$ $\left.E_{5}\right)+\left(H+2 V-E_{1}-\cdots-E_{5}\right)$ is effective (being the sum of two exceptional curves) and $D=10(H+V)-6\left(E_{1}+\cdots+E_{5}\right)=D_{1}+\cdots+D_{5}$ is nef (since each $D_{i}=$ $2 H+2 V-\left(E_{1}+\cdots+E_{5}\right)-E_{i}$ is a sum of two exceptionals, each of which $D$ meets non-negatively; for example, $\left.D_{1}=\left(H+V-E_{1}-E_{2}-E_{3}\right)+\left(H+V-E_{1}-E_{4}-E_{5}\right)\right)$. Since $C \cdot D=0$ we have $\gamma(I)=3$. In this case $\operatorname{reg}(I)=5$ and $\alpha(I)=3$, so we have $1=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq \operatorname{reg}(I) / \gamma(I)=5 / 3$.

Consider $s=6$. Then $C=12(H+V)-7\left(E_{1}+\cdots+E_{6}\right)=C_{1}+\cdots+C_{6}$ is effective (since each $C_{i}=2(H+V)-\left(E_{1}+\cdots+E_{6}\right)-E_{i}$ is exceptional) and $D=7(H+V)-$ $4\left(E_{1}+\cdots+E_{6}\right)=\left(4 H+3 V-2\left(E_{1}+\cdots+E_{6}\right)\right)+\left(3 H+4 V-2\left(E_{1}+\cdots+E_{6}\right)\right)$ is nef (since $4 H+3 V-2\left(E_{1}+\cdots+E_{6}\right)=\left(2 H+V-\left(E_{1}+\cdots+E_{5}\right)\right)+\left(2(H+V)-\left(E_{1}+\cdots+E_{5}\right)-2 E_{6}\right)$ is a sum of two exceptional curves, and likewise for $\left(3 H+4 V-2\left(E_{1}+\cdots+E_{6}\right)\right)$, each of which $D$ meets non-negatively). Since $C \cdot D=0$ we have $\gamma(I)=24 / 7$. In this case $\operatorname{reg}(I)=6$ and $\alpha(I)=4$, so we have $7 / 6=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq \operatorname{reg}(I) / \gamma(I)=7 / 4$.

Consider $s=7$. Then $C=28(H+V)-15\left(E_{1}+\cdots+E_{7}\right)=C_{1}+\cdots+C_{7}$ is effective (since each $C_{i}=4(H+V)-2\left(E_{1}+\cdots+E_{7}\right)-E_{i}$ is exceptional) and $D=$ $15(H+V)-8\left(E_{1}+\cdots+E_{7}\right)=H+V+D_{1}+\cdots+D_{7}$ is nef (since $4 D=2 C+(3 H+$ $\left.V-\left(E_{1}+\cdots+E_{7}\right)\right)+\left(H+3 V-\left(E_{1}+\cdots+E_{7}\right)\right)$ is a sum of exceptionals, each of which $D$ meets non-negatively). Since $C \cdot D=0$ we have $\gamma(I)=56 / 15$. In this case $\operatorname{reg}(I)=7$ and $\alpha(I)=4$, so we have $15 / 14=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq \operatorname{reg}(I) / \gamma(I)=15 / 8$.

Consider $s=8$. Applying Theorem 2.5.1 gives the bounds $1=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq$ $\operatorname{reg}(I) / \gamma(I)=2$. (In this case $C=D=2(H+V)-\left(E_{1}+\cdots+E_{8}\right)=-K_{X}$ is effective, since 8 points impose at most 8 conditions on the 9 dimensional space of forms of degree $(2,2)$. Since the blow up $X$ of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ at 8 general points is a blow up of $\mathbb{P}^{2}$ at 9 general points, and since there is an irreducible cubic through 9 general points of $\mathbb{P}^{2}$, we see that $-K_{X}$ is nef. Since $C \cdot D=0$, we have $\gamma(I)=4$. But $\operatorname{reg}(I)=8$ and $\alpha(I)=4$, so we have $1=\alpha(I) / \gamma(I) \leq \rho_{a}(I) \leq \operatorname{reg}(I) / \gamma(I)=2$.) This is not very informative, since we have $1 \leq \rho_{a}(I) \leq \rho(I) \leq 2$ for any ideal $I$ of points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$, where the lower bound $1 \leq \rho_{a}(I)$ is elementary (see Remark 2.1.1), and the upper bound (as discussed in the introduction) is due to [6, 20]. However, we can obtain a better lower bound with a little more work. It turns out (as we will show in a moment) that $\left(I^{(m)}\right)_{(2 m+1,2 m+1)}$ has gcd 1 while for $\left(I^{r}\right)_{(a, b)}$ to have gcd 1 we must have $a+b \geq 5 r$. Clearly, $I^{r}$ cannot contain $I^{(m)}$ if $\left(I^{r}\right)_{(2 m+1,2 m+1)}$ does not contain $\left(I^{(m)}\right)_{(2 m+1,2 m+1)}$, and $\left(I^{r}\right)_{(2 m+1,2 m+1)}$ cannot contain $\left(I^{(m)}\right)_{(2 m+1,2 m+1)}$ if
$\left(I^{(m)}\right)_{(2 m+1,2 m+1)}$ has gcd 1 but $\left(I^{r}\right)_{(2 m+1,2 m+1)}$ does not. Thus $I^{(m)} \nsubseteq I^{r}$ if $4 m+2<5 r$; i.e., if $m / r<5 / 4-1 /(2 r)$. But if $m^{\prime} / r^{\prime}<5 / 4$, then $m / r<5 / 4-1 /(2 r)$ for $m=m^{\prime} t$, $r=r^{\prime} t$ for all $t \gg 0$. Thus $\rho_{a}(I) \geq 5 / 4$.

We now show that $\left(I^{(m)}\right)_{(2 m+1,2 m+1)}$ has gcd 1. Let $E=E_{1}+\cdots+E_{8}$. Then $I_{(2,2)}=$ $H^{0}\left(X, \mathcal{O}_{X}(2 H+2 V-E)\right)$. We can regard $X$ as a blow up of 9 general points of $\mathbb{P}^{2}$ with respect to the exceptional configuration $L=H+V-E_{8}, E_{i}^{\prime}=E_{i}$ for $i=1, \ldots, 7$, and $E_{8}^{\prime}=H-E_{8}, E_{9}^{\prime}=V-E_{9}$. Then $2 H+2 V-E=-K_{X}=3 L-E_{1}^{\prime}-\cdots-E_{9}^{\prime}$, and since the points are general, we have $h^{0}\left(X, \mathcal{O}_{X}(2 H+2 V-E)\right)=h^{0}\left(X, \mathcal{O}_{X}\left(3 L-E_{1}^{\prime}-\cdots-E_{9}^{\prime}\right)\right)=1$ and the unique curve in the linear system $\left|-K_{X}\right|$ is a smooth elliptic curve $C$. The image $C^{\prime}$ of $C$ in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ is defined by the basis element $F$ of the 1 -dimensional vector space $I_{(2,2)}$. On $X$ we have the short exact sequence of line bundles

$$
0 \rightarrow \mathcal{O}_{X}((m-1) C+H+V) \rightarrow \mathcal{O}_{X}(m C+H+V) \rightarrow \mathcal{O}_{C}(m C+H+V) \rightarrow 0
$$

Since $|H|$ and $|V|$ are base point free, if for any $m \geq 0$ the linear system $|m C+H+V|$ has fixed components, the fixed components must consist of a multiple of $C$. But in that case we would have $h^{0}\left(X, \mathcal{O}_{X}(m C+H+V)\right)=h^{0}\left(X, \mathcal{O}_{X}((m-1) C+H+V)\right)$ which we now show is not true. Note that $C \cdot C=0$, and $C \cdot H=C \cdot V=2$. By Riemann-Roch for curves we have $h^{0}\left(C, \mathcal{O}_{C}(m C+H+V)\right)=4$, since duality tells us that $h^{1}\left(C, \mathcal{O}_{C}(m C+H+V)\right)=$ 0 . We also know that $h^{1}\left(X, \mathcal{O}_{X}(H+V)\right)=h^{1}\left(\mathbb{P}^{1} \times \mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1} \times \mathbb{P}^{1}}(H+V)\right)=0$. By induction on $m$, using the fact that $h^{0}\left(X, \mathcal{O}_{X}(H+V)\right)=h^{0}\left(\mathbb{P}^{1} \times \mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1} \times \mathbb{P}^{1}}(H+V)\right)=4$, we get $h^{0}\left(X, \mathcal{O}_{X}(m C+H+V)\right)=4+4 m$. Thus $h^{0}\left(X, \mathcal{O}_{X}(m C+H+V)\right)=4(m+1)>4 m=$ $h^{0}\left(X, \mathcal{O}_{X}((m-1) C+H+V)\right)$ for $m>0$. Thus $|m C+H+V|$ is fixed component free so $\left(I^{(m)}\right)_{(2 m+1,2 m+1)}$ has gcd $=1$.

Finally we show that $F$ divides every element of $\left(I^{r}\right)_{(a, b)}$ whenever $a+b<5 r$, and hence $\left(I^{r}\right)_{(a, b)}$ does not have gcd 1 unless $a+b \geq 5 r$. It is easy to check that the only bi-homogeneous elements of $I$ of total degree 4 or less are scalar multiples of $F$. But $I^{r}$ is spanned by products of $r$ bi-homogeneous elements of $I$. If such a product $P$ has total degree less than $5 r$, then at least one of the $r$ bi-homogeneous factors $A$ of $P$ has total degree less than 5 , and hence is divisible by $F$. Thus any bi-homogeneous element of total degree less than $5 r$ is divisible by $F$. In particular, if $a+b<5 r$, then $F$ divides every element of $\left(I^{r}\right)_{(a, b)}$.

Now assume $s \geq 9$. Let $C=d(H+V)-m\left(E_{1}+\cdots+E_{s}\right)$. If $C^{2}>0$, then $t C$ is effective for $t \gg 0$, so by Lemma 2.5.3 we have $\gamma(I) \leq 2 d / m$. It follows that $\gamma(I) \leq \sqrt{2 s}$ and thus $\alpha(I) / \sqrt{2 s} \leq \rho_{a}(I)$. It is easy to compute $\alpha(I)$ for any given $s$. For example, we have: for $s=9,10,11, \alpha(I)=5$; for $s=12, \alpha(I)=6$; etc. In each case, $s=9,10,11$, one checks directly that $1<\alpha(I) / \sqrt{2 s}$. In fact, since the points are general, they impose independent conditions on forms of every bi-degree $(i, j)$; i.e., there are forms of bi-degree $(i, j)$ vanishing at the $s$ points if and only if $(i+1)(j+1)>s$. But for a given degree $t=i+j$, the maximum value of $(i+1)(j+1)$ occurs when $i=j$, and so there are no forms in $I$ of total degree $t$ if $(t / 2+1)^{2} \leq s$. But $(t / 2+1)^{2} \leq s$ is equivalent to $t \leq 2(\sqrt{s}-1)$. Thus $\alpha(I)>2(\sqrt{s}-1)$, hence we get $2(\sqrt{s}-1) / \sqrt{2 s}<\rho_{a}(I)$, and it is easy to check
that $1<2(\sqrt{s}-1) / \sqrt{2 s}$ for $s \geq 12$. Finally, as noted in the introduction, we always have $\rho_{a}(I) \leq \rho(I) \leq 2$ because the height of the largest associated prime of $I$ is two.

## 3. Additional Results for general points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$

In this section, we consider the problem of whether $I^{m}=I^{(m)}$ for all $m$ when $I$ is the ideal of $s$ general points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$. For $s=1,2,3,5$, we verify $I^{m}=I^{(m)}$ for all $m$. For $s \geq 6$, we prove that $I^{2} \neq I^{(2)}$. For $s=4$, computer calculations suggest that $I^{2}=I^{(2)}$, but we show that $I^{3} \neq I^{(3)}$, and by a similar method we obtain lower bounds on the resurgence when $s$ is a square or the product of consecutive integers. In some cases, these bounds improve upon the bounds of Corollary 2.5.4.
3.1. Two or three points in 1-generic position. We first compute $\rho(I)$ when $I=I(Z)$ for a set of two points $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ in 1-generic position. For this case, the problem reduces to a question of monomial ideals.
Theorem 3.1.1. Let $I=I(Z)$ where $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ consists of two points in 1-generic position. Then $I^{(m)}=I^{m}$ for all $m \geq 1$, and in particular, $\rho(I)=\rho_{a}^{\prime}(I)=\rho_{a}(I)=1$.

Proof. Let $Z=P_{1}+P_{2}$. We can assume, after a change of coordinates, that $I\left(P_{1}\right)=$ $\left(x_{0}, y_{0}\right)$ and $I\left(P_{2}\right)=\left(x_{1}, y_{1}\right)$. Clearly $I\left(P_{1}\right)^{m_{1}} \cdot I\left(P_{2}\right)^{m_{2}} \subseteq I\left(P_{1}\right)^{m_{1}} \cap I\left(P_{2}\right)^{m_{2}}$. Moreover, all of these ideals are monomial ideals. If $x_{0}^{a} y_{0}^{b} x_{1}^{c} y_{1}^{d} \in I\left(P_{1}\right)^{m_{1}} \cap I\left(P_{2}\right)^{m_{2}}$, then $a+b \geq m_{1}$ and $c+d \geq m_{2}$, and hence $x_{0}^{a} y_{0}^{b} x_{1}^{c} y_{1}^{d} \in I\left(P_{1}\right)^{m_{1}} \cdot I\left(P_{2}\right)^{m_{2}}$, so $I\left(P_{1}\right)^{m_{1}} \cdot I\left(P_{2}\right)^{m_{2}}=I\left(P_{1}\right)^{m_{1}} \cap$ $I\left(P_{2}\right)^{m_{2}}$. In particular, $I^{m}=\left(I\left(P_{1}\right) \cap I\left(P_{2}\right)\right)^{m}=\left(I\left(P_{1}\right) \cdot I\left(P_{2}\right)\right)^{m}=I\left(P_{1}\right)^{m} \cdot I\left(P_{2}\right)^{m}=$ $I\left(P_{1}\right)^{m} \cap I\left(P_{2}\right)^{m}=I^{(m)}$. Since $\rho(I) \geq 1$ by Remark 2.1.1, but for $m \geq r$ we have $I^{(m)} \subseteq I^{(r)}=I^{r}$, we see $\rho(I) \leq 1$. Hence $\rho(I)=1$ and so also $\rho_{a}^{\prime}\left(I_{Z}\right)=\rho_{a}\left(I_{Z}\right)=1$ by Remark 2.1.1.

We now consider three points in 1-generic position.
Theorem 3.1.2. Let $I=I(Z)$ where $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ consists of three points in 1-generic position. Then $I^{(m)}=I^{m}$ for all $m \geq 1$, and in particular, $\rho(I)=\rho_{a}^{\prime}(I)=\rho_{a}\left(I_{Z}\right)=1$.

Proof. For specificity say that the three points are $P_{i}=P_{i 1} \times P_{i 2}, i=1,2,3$, for points $P_{i j} \in \mathbb{P}^{1}$ and that $k\left[\mathbb{P}^{1} \times \mathbb{P}^{1}\right]=k[a, b, c, d]=k[a, b] \otimes_{k} k[c, d]=k\left[\mathbb{P}^{1}\right] \otimes k\left[\mathbb{P}^{1}\right]$. Up to change of coordinates, we may as well assume $P_{11}=P_{12}=[0: 1], P_{21}=P_{22}=[1: 1]$, and $P_{31}=P_{32}=[1: 0]$.

Since the points are 1-generic, we know $\operatorname{dim} I_{(1,1)}=1$, so there is (up to scalar multiples) a unique form $F$ of degree $(1,1)$ in $I$. We will show that $I^{(m)} \subseteq I^{(m-1)} I+F I^{(m-1)}$ for each $m \geq 2$. Formally, we can write the right hand side as $I^{(m-1)}(I+F)$. Iterating $m-1$ times gives $I^{(m)} \subseteq I(I+F)^{m-1}=I^{m}+F I^{m-1}+\cdots+F^{m-1} I$. Since $F \in I$, we see that $F^{i} I^{m-i} \subseteq I^{m}$, hence $I^{(m)} \subseteq I^{m}$. But $I^{m} \subseteq I^{(m)}$, so we have $I^{(m)}=I^{m}$. Now, as in the proof of Theorem 3.1.1, the remaining conclusions follow.

We now show $I^{(m)} \subseteq I^{(m-1)} I+F I^{(m-1)}$. This is clear if $m=1$, so assume $m \geq 2$. We will consider $\left(I^{(m)}\right)_{(i, j)}$ for various cases. If $\left(I^{(m)}\right)_{(i, j)}=0$, then clearly $I^{(m)} \subseteq I^{(m-1)} I+F I^{(m-1)}$ so we may assume $\left(I^{(m)}\right)_{(i, j)} \neq 0$.

If $i+j<3 m$, then apply Bézout's theorem: for any element $G \in\left(I^{(m)}\right)_{(i, j)}$ the sum of the intersection multiplicities of $F$ with $G$ over all points $P \in \mathbb{P}^{1} \times \mathbb{P}^{1}$ is at least 3 m since $G$ vanishes at each point $P_{i}$ with order at least $m$ while $F$ vanishes with order 1, so summing over the three points gives at least $3 m$. But $G$ has degree $(i, j)$ and $F$ has degree $(1,1)$, so at most $i+j$ common zeros are possible unless $F$ divides $G$. Since $i+j<3 m$, we see $F$ divides $G$, say $G=F H$. Then $H$ has degree $(i-1, j-1)$ and vanishes at least $m-1$ times at each of the three points (since $G$ vanishes at least $m$ times and $F$ vanishes once at each point). Thus $H \in\left(I^{(m-1)}\right)_{(i-1, j-1)}$, so $\left(I^{(m)}\right)_{(i, j)} \subseteq F\left(I^{(m-1)}\right)_{(i-1, j-1)} \subset I^{(m-1)} I+F I^{(m-1)}$.

Hereafter assume $i+j \geq 3 m$. If $j=0$, then $\left(I^{(m)}\right)_{(i, j)}$ is the space of polynomials in $a$ and $b$ of degree $(i, 0)$ divisible by $a^{m} b^{m}(a-b)^{m}$. Thus $\left(I^{(m)}\right)_{(i, j)}=\left(I_{(3,0)}\right)^{m} I_{(i-3 m, 0)}$, hence $\left(I^{(m)}\right)_{(i, j)} \subseteq I^{m} \subseteq I^{(m-1)} I$. Similarly, if $i=0$, swapping $c$ and $d$ for $a$ and $b$ we again have $\left(I^{(m)}\right)_{(i, j)} \subseteq I^{m} \subseteq I^{(m-1)} I$.

Now assume $i>0$ and $j>0$, in addition to $i+j \geq 3 m$. The cases $i \geq j$ and $j \geq i$ are symmetric, so assume $i \geq j$. We work on the surface $X$ obtained by blowing up the points $P_{i}$. We have the birational morphism $\pi: X \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ with exceptional configuration $H, V, E_{1}, E_{2}, E_{3}$, with respect to which we can identify $\left(I^{(m)}\right)_{(i, j)}$ with $H^{0}(X, i H+j V-$ $(m-1) E)$, where $E=E_{1}+E_{2}+E_{3}$.

If $1 \leq j<m$, then we can write $i H+j V-m E=(i-3 m+j) H+j(2 H+V-E)+$ $(m-j)(3 H-E)$. Note that $3 H-E=\left(H-E_{1}\right)+\left(H-E_{2}\right)+\left(H-E_{3}\right)$ is a sum of three disjoint exceptional curves, disjoint also from $(i-3 m+j) H$ and $j(2 H+V-E)$. Thus $(i-3 m+j) H+j(2 H+V-E)$ is the nef part (with $|(i-3 m+j) H+j(2 H+V-E)|$ non-empty and fixed component free) and $(m-j)(3 H-E)$ is the negative (and fixed) part of a Zariski decomposition of $i H+j V-m E$. The unique element of $|3 H-E|$ corresponds to an element $Q \in I_{(3,0)}$, and since $m-j>0$ and $|3 H-E|$ is the fixed part of $|i H+j V-m E|, Q$ is a factor of every element of $\left(I^{(m)}\right)_{(i, j)}$. Since $Q$ vanishes with order 1 at each point $P_{1}, P_{2}, P_{3}$, we have $\left(I^{(m)}\right)_{(i, j)}=Q\left(I^{(m-1)}\right)_{(i-3, j)} \subset I^{(m-1)} I$, as we wanted to show.

So now we may assume that $i \geq j \geq m>1$ and $i+j \geq 3 m$. We will show that under multiplication we have a surjection $\mu:\left(I^{(m-1)}\right)_{(i-2, j-1)} \otimes_{k}(I)_{(2,1)} \rightarrow\left(I^{(m)}\right)_{(i, j)}$ and hence $\left(I^{(m)}\right)_{(i, j)} \subset I^{(m-1)} I$. But surjectivity of $\mu$ is equivalent to surjectivity of the corresponding map $\lambda: H^{0}(X,(i-2) H+(j-1) V-(m-1) E) \otimes H^{0}(X, 2 H+V-E) \rightarrow H^{0}(X, i H+j V-m E)$.

Under our assumptions, we have $(i-m)+(j-m) \geq m$ and $i-m \geq j-m \geq 0$, so we can pick integers $0 \leq s \leq r \leq i-m$ and $s \leq j-m$ such that $r+s=m$. Thus $i H+j V-m E=r(2 H+V-E)+s(H+2 V-E)+(i-m-r) H+(j-m-s) V$, and moreover $r \geq 1$ (since $r \geq m / 2>0$ ). Note also that $|2 H+V-E|$ is non-empty and fixed component free (since we can write $2 H+V-E$ as a sum of three exceptional curves
$\left(H-E_{u}\right)+\left(H-E_{v}\right)+\left(V-E_{w}\right)$ in three different ways using various permutations of $\{u, v, w\}=\{1,2,3\}$, showing that none of the curves occurring as summands is a fixed component), and likewise for $H+2 V-E$. Since $|2 H+V-E|,|H+2 V-E|,|H|$ and $|V|$ are non-empty and fixed component free, $2 H+V-E, H+2 V-E, H$ and $V$ are nef. Since $r \geq 1$ and $m \geq 2,|(i-2) H+(j-1) V-(m-1) E|=\mid(r-1)(2 H+V-E)+$ $s(H+2 V-E)+(i-m-r) H+(j-m-s) V \mid$ is also non-empty and fixed component free, so $(i-2) H+(j-1) V-(m-1) E$ is nef.

As discussed in Remark 2.3.1, we have a birational morphism $p: X \rightarrow \mathbb{P}^{2}$ with exceptional configuration $L^{\prime}=H+V-E_{3}, E_{1}^{\prime}=E_{1}, E_{2}^{\prime}=E_{2}, E_{3}^{\prime}=H-E_{3}$ and $E_{4}^{\prime}=V-E_{3}$, so $H=L^{\prime}-E_{4}^{\prime}, V=L^{\prime}-E_{3}^{\prime}, E_{1}=E_{1}^{\prime}, E_{2}=E_{2}^{\prime}$ and $E_{3}=L^{\prime}-E_{3}^{\prime}-E_{4}^{\prime}$. Let $p_{1}, \ldots, p_{4} \in \mathbb{P}^{2}$ be the points such that $E_{l}^{\prime}=p^{-1}\left(p_{l}\right)$. Because the points $P_{1}, P_{2}, P_{3}$ are 1-generic, no three of the points $p_{l}$ are collinear. Thus the proper transform $E_{u v}^{\prime}$ of the line through the points $p_{u}$ and $p_{v}$ for $u \neq v$ is an exceptional curve and by contracting $E_{14}^{\prime}, E_{24}^{\prime}, E_{12}^{\prime}$ and $E_{3}^{\prime}$ we get another birational morphism $X \rightarrow \mathbb{P}^{2}$ obtained by blowing up four distinct general points $p_{u}^{\prime \prime}$, this one having exceptional configuration $L^{\prime \prime}=2 L^{\prime}-E_{1}^{\prime}-E_{2}^{\prime}-E_{4}^{\prime}, E_{1}^{\prime \prime}=E_{14}^{\prime}$, $E_{2}^{\prime \prime}=E_{24}^{\prime}, E_{3}^{\prime \prime}=E_{34}^{\prime}$, and $E_{4}^{\prime \prime}=E_{3}^{\prime}$. Note that $2 H+V-E=2 L^{\prime}-E_{1}^{\prime}-E_{2}^{\prime}-E_{4}^{\prime}=L^{\prime \prime}$.

Thus $\lambda$ can be written as $\lambda: H^{0}(X, G) \otimes H^{0}\left(X, L^{\prime \prime}\right) \rightarrow H^{0}\left(X, L^{\prime \prime}+G\right)$ where $G=$ $(i-2) H+(j-1) V-(m-1) E$ is nef. Since $X$ is the blow up of four points $p_{u}^{\prime \prime}$ and therefore $\left|2 L^{\prime \prime}-E_{1}^{\prime \prime}-E_{2}^{\prime \prime}-E_{3}^{\prime \prime}-E_{4}^{\prime \prime}\right| \neq \varnothing$, it follows by [2, Proposition 2.4] that $\lambda$ is surjective, as claimed.

Remark 3.1.3. Li and Swanson have given a criterion under which a radical ideal $I$ in a reduced Noetherian domain has the property that $I^{(m)}=I^{m}$ for all $m \geq 1$; see [22, Theorem 3.6]. It is possible that the criterion applies for ideals of any sets of two, three or five 1 -generic points of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ in any characteristic, but it seems difficult to verify. However, for a specific choice of ground field and a specific choice of points one can use Macaulay2 to check the criterion. Irena Swanson, for example, shared with us such a Macaulay2 script, which shows over $\mathbb{Q}$ that the ideal $I$ of a reduced set of three points in 1-generic position in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ does satisfy the conditions of [22, Theorem 3.6], whence $I^{(m)}=I^{m}$ for all $m \geq 1$.

Let $I$ be the ideal of five 1 -generic points $P_{1}, \ldots, P_{5} \in \mathbb{P}^{1} \times \mathbb{P}^{1}$. We will show that $I^{(m)}=I^{m}$ for all $m \geq 1$. The basic argument is the same as we used for three points in general position, but it is now more complicated.
Theorem 3.1.4. Let $I=I(Z)$ with $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ be five 1-generic points. Then $I^{(m)}=I^{m}$ for all $m \geq 1$, and in particular, $\rho(I)=\rho_{a}^{\prime}(I)=\rho_{a}\left(I_{Z}\right)=1$.

Proof. We will show that $\left(I^{(m)}\right)_{(i, j)} \subset I^{(m-1)} I$ for all $i$ and $j$, and hence that $I^{(m)} \subseteq I^{m}$. Since we know $I^{m} \subseteq I^{(m)}$, this shows equality. By symmetry, we may assume $i \geq j$. We also know $I_{(5,0)}$ is 1-dimensional, whose single basis element is the form $G=H_{1} \cdots H_{5}$, where $H_{s}$ is a form of bi-degree $(1,0)$ defining the horizontal rule through the point $P_{s}$. Any form $F \in\left(I^{(m)}\right)_{(i, j)}$ restricts for each $s$ to a form of degree $j$ on $H_{s}$, but with order
of vanishing at least $m$. If $j<m$, then $F$ must vanish on the entire horizontal rule through each $P_{s}$, and hence each $H_{s}$ divides $F$, so $G$ divides $F$. I.e., if $j<m$, then $\left(I^{(m)}\right)_{(i, j)}=G\left(I^{(m-1)}\right)_{(i-5, j)} \subset I^{(m-1)} I$.

We also know that $I_{(2,1)}$ is 1-dimensional, with basis a form $D$ defining a smooth rational curve $C$ vanishing with order 1 at each point $P_{s}$. Likewise, if $i+2 j<5 m$, then any form $F \in\left(I^{(m)}\right)_{(i, j)}$ vanishes on $C$, and hence $D$ divides $F$, so $\left(I^{(m)}\right)_{(i, j)}=D\left(I^{(m-1)}\right)_{(i-2, j-1)} \subset$ $I^{(m-1)} I$.

We now may assume that $i \geq j \geq m \geq 2$ and $i+2 j \geq 5 m$. This implies $2 i+j \geq$ $i+2 j \geq 5 m$, and it also implies $i+j>3 m$. (To see the latter, given $m \geq 2$, consider the system of inequalities $i \geq j, j \geq m, i+j \leq 3 m$. The solution set is a triangular region in the $(i, j)$-plane with vertices $(3 m / 2,3 m / 2),(m, m)$ and $(2 m, m)$. Since each vertex has $i+2 j<5 m$, we see $i \geq j \geq m \geq 2$ and $i+2 j \geq 5 m$ imply $i+j>3 m$.)

There is a natural map $\mu_{(i, j)}:\left(I^{(m-1)}\right)_{(i-3, j-1)} \otimes I_{(3,1)} \rightarrow\left(I^{(m)}\right)_{(i, j)}$. Since $\operatorname{Im}\left(\mu_{(i, j)}\right)=$ $\left(I^{(m-1)}\right)_{(i-3, j-1)} I_{(3,1)}$, to finish it is enough to show $\left(I^{(m)}\right)_{(i, j)} \subseteq I^{(m-1)} I$ whenever $\mu_{(i, j)}$ is not surjective. We can identify $\left(I^{(m)}\right)_{(i, j)}$ with $H^{0}(X, A)$, and $I_{(3,1)}$ with $H^{0}(X, L)$, where $A=i H+j V-m E, L=3 H+V-E$ and $E=E_{1}+\cdots+E_{5}$ are divisors on the blow up $X$ of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ at the points $P_{1}, \ldots, P_{5}$ with respect to the usual exceptional configuration $H, V, E_{1}, \ldots, E_{5}$. Surjectivity of $\mu_{(i, j)}$ is equivalent to surjectivity of the map $H^{0}(X, A-L) \otimes H^{0}(X, L) \rightarrow H^{0}(X, A)$, which we will also denote by $\mu_{(i, j)}$.

Using Lemma 2.5.2, the inequalities $i \geq j \geq m \geq 2, i+2 j \geq 5 m, 2 i+j \geq 5 m$, and $i+j>3 m$ show that $A \cdot B \geq 0$ for every exceptional curve $B$ on $X$, and hence $A$ is effective and nef (since for a blow up $X$ of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ at five 1 -generic points, and thus 6 general points of $\mathbb{P}^{2}$, using the results of [9] one checks that the only prime divisors of negative self-intersection are the exceptional curves, but any divisor meeting every exceptional curve non-negatively is effective and nef [9, Proposition 4.1]).

Note that the exceptional configuration $L, E_{1}^{\prime}=H-E_{1}, E_{2}^{\prime}=H-E_{2}, E_{3}^{\prime}=H-$ $E_{3}, E_{4}^{\prime}=H-E_{4}, E_{5}^{\prime}=H-E_{5}, E_{6}^{\prime}=2 H+V-E$ corresponds to a birational morphism $X \rightarrow \mathbb{P}^{2}$ obtained by blowing up 6 general points of $\mathbb{P}^{2}$, and that $L$ is the pullback of a line in $\mathbb{P}^{2}$. By [14], $\mu_{(i, j)}$ always has maximal rank. Determining whether $\mu_{(i, j)}$ is surjective or injective is now purely numerical, and by [7, Theorem 3.4], $\mu_{(i, j)}$ is surjective if $A-L$ is nef, unless either $A-L=5 L-2 E_{1}^{\prime}-\cdots-2 E_{6}^{\prime}=H+3 V-E$ or $A-L=t\left(-K_{X}-E_{s}^{\prime}\right)$ for $t>0$. Note that $-K_{X}-E_{s}^{\prime}=H+2 V-E+E_{s}$ for $1 \leq s \leq 5$ while $-K_{X}-E_{6}^{\prime}=V$. Since each term $E_{s}$ of $A-L$ has the same coefficient, $A-L=t\left(-K_{X}-E_{s}^{\prime}\right)$ is impossible for $s \neq 6$. Thus $\mu_{(i, j)}$ is surjective if $A-L$ is nef, unless either $A-L=H+3 V-E$ or $A-L=t V$ for $t>0$; i.e., unless either $A=4 H+4 V-2 E$ or $A=3 H+t V-E$ for $t>1$. But $A=3 H+t V-E$ is not relevant since we are interested in cases with $m>1$. For the case $A=4 H+4 V-2 E=-2 K_{X}$, we have surjectivity of $H^{0}\left(X,-K_{X}\right)^{\otimes 2} \rightarrow H^{0}(X, A)$ by [17, Proposition 3.1(a)]. Thus $\left(I^{(2)}\right)_{(4,4)}=\left(I_{(2,2)}\right)^{2} \subset I^{2}$.

So now it suffices to show that $\left(I^{(m)}\right)_{(i, j)} \subseteq I^{(m-1)} I$ whenever $A-L$ is not nef but $A$ is nef and $m \geq 2$. First we must find all such $A$.

Either by hand or using software such as Normaliz [5], we can find generators for the semigroup of all $(i, j, m)$ such that $i \geq j \geq m \geq 0$ and $i+2 j \geq 5 m$. The result is that every such $(i, j, m)$ is a non-negative integer linear combination of $(1,0,0),(1,1,0)$, $(2,2,1),(3,1,1),(4,3,2)$, and $(5,5,3)$. So consider $A=a(1,0,0)+b(1,1,0)+c(2,2,1)+$ $d(3,1,1)+e(4,3,2)+f(5,5,3)$, where here we use $(i, j, m)$ as shorthand for $i H+j V-m E$.

Note $A-L$ is nef for any $A=a(1,0,0)+b(1,1,0)+c(2,2,1)+d(3,1,1)+e(4,3,2)+$ $f(5,5,3)$ with $d>0$, since $(3,1,1)=L$. So we may assume $d=0$. However, $f(5 H+5 V-$ $3 E)-L=(t-1)(5 H+5 V-3 E)+2(H+2 V-E)$, where $H+2 V-E$ is an exceptional curve by Lemma 2.5 .2 with $(5 H+5 V-3 E) \cdot(H+2 V-E)=0$, so $A-L$ is effective but never nef for $A=f(5 H+5 V-3 E)$.

In contrast, $(e(4 H+3 V-2 E)-L) \cdot(H+2 V-E)<0$ for $e=1$, but for $e>1$ we have $e(4 H+3 V-2 E)-L=(5 H+5 V-3 E)+(e-2)(4 H+3 V-2 E)$ so, for $e>0, A-L$ is not nef for $A=e(4 H+3 V-2 E)$ if and only if $e=1$. In particular, if $e>1$, then $A-L$ is nef for $A=a(1,0,0)+b(1,1,0)+c(2,2,1)+e(4,3,2)+f(5,5,3)$ regardless of the values of $a, b, c$, and $f$. However, $((4 H+3 V-2 E)+f(5 H+5 V-3 E)-L) \cdot(H+2 V-E)<0$ for all $f \geq 0, A-L$ is never nef for $A=(4 H+3 V-2 E)+f(5 H+5 V-3 E)$.

Similarly, for $c \geq 0, c(2 H+2 V-E)-L$ is nef if and only if $c>1$, and $(2 H+2 V-$ $E)+f(5 H+5 V-3 E)-L$ is never nef, but $(2 H+2 V-E)+(4 H+3 V-2 E)-L$ is nef. Thus the only cases with $A=c(2,2,1)+d(3,1,1)+e(4,3,2)+f(5,5,3)$ for which $A-L$ is not nef but $m \geq 2$ are: $A=f(5,5,3), f \geq 1 ; A=(4,3,2)+f(5,5,3), f \geq 0$; and $A=(2,2,1)+f(5,5,3), f \geq 1$.

The only other possible cases are obtained from these by adding on to one of these multiples of either $(1,0,0)$ or $(1,1,0)$. But $(A-L)+(1,0,0)$ for any of these $A$ is nef, so we do not get any additional cases by allowing $a>0$ or $b>0$. I.e., we must check that $\left(I^{(m)}\right)_{(i, j)} \subseteq I^{(m-1)} I$ only when $(i, j, m)$ is either $(2,2,1)+f(5,5,3),(4,3,2)+f(5,5,3)$ or $f(5,5,3)$.

First, we show $\left(I^{(m)}\right)_{(i, j)} \subseteq I^{(m-1)} I$ holds for the cases $f(5,5,3)$. Let $F=5 H+5 V-3 E$. The divisor $E_{6}^{\prime}=2 H+V-E$ is linearly equivalent to the exceptional curve which is the proper transform $C^{\prime}$ of the curve above denoted as $C$. Likewise, $H+2 V-E$ is linearly equivalent to an exceptional curve; denote this exceptional curve by $C^{\prime \prime}$. Note that $F=2 C^{\prime}+(H+3 V-E)=2 C^{\prime \prime}+(3 H+V-E)$. Thus $\left(I_{(2,1)}\right)^{2} I_{(1,3)} \subseteq\left(I^{(3)}\right)_{(5,5)}$ and $\left(I_{(1,2)}\right)^{2} I_{(3,1)} \subseteq\left(I^{(3)}\right)_{(5,5)}$, but $\operatorname{dim} I_{(1,2)}=\operatorname{dim} I_{(2,1)}=1$ and $\operatorname{dim} I_{(3,1)}=\operatorname{dim} I_{(1,3)}=3$, while $\operatorname{dim}\left(\left(\left(I_{(2,1)}\right)^{2} I_{(1,3)}\right) \cap\left(\left(I_{(1,2)}\right)^{2} I_{(3,1)}\right)\right)=0$ since $F-2 C^{\prime}-2 C^{\prime \prime}$ is not linearly equivalent to an effective divisor. Thus $\operatorname{dim}\left(\left(\left(I_{(2,1)}\right)^{2} I_{(1,3)}\right)+\left(\left(I_{(1,2)}\right)^{2} I_{(3,1)}\right)\right)=6=\operatorname{dim}\left(I^{(3)}\right)_{(5,5)}$, hence $\left(I^{(3)}\right)_{(5,5)} \subset I^{3}$. Moreover, $F=5 H+5 V-3 E$ is normally generated by [17, Proposition 3.1(a)], which means that $H^{0}(X, F)^{\otimes n} \rightarrow H^{0}(X, n F)$ is surjective. Thus $\left(I^{(3 f)}\right)_{(5 f, 5 f)}=\left(\left(I^{(3)}\right)_{(5,5)}\right)^{f}$ and hence $\left(I^{(3 f)}\right)_{(5 f, 5 f)} \subset\left(I^{3}\right)^{f}=I^{3 f}$, as we needed to show.

Now consider $\left(I^{(2)}\right)_{(4,3)}$. We have $I_{(1,2)} I_{(3,1)} \subseteq\left(I^{(2)}\right)_{(4,3)}$ and $I_{(2,1)} I_{(2,2)} \subseteq\left(I^{(2)}\right)_{(4,3)}$, but $\operatorname{dim} I_{(1,2)} I_{(3,1)}=3, \operatorname{dim} I_{(2,1)} I_{(2,2)}=\operatorname{dim} I_{(2,2)}=4$, and $\operatorname{dim}\left(\left(I_{(1,2)} I_{(3,1)}\right) \cap\left(I_{(2,1)} I_{(2,2)}\right)\right)=$
$\operatorname{dim} H^{0}(X, H)=2$, so $\operatorname{dim}\left(\left(I_{(1,2)} I_{(3,1)}\right)+\left(I_{(2,1)} I_{(2,2)}\right)\right)=4+3-2=5=\operatorname{dim}\left(I^{(2)}\right)_{(4,3)}$, hence $\left(I^{(2)}\right)_{(4,3)}=\left(\left(I_{(1,2)} I_{(3,1)}\right)+\left(I_{(2,1)} I_{(2,2)}\right)\right) \subset I^{2}$, as we needed to show.

Note that $4 H+3 V-2 E=3 L-E_{1}^{\prime}-\cdots-E_{5}^{\prime}$. Since the points are general, $\mid 3 L-E_{1}^{\prime}-$ $\cdots-E_{5}^{\prime} \mid$ and hence $|4 H+3 V-2 E|$ contains the class of a smooth elliptic curve, $Q$. Let $F=5 H+5 V-3 E$. Tensoring $0 \rightarrow \mathcal{O}_{X}(-Q) \rightarrow \mathcal{O}_{X} \rightarrow \mathcal{O}_{Q} \rightarrow 0$ by $\mathcal{O}_{X}(Q+f F)$ and taking global sections gives $0 \rightarrow H^{0}(X, f F) \rightarrow H^{0}(X, Q+f F) \rightarrow H^{0}\left(Q, \mathcal{O}_{Q}(Q+f F)\right) \rightarrow 0$. Tensoring by $H^{0}(X, F)=\Gamma_{X}(F)$ and applying the natural multiplication maps gives the following commutative diagram (see [24], or [10, Lemma 2.3.1]):

$$
\left.\begin{array}{rllllll}
0 & \rightarrow H^{0}(X, f F) \otimes \Gamma_{X}(F) & \rightarrow & H^{0}(X, Q+f F) \otimes \Gamma_{X}(F) & \rightarrow & H^{0}\left(Q, \mathcal{O}_{Q}(Q+f F)\right) \otimes \Gamma_{X}(F) & \rightarrow 0 \\
\downarrow & \downarrow & & 0 \\
0 & \rightarrow & H^{0}(X,(f+1) F) & \rightarrow & H^{0}(X, Q+(f+1) F) & \rightarrow & H^{0}\left(Q, \mathcal{O}_{Q}(Q+(f+1) F)\right)
\end{array}\right) \rightarrow 0
$$

Since $F-Q$ is linearly equivalent to an exceptional curve and hence $h^{1}(X, F-Q)=0$, the sequence $0 \rightarrow \mathcal{O}_{X}(F-Q) \rightarrow \mathcal{O}_{X}(F) \rightarrow \mathcal{O}_{Q}(F) \rightarrow 0$ is exact on global sections. Thus the map $H^{0}\left(Q, \mathcal{O}_{Q}(Q+f F)\right) \otimes \Gamma_{X}(F) \rightarrow H^{0}\left(Q, \mathcal{O}_{Q}(Q+(f+1) F)\right)$ has the same image as $H^{0}\left(Q, \mathcal{O}_{Q}(Q+f F)\right) \otimes \Gamma_{Q}(F) \rightarrow H^{0}\left(Q, \mathcal{O}_{Q}(Q+(f+1) F)\right)$, and the latter is surjective by [24, Theorem 6] (or see [18, Proposition II.5(c)]). We saw above that $F$ is normally generated, and hence that the map $H^{0}(X, f F) \otimes \Gamma_{X}(F) \rightarrow H^{0}(X,(f+1) F)$ is surjective. Now apply the snake lemma to the above diagram to conclude that $H^{0}(X, Q+f F) \otimes$ $\Gamma_{X}(F) \rightarrow H^{0}(X, Q+(f+1) F)$ is surjective. By induction, we have surjectivity for all $f \geq 0$ and hence $\left(I^{(2+3 f)}\right)_{(4+5 f, 3+5 f)}=\left(I^{(2)}\right)_{(4,3)}\left(\left(I^{(3)}\right)_{(5,5)}\right)^{f} \subset I^{2} I^{3 f}=I^{2+3 f}$.

Finally we consider the case of $(2,2,1)+f(5,5,3)$. The proof here is the same as for $(4,3,2)+f(5,5,3)$, except now $Q$ is a smooth elliptic curve linearly equivalent to $-K_{X}=3 L-E_{1}^{\prime}-\cdots-E_{6}^{\prime}$ and $F-Q$ is linearly equivalent to the sum $C^{\prime}+C^{\prime \prime}$ of two disjoint exceptional curves, so as before we have $h^{1}(X, F-Q)=0$. Thus $\left(I^{(1+3 f)}\right)_{(2+5 f, 2+5 f)}=$ $(I)_{(2,2)}\left(\left(I^{(3)}\right)_{(5,5)}\right)^{f} \subset I^{1+3 f}$.
3.2. $s$ points in 1-generic position with $s$ a perfect square. While computer calculations suggest that $I^{(2)}=I^{2}$ for the ideal $I$ of four 1-generic points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$, it is not hard to see that $I^{(3)} \neq I^{3}$. This is because $\alpha(I)=3$, so $\alpha\left(I^{3}\right)=9$, but there is a unique curve of bi-degree $(1,1)$ through any three of the four points (corresponding to the divisors $H+V-E_{1}-E_{2}-E_{3}-E_{4}+E_{i}$ in Lemma 2.5.2), hence the sum of these four curves corresponds to a non-trivial form in $\left(I^{(3)}\right)_{(4,4)}$. Thus $\alpha\left(I^{(3)}\right) \leq 8$, so $I^{(3)} \nsubseteq I^{3}$.

In fact, the case of four 1-generic points is part of a much larger family, namely a set $Z$ of $s$ points in 1-generic position when $s=t^{2}$ for some integer $t \geq 2$. For this family, we can in a similar way verify failures of containments of certain symbolic powers of the ideal $I(Z)$ of the points in various ordinary powers of the ideal, and thereby obtain lower bounds on $\rho_{a}(I(Z))$ bigger than 1 .

Theorem 3.2.1. Let $I=I(Z)$ where $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ is a set of $s=t^{2}$ points in 1-generic position with $t \geq 2$. Then for all integers $n \geq 1$,

$$
I^{((s-1)(2 t-1) n)} \nsubseteq I^{2 s(t-1) n+1}
$$

In particular, $\rho(I) \geq \rho_{a}^{\prime}(I) \geq \rho_{a}(I) \geq \frac{(s-1)(2 t-1)}{2 s(t-1)}=\frac{(t+1)(2 t-1)}{2 t^{2}}=1+\frac{1}{2 t}-\frac{1}{2 s}$.
Proof. We begin by showing that the symbolic power $I^{((s-1)(2 t-1) n)}$ has a nonzero element of bidgree $((t-1) s(2 t-1) n,(t-1) s(2 t-1) n)$. For each point $P_{i} \in Z$, let $Y_{i}=Z \backslash\left\{P_{i}\right\}$. Then $Y_{i}$ is a set of $s-1$ points in 1-generic position for each $i=1, \ldots, s$ and hence

$$
\operatorname{dim}\left(I\left(Y_{i}\right)_{(t-1, t-1)}\right)=\max \left\{t^{2}-\left|Y_{i}\right|, 0\right\}=\max \{s-(s-1), 0\}=1
$$

Thus, for each $i=1, \ldots, s$, there is a form $F_{i}$ (unique up to scalar multiplication) that vanishes at all of the points of $Y_{i}$. Moreover, $F_{i}$ does not vanish at $P_{i}$. Indeed, if $F_{i}\left(P_{i}\right)=0$, then $F_{i} \in I(Z)_{(t-1, t-1)}$, but $I(Z)_{(t-1, t-1)}=0$ since $\operatorname{dim}\left(I_{(t-1, t-1)}\right)=\max \left\{t^{2}-|Z|, 0\right\}=0$.

Set $F=\prod_{i=1}^{s} F_{i}$. The form $F$ has degree $((t-1) s,(t-1) s)$ and passes through all the points of $Z$ with multiplicity at least $s-1$, so $F \in I^{(s-1)}$. Thus $F^{(2 t-1) n} \in\left(I^{(s-1)}\right)^{(2 t-1) n} \subseteq$ $I^{((s-1)(2 t-1) n)}$ and $\operatorname{deg} F^{(2 t-1) n}=((t-1) s(2 t-1) n,(t-1) s(2 t-1) n)$ for each $n \geq 1$.

To show $I^{((s-1)(2 t-1) n)} \nsubseteq I^{2 s(t-1) n+1}$, it is now enough to check that

$$
\left(I^{2 s(t-1) n+1}\right)_{((t-1) s(2 t-1) n,(t-1) s(2 t-1) n)}=0
$$

Because the points of $Z$ are in 1-generic position, then for $i+j=2(t-1), i, j \geq 0$, we have $(i+1)(j+1) \leq t^{2}=|Z|$, so $\operatorname{dim}\left(I_{(i, j)}\right)=0$. Thus, viewing $I$ as a singly graded ideal, we have $\alpha(I) \geq 2 t-1$, hence

$$
\alpha\left(I^{2 s(t-1) n+1}\right) \geq(2 s(t-1) n+1)(2 t-1)>2 s(t-1) n(2 t-1)
$$

and so $\left(I^{2 s(t-1) n+1}\right)_{(s(t-1) n(2 t-1), s(t-1) n(2 t-1))}=0$. Taking the supremum of $\frac{(s-1)(2 t-1) n}{2 s(t-1) n+1}$ over all $n$ gives the bound.

Remark 3.2.2. In the case of 4 general points, the preceding result gives the same lower bound, $9 / 8 \leq \rho_{a}(I) \leq \rho(I)$ that we obtained in Corollary 2.5.4. Computational evidence using Macaulay2 in this case suggests that $I^{(3 t)}=\left(I^{(3)}\right)^{t}$ for all $t>0$ and also that $I^{(9)} \subseteq I^{8}$. This would imply by Theorem 2.5.1(4), that $\rho_{a}^{\prime}(I) \leq 9 / 8$, and hence $\rho_{a}(I)=\rho_{a}^{\prime}(I)=9 / 8$ 。
[In fact, evidence from Macaulay2 also suggests that $I^{(3 t+i)}=\left(I^{(3)}\right)^{t} I^{i}$ for $i=1,2$ and all $t>0$ and that $I^{(3)} \subseteq I^{2}$ and $I^{(6)} \subseteq I^{5}$. Given that these hold, one can prove that $I^{(m)} \subseteq I^{r}$ whenever $m / r \geq 9 / 8$, which by definition implies that $\rho(I) \leq 9 / 8$ and thus that $\rho_{a}(I)=\rho_{a}^{\prime}(I)=\rho(I)=9 / 8$. The proof is to check cases modulo 3. For example, given any $m \geq 1$, we can write $m=3 t+i$, for some $t$ and $0 \leq i \leq 2$, and we can write $t=3 j+q$ for some $0 \leq q \leq 2$. Then $I^{(m)}=I^{(9 j+3 q+i)}=\left(I^{(3)}\right)^{3 j+q} I^{i}=\left(I^{(9)}\right)^{j}\left(I^{(3)}\right)^{q} I^{i}$. Also note that $m / r \geq 9 / 8$ is equivalent to $8 j+8 q / 3+8 i / 9=8 m / 9 \geq r$. If $q=0$, then $I^{(9)} \subseteq I^{8}$ implies $I^{(m)}=\left(I^{(9)}\right)^{j} I^{i} \subseteq I^{8 j} I^{i}$, but $I^{8 j} I^{i} \subseteq I^{r}$, since $8 j+i \geq 8 j+8 q / 3+8 i / 9 \geq r$. If $q=1$, then $I^{(9)} \subseteq I^{8}$ and $I^{(3)} \subseteq I^{2}$ imply $I^{(m)}=\left(I^{(9)}\right)^{j}\left(I^{(3)}\right)^{q} I^{i} \subseteq I^{8 j} I^{2} I^{i}$, but $I^{8 j} I^{2} I^{i} \subseteq I^{r}$ since
$8 j+8 / 3+8 i / 9=8 j+8 q / 3+8 i / 9 \geq r$ implies $8 j+2+i=\lfloor 8 j+8 / 3+8 i / 9\rfloor \geq r$. If $q=2$, then $I^{(9)} \subseteq I^{8}$ and $I^{(6)} \subseteq I^{5}$ imply $I^{(m)}=\left(I^{(9)}\right)^{j}\left(I^{(3)}\right)^{q} I^{i} \subseteq I^{8 j} I^{5} I^{i}$, but $I^{8 j} I^{5} I^{i} \subseteq I^{r}$ since $8 j+5+i=\lfloor 8 j+8 q / 3+8 i / 9\rfloor \geq r$. $]$

By adapting the proof of Theorem 3.2.1 slightly, we can prove a similar result for $s$ points in 1-generic position when $s=t^{2}-t=t(t-1)$ for some integer $t$.
Theorem 3.2.3. Let $I=I(Z)$ where $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ is a set of $s=t^{2}-t$ points in 1-generic position with $t \geq 2$. Then for all integers $n \geq 1$,

$$
I^{(2(s-1)(t-1) n)} \nsubseteq I^{s(2 t-3) n+1}
$$

In particular, $\rho(I) \geq \rho_{a}^{\prime}(I) \geq \rho_{a}(I) \geq \frac{2(s-1)(t-1)}{s(2 t-3)}=\frac{2\left(t^{2}-t-1\right)}{t\left(2 t^{2}-3\right)}=1+\frac{1}{2 t}-\frac{1}{2 t(2 t-3)}$.
Proof. For each point $P$ of $Z$, let $Y_{P}=Z \backslash\{P\}$. As in the proof of Theorem 3.2.1, there exists a unique form (up to scalar multiplication) of degree $(t-1, t-2)$ that vanishes at all points of $Z$ except $P$, and likewise for degree $(t-2, t-1)$.

Since $s$ is even, we can partition $Z$ into two disjoint sets of the same size, i.e., $Z=$ $Z_{1} \cup Z_{2}$, where $Z_{1}=\left\{P_{1}, \ldots, P_{\frac{s}{2}}\right\}$ and $Z_{2}=\left\{P_{\frac{s}{2}+1}, \ldots, P_{s}\right\}$. For each $P_{i} \in Z_{1}$, let $G_{i}$ be the form of degree $(t-2, t-1)$ vanishing at all points of $Z$ except $P_{i}$, and for each $P_{i} \in Z_{2}$, let $H_{i}$ be the form of degree $(t-1, t-2)$ vanishing at all points of $Z$ except $P_{i}$. We then set

$$
F=\left(\prod_{i=1}^{\frac{s}{2}} G_{i}\right)\left(\prod_{i=\frac{s}{2}+1}^{s} H_{i}\right)
$$

The form $F$ has bidegree $\left(\frac{s(2 t-3)}{2}, \frac{s(2 t-3)}{2}\right)$, and furthermore, $F \in I^{(s-1)}$.
For any integer $n \geq 1$, we have $F^{2(t-1) n} \in\left(I^{(s-1)}\right)^{2(t-1) n} \subseteq I^{(2(s-1)(t-1) n)}$. If we view $I^{(2(s-1)(t-1) n)}$ as a homogeneous ideal, then this ideal has an element of degree $2 s(2 t-$ 3) $(t-1) n$.

We now show that $I^{s(2 t-3) n+1}$ has no elements of bidegree $(s(2 t-3)(t-1) n, s(2 t-3)(t-$ 1) $n$ ). We have $\alpha(I) \geq 2 t-2$, so $\alpha\left(I^{s(2 t-3) n+1}\right) \geq(2 t-2)(s(2 t-3) n+1)>(2 t-2) s(2 t-3) n$. As in the proof of Theorem 3.2.1, the conclusion now follows.
3.3. Six or more points in 1-generic position. In this section we compare the symbolic squares and ordinary squares of ideals of six or more points in 1-generic position.

Proposition 3.3.1. Let $I=I(Z)$ with $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ be a set of 6 points in 1-generic position. Then $I^{2} \neq I^{(2)}$.

Proof. We look at the bigraded pieces of $I^{2}$ and $I^{(2)}$. Since $Z$ imposes at most $6\binom{2+1}{2}=18$ conditions on forms of bidegree $(3,4)$, we see $\operatorname{dim}\left(\left(I^{(2)}\right)_{(3,4)}\right) \geq 2$. Thus $\alpha\left(I^{(2)}\right) \leq 7$, but using the fact that $I$ is 1 -generic we compute that $\alpha(I)=4$ so $\alpha\left(I^{2}\right)=8$, and hence $I^{2} \subsetneq I^{(2)}$.

To extend this result to 7 or more points, we require [29, Theorem 1], which describes the Hilbert function of a set of double points in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ whose support is in 1-generic position. We state only the part we need:

Lemma 3.3.2. Let $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ be a set of $s$ points in 1-generic position, with defining ideal $I=I(Z)$. If $(i, j) \notin\{(2, s-1),(s-1,2)\}$, then

$$
\operatorname{dim}\left(I^{(2)}\right)_{(i, j)}=\max \{0,(i+1)(j+1)-3 s\}
$$

We now proceed to the case of 7 or more points:
Theorem 3.3.3. Let $I=I(Z)$ with $Z \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ be a set of $s=|Z| \geq 7$ points in 1 -generic position. Then $I^{2} \neq I^{(2)}$.

Proof. Let $I=I(Z)$. To show that $I^{2} \neq I^{(2)}$, we find a bidegree $(i, j)$ where $\left(I^{2}\right)_{(i, j)} \neq$ $\left(I^{(2)}\right)_{(i, j)}$, which we verify by showing that the two graded pieces have different dimensions.

We divide $s$ by 2 and by 3 using the division algorithm to write $s$ as $s=2 q_{1}+r_{1}$ and $s=3 q_{2}+r_{2}$ where $0 \leq r_{1} \leq 1$ and $0 \leq r_{2} \leq 2$. Because $Z$ is in 1-generic position,

$$
\begin{aligned}
H_{Z}\left(1, q_{1}\right) & =\min \left\{2\left(q_{1}+1\right), 2 q_{1}+r_{1}\right\}=2 q_{1}+r_{1} \text { and } \\
H_{Z}\left(2, q_{2}\right) & =\min \left\{3\left(q_{2}+1\right), 3 q_{2}+r_{2}\right\}=3 q_{2}+r_{2} .
\end{aligned}
$$

It then follows from the Hilbert function that $\operatorname{dim}\left(I_{\left(1, q_{1}\right)}\right)=2\left(q_{1}+1\right)-H_{Z}\left(1, q_{1}\right)=2-r_{1}$ and $\operatorname{dim}\left(I_{\left(2, q_{2}\right)}\right)=3\left(q_{2}+1\right)-H_{Z}\left(2, q_{2}\right)=3-r_{2}$.

We will use this information, and Lemma 3.3.2, to compare the ideals $I^{2}$ and $I^{(2)}$ in bidegree $\left(3, q_{1}+q_{2}\right)$. We require two claims.
Claim 1. $\operatorname{dim}\left(\left(I^{2}\right)_{\left(3, q_{1}+q_{2}\right)}\right) \leq\left(2-r_{1}\right)\left(3-r_{2}\right)$.
Proof of Claim 1. We first note that

$$
\left(I^{2}\right)_{\left(3, q_{1}+q_{2}\right)}=\sum_{\substack{0 \leq a, b, c, d \\ a+c=3, b+d=q_{1}+q_{2}}} I_{(a, b)} I_{(c, d)} .
$$

The claim will follow if we show that whenever $(a, b) \notin\left\{\left(1, q_{1}\right),\left(2, q_{2}\right)\right\}$, then $I_{(a, b)} I_{(c, d)}=0$. This would then show that $\left(I^{2}\right)_{\left(3, q_{1}+q_{2}\right)}=I_{\left(1, q_{1}\right)} I_{\left(2, q_{2}\right)}$, and thus

$$
\operatorname{dim}\left(\left(I^{2}\right)_{\left(3, q_{1}+q_{2}\right)}\right) \leq \operatorname{dim}\left(I_{\left(1, q_{1}\right)}\right) \operatorname{dim}\left(I_{\left(2, q_{2}\right)}\right)=\left(2-r_{1}\right)\left(3-r_{2}\right)
$$

If $a=0$, then $I_{(a, b)}=0$ since $Z$ is in 1-generic position and $0 \leq b \leq q_{1}+q_{2} \leq s-1$. Likewise, $I_{(c, d)}=0$ if $c=0$.

If $a=1$ and $b \neq q_{1}$, then there are two cases. If $b<q_{1}$, then $I_{(a, b)}=0$, since $H_{Z}(a, b)=\min \left\{(a+1)(b+1), 2 q_{1}+r_{1}\right\}=(a+1)(b+1)$. On the other hand, if $b>q_{1}$, then $I_{(c, d)}=0$ since $c=2$ and $d=q_{1}+q_{2}-b<q_{2}$, so $(c+1)(d+1) \leq 3 q_{2} \leq 3 q_{2}+r_{2}$, whence $H_{Z}(c, d)=(c+1)(d+1)$. Likewise, $I_{(a, b)} I_{(c, d)}=0$ if $c=1$ and $d \neq q_{1}$.

Finally, if $a \geq 2$, then $c \leq 1$, so the same arguments apply.

Claim 2. $\operatorname{dim}\left(I^{(2)}\right)_{\left(3, q_{1}+q_{2}\right)}=q_{2}+4-2 r_{1}-r_{2}$.
Proof of Claim 2. By Lemma 3.3.2, we have

$$
\operatorname{dim}\left(I^{(2)}\right)_{\left(3, q_{1}+q_{2}\right)}=\max \left\{0,4\left(q_{1}+q_{2}+1\right)-3 s\right\} .
$$

By the definition of $q_{1}$ and $q_{2}$, we have $s \leq 2 q_{1}+1$ and $s \leq 3 q_{2}+2$. So

$$
\begin{aligned}
4\left(q_{1}+q_{2}+1\right)-3 s & =4 q_{1}+4 q_{2}+4-3 s \\
& =\left(2 q_{1}+1\right)+\left(2 q_{1}+1\right)+\left(3 q_{2}+2\right)+q_{2}-3 s \geq 0 .
\end{aligned}
$$

Thus $\operatorname{dim}\left(I^{(2)}\right)_{\left(3, q_{1}+q_{2}\right)}=4\left(q_{1}+q_{2}+1\right)-3 s$. Now, using the fact that $s=2 q_{1}+r_{1}$ and $s=3 q_{2}+r_{2}$, we get

$$
4\left(q_{1}+q_{2}+1\right)-3 s=4 q_{1}+4 q_{2}+4-2\left(2 q_{1}+r_{1}\right)-\left(3 q_{2}+r_{2}\right)=q_{2}+4-2 r_{1}-r_{2}
$$

To complete the proof, it suffices to show that

$$
\operatorname{dim}\left(I^{(2)}\right)_{\left(3, q_{1}+q_{2}\right)}=q_{2}+4-2 r_{1}-r_{2}>\left(2-r_{1}\right)\left(3-r_{2}\right) \geq \operatorname{dim}\left(I^{2}\right)_{\left(3, q_{1}+q_{2}\right)} .
$$

But $q_{2}+4-2 r_{1}-r_{2}>\left(2-r_{1}\right)\left(3-r_{2}\right)$ is equivalent to $q_{2}-1>\left(r_{1}-1\right)\left(r_{2}-1\right)$. The maximum value of $\left(r_{1}-1\right)\left(r_{2}-1\right)$ is 1 , and it occurs only for $r_{1}=r_{2}=0$, whereas $q_{2}-1>1$ unless $s=7$ or 8 , and in both of these cases we have $q_{1}-1=1 \geq 0 \geq\left(r_{1}-1\right)\left(r_{2}-1\right)$.

Remark 3.3.4. We cannot use the above proof for the case $s=6$ because $q_{2}+4-2 r_{1}-r_{2}=$ $\left(2-r_{1}\right)\left(3-r_{2}\right)$ when $s=6$ but the proof needs $q_{2}+4-2 r_{1}-r_{2}>\left(2-r_{1}\right)\left(3-r_{2}\right)$.

Now, we are able to prove the main result of this paper:
Proof of Theorem 1.1. That $I^{(m)}=I^{m}$ for all $m \geq 1$ for $s$ general points for $s=1,2,3,5$, follows from Theorems 2.4.1, 3.1.1, 3.1.2 and 3.1.4, respectively. That $I^{(m)} \neq I^{m}$ for some $m$ for all other $s$ follows for $s=4$ by Theorem 3.2.1 (apply the theorem with $t=2$, and the fact that we would have $\rho(I)=1$ if $I^{(m)}=I^{m}$ for all $m \geq 1$ ), for $s=6$ by Proposition 3.3.1 and for $s>6$ by Theorem 3.3.3. The rest of the statement of the theorem follows from Corollary 2.5.4.
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