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LUSZTIG’S «-FUNCTION FOR COXETER GROUPS OF
RANK 3

PEIPEI ZHOU

ABSTRACT. We show that Lusztig’s a-function of a Coxeter group
is bounded if the rank of the Coxeter group is 3.

0. INTRODUCTION

In [L2] Lusztig defined a-function for a Coxeter group and showed
that a-function is bounded for affine Weyl groups. This boundness
plays an important role in studying cells of affine Weyl groups. In
[X], Xi showed that the a-function is bounded for Coxeter groups with
complete Coxeter graph. He also gave some interesting applications of
the boundness on cells of the Coxeter groups. In this paper, we show
that Lusztig’s a-function of a Coxeter group is bounded if the rank of
the Coxeter group is 3. The present work was motivated by a question
posed by Prof. Xi in his paper [X]. The author would like to thank
Prof. Xi for his help in dealing with the problems in writing the paper.

1. PRELIMINARIES

1.1. We first recall some known facts, and refer to [KL, L2, L3,X]
for more details. Let (W, S) be a Coxeter group. Denote [ the length
function and < the Bruhat order of W. The neutral element of W will
be denoted by e.

Let ¢ be an indeterminate. The Hecke algebra H of (W, S) is a free
A= Z[q%, q’%]—module with a basis T,,, w € W and the multiplication
relations are (Ty — ¢)(Ts+ 1) = 0if s is in S, T,,To, = Topy if l(wu) =
lw) + (u).

For any w € W set T}, = qJ(Tw)Tw. For any w,u € W, write

TwTu = fw,u,va fw,u,v e A

€
The following fact is known and implicit in [L2, 8.3], see also [X] 1.1.(a).

S

(a) For any w,u,v € W, f,u., € Ais a polynomial in q% — q*% with
non-negative coefficients and fy, v = fup-1w-1 = fo-1wu-1. Its degree
is less than or equal to min{l(w), (u),l(v)}.

For any w,w,v in W, we shall regard f,, ., as a polynomial in { =

¢ — q~2. The following fact is due to Lusztig [L3, 1.1 (c)].
1
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(b) For any w,u,v in W we have f, 4, = fu-1w-1,-1.

We shall need the following facts.
(c) Let (W, S) be a Coxeter group and [ is a subset of S. The following
conditions are equivalent.
(1) The subgroup W; of W generated by I is finite.
(2) There exists an element w of W such that sw < w for all s in 1.
(3) There exists an element w of W such that w < ws for all s in 1.

Asusual, we set L(w) = {s € S|sw < w} and R(w) = {s € S|ws <

w} for any w € W.
(d) Let w be in W and I is a subset of L(w) (
l

l(wrw) + l(wy) = l(w) (resp. l(wwy) + l(wy) =
longest element of W;.

esp. R(w)). Then

r
(w)), here wy is the

1.2. For any y,w € W, let P,, be the Kazhdan-Lusztig polyno-
mial. Then all the elements C,, = q_@ Zygw P, ,T,, we W, form a
Kazhdan-Lusztig basis of H. It is known that P, ,, = p(y, w)q%(l(w)_l(y)_l)
+lower degree terms if y < w and P, ,, = 1.

For any w,w in W, Write

CwCu = Z hw,u,vcva hw,u,v € A

veW

Following [L2], for any v € W we define
a(v) = max{i € N|i = deghyy,, w,uec W},

here the degree is in terms of q%. Since Ay, 4, 1S @ polynomial in q% +q_%,
we have a(v) > 0.

We are interested in the bound of the function a : W — N. Clearly,
a is bounded if W is finite. The following fact is known (see [L3]).

The a-function is bounded by a constant c if and only if degf,, ., < ¢
for any w,u,v € W.

Lusztig showed that for an affine Weyl group the a-function is bounded
by the length of the longest element of the corresponding Weyl group.
This fact is important in studying cells in affine Weyl groups. One
consequence is that an affine Weyl group has a lowest two-sided cell
[S1]. In general, Xi showed that the lowest two-sided cells exists for a
Coxeter group with bounded a-function. (see [X,1.5])

2. COXETER GROUPS OF RANK 3

In this section (W,S) is a infinite Coxeter group of rank 3. Let
S = {r,s,t}, we shall assume that tr = rt. By 1.1.(c), for w € W,
both R(w) and L(w) contain at most 2 elements. Let |R(w)| (resp.
|L(w)|) denote the number of elements in the set R(w) (resp. L(w)).
Let my, (resp. mg) denote the order of sr (resp. st). Let wsg, (resp.
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wg) denote the longest element in the parabolic subgroup generated
by s,r (resp. s,t).

Theorem 2.1. Let (W, S) be a Coxeter group of rank 3 and assume
that rt = tr, S = {r,s,t}. Then Lusztig’s a-function on W is bounded
by the length of the longest element of certain finite parabolic sub-
groups of W in the following two cases:

(a) mg. > 7 and mg = 3.

(b) mg > 5 and my > 4.

The remaining of this paper is devoted to a proof of the theorem.

In section 3, we will deal with the case (a).
In section 4, we will deal with the case (b).

The notation, if w = (w;)(wy) - - - (w;), means w = wyws - - - w; and
l(w) = Uwy) + Uws) + -+ - + L(wy).

The strong exchange condition will be need frequently in the proof,
so we recall it.

Strong exchange condition. Let (W,S) be a Coxeter group. Let
w = s1---8.(s; € 5), not necessarily a reduced expression. Suppose
t € Upew wSw™, satisfies {(wt) < I(w). Then there is an index i
for which wt = sy---§;---s, (omitting s;). If the expression for w is
reduced, then ¢ is unique.

3. THE CASE mg,. > 7 AND mgy = 3
Since mg = 3, mg. > 7, wg = sts = tst and l(wg.) > 7.

Lemma 3.1. There is no element w in W such that w = (w)(st) =
(1) (57)

Proof. We use induction on [(w). When [(w) = 0, 1,2, 3, the lemma
is clear. Now assume that the lemma is true for u with {(u) < i(w)—1.
Since r,t € R(w), by 1.1.(d), w = (w3)(rt) for some w3 € W. So
we get wis = wsr,wes = wst. By 1.1.(d), wis = wsr = (wy)(ws,)
for some wy € W, wes = wst = (ws)(wy) for some ws € W. Since
mg > 7, we have wy € W, such that ws = (wy)(ws, 1) = (wy)(srsrs) =
(ws)(wsit) = (ws)(ts). Then there exists wg, w; € W, such that w; =
(wy)(sr) = (ws)(st). By induction hypothesis, w; does not exist, hence
w does not exist. The lemma is proved.

Corollary 3.2. There is no element w in W such that w = (w;)(srs) =

(we)(t) -

Proof.Assume that w exists, by 1.1.(d), there exists w3 € W | such
that w = (w3)(wg), hence (wy)(sr) = (ws)(st), which contradicts
Lemma 3.1.

Corollary 3.3. There is no element w in W such that w = (wy)(srsr) =

(w2)(t) -
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Proof. Assume that w exists, there exists ws € W, such that w =
(ws)(tr), hence (wy)(srs) = (ws)(t), which contradicts Corollary 3.2.

Lemma 3.4. There is no element w in W such that w = (w)(ts) =
(wa)(r) -

Proof. Assume that w exists, there exists ws € W, such that w =
(ws3)(ws), hence (wq)(t) = (ws)(ws-s), which contradicts Corollary 3.2.

Lemma 3.5. Let x,y be elements in W, and w be an element in the
parabolic subgroup Wy, generated by r,s. Assume that [(w) > 5 and
r,s ¢ R(x)U L(y). Then

() 2wy = ()(w)(y), ie., zwy) = (z) +1(w) + ().

(b) R(zwy) = R(wy).

(¢) L(zwy) = L(zw).

Proof: It is clear that zw = (z)(w), and wy = (w)(y). Note that
(b) and (c) are equivalent. We use induction on [(y) to prove (a) and
(b). The case I(y) = 0 is clear. If I(y) = 1, then y = ¢t. By Corollaries
3.2 and 3.3, we see zwt = (x)(w)(t). If R(wt) contains two elements,
we must have R(zwt) = R(wt). Now assume that R(wt) = {t}. If
R(zwt) # R(wt), R(zxwt) = {r,t}, or {s,t}. If R(xwt) = {r,t}, we
have r € R(zw) = R(w), which contradicts that R(wt) = {t}. If
R(zwt) = {s,t}, we have xwt = (u)(tst), for some u € W. Then
zw = (u)(ts), so w = (wy)(srsrs) for some w; € W,.. By Corollary
3.3, this is impossible. Hence R(zwt) = R(wt).

If I(y) = 2, then y = ts. By what we have proved that s ¢ R(xzwt),
we see that zwts = (x)(w)(ts). If R(wts) contains two elements, we
must have R(zwts) = R(wts). Now assume that R(wts) = {s}. If
R(zwts) # R(wts), R(zwts) = {s,t}, or {s,r}. If R(zwts) = {s,t},
we have s € R(zw) = R(w), which contradicts that R(wts) = {s}. If
R(zwts) = {s,r}, we have zwts = (u)(ws,), for some u € W. Then
zwt = (u)(ws,s), since wg.s = (wy)(srsrsr) for some wy; € Wi,, by
Corollary 3.3, this is impossible. Hence R(zwts) = R(wts).

Now assume that k£ > 3. Let y = y1y2 - - - yx be a reduced expression
of y. The induction hypothesis says that R(zwy; - - -y;) = R(wy; - - - y;)
and [(zwy; ---y;) = l(x) + l(w) + i for i < k — 1. We must have
Yk & R(zwyryz - - ye-1), since wy = (w)(y), so zwy = (z)(w)(y)-

Assume that |R(zwy1ys - - yr—1)| = 2. If R(zwy) contains one el-
ement, it must be yi, so R(zwy) = R(wy) = {yx}. When R(zwy)
contains two elements, if R(zwyiys---yr—1) = {r,s} or {t,s}, then
yp = t or r, and R(zwy) = R(wy) = {t,r}. If R(zwy1yz---yr—1) =
{r,t}, then y, = s. When R(wy) contains two elements, we must
have R(zwy) = R(wy). When R(wy) = {s}, we need to show that
R(zwy) = {s}. Otherwise R(zwy) = {s,r}, or {s,t}. By Lemma 3.4,
r ¢ R(zwy), then R(zwy) = {s,t}. By 1.1.(d), we have zwy; - - -y, =
(u1)(sts), for some uy € W. Then zwy; - - - yx_oyp—1 = (u1)(st).

We discuss it in the following three conditions:



LUSZTIG’S a-FUNCTION FOR COXETER GROUPS 5

(1) {yr—2,yr-1} = {t,r}, under this condition, zwy, - yx_3r =
(u1)(s). Hence r,s € R(wy; ---ysr). By 1.1.(d), there exists uy € W
and wyy - yp-sr = (u2)(wsr). Hence R(wyi---yr-srts) = {s,t},
which contradicts to R(wy) = {s}.

(2){yk—2,yk—1} = {s,r}. This is impossible since under this condi-
tion, yx_1 = 7, Y2 = S, from the above, we have (xwy; - - -y, )(s7) =
(u1)(st), which contradicts Lemma 3.1.

(3){yk—2,yx—1} = {s,t}. Under this condition, it is easy to see that
R(wy) = {s,t}, which contradicts to R(wy) = {s}.

Next assume that |R(zwy1ys---yr-1)] = 1, so R(zwyiys - Yp—1)
= {yr—1}. If R(wy) contains two elements, we must have R(zwy) =
R(wy). If R(wy) contains one elements, we must have R(wy) = {yx}.
We need to prove that R(zwy) = {yx}. Assume that R(zwy) 2 R(wy).
When R(zwy) = {t,r}, it is easy to see that {yx_1,yx} = {t,7}, so
R(wy) = {t,r}, which contradicts to R(wy) = {yx}.

When R(zwy) = {t, s}, it is easy to see that y,_1 =t and y, = s (or
Yp—1 = sand yp = t), then t € R(wyy -+ - yr_2) (or s € R(wyy « - - Yp_2)).
So R(wy) = {s,t}, which is a contradiction.

When R(zwy) = {s,r}, then {yr_1,yx} = {s,7}. By 1.1.(d), there
exists u; € W, such that zwy = (uy)(ws,), write wyy - -y = wyy -+ - y;
s%(rs)br¢, here 7 is minimal, such that R(y; - --y;) = {y:} = {t}, a,c =0
orl,b>0.

Obviously a+2b+c < my,. Write u,, = wy,7¢(rs) s, then I(u,,) >
0, zwyy - - y; = (u1)(us). Assume that R(wy;---y;) = R(yr---y;) =
{y;}, then i = 0. So y € W, W, is the parabolic subgroup generated
by s,r. Then it contradicts to s,r ¢ L(y).

Next assume that R(wy: ---yi) 2 {yi}-

Only consider a + 2b+ ¢ < my, — 2, since when a + 2b+ ¢ = my, — 1,
R(wy) = {s,r}, which contradicts the assumption.

By Corollary 3.2, if R(us) = {s}, then l(us) < 2, we must have
ug, = rs. Hence R(wy;---y;) = {t,s}. If i is large enough, suppose
1 > 6, we will show this is impossible.

By the assumption and easy calculation, we get y; = t, y;,_1 = s,
Yi—o =1, Yy;—3 = s. Next we shall deal with the following two conditions:

1) yi—qa = t, then y,_5 = r. Hence R(wy,---yi—5) = {s,r}. By
1.1.(d), there exists us € W, such that zwy; ---y;_stsrst = (xus)
(wgtsrst) = (up)(rs). By what we have proved already and easy cal-
culation, we see that there exists ug € W, such that (zus)(ws.s)(t) =
(us)(srsr), which contradicts Corollary 3.3.

2) yi_qg = 7, and y;_5 = s, since y;_5 = t is as same as condition
1). Hence t € R((zwyy - - - yi—g)(srsr)). But by Corollary 3.3, this is a
contradiction .

When 7 < 5, there are two cases which satisfy the assumption.

1) i =2, y; =t, y» = s, however it contradicts to fact that y; = ¢,
since ¢ = 2.
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2)i=bys=t,ys=8,ys=7,ys = 8,y1 = t,and s € R(w). We will
show that xwtsrst = (u1)(rs) is impossible. Otherwise, (zws)(tsrst) =
(up)(r), by 1.1.(d), there is ug € W, such that (zws)(tsrs) = (us)(r),
by 1.1.(d) there exists uy € W, such that (zws)(t) = (uy)(rsrs), which
contradicts Corollary 3.3.

If R(us,) = {r}, then l(us) < 3, R(wy,---y;) = {r,t}. Hence
r,s € R(wyy---y;—1). By 1.1.(d), there exists us € W, such that
wyy - Yio1 = (us)(wg). Then we get the formula (z)(us)(wg)(t) =
(u1)(us), here ug. = sr or ug. = rsr, however the formula contradicts
Lemma 3.1.

Until now, we see that the lemma is proved.

Recall that way = ZZEW fwyzfz Here f,, . is a polynomial in &,
where £ = (q% — q_%). )
Definition: deg 7,7, = max,cw { deg fu,..}-

Lemma 3.6. Let z,y € W. Assume that s,t ¢ R(xz)U L(y), then deg
fastsy,> < 1 forall zin W.

Proof. Write y = y; - - - yx, reduced decomposition. Let w = sts =
tst. There are two cases to consider.

Case 1: There is no 2’ € W, such that x = (2’)(ws,s), we claim that
R(zwu) = R(wu), with L(u) = {r}, hence the corollary, l(zstsy) =
l(z) + 3+ l(y). Hence deg fistsy,. =0, for all z € W.

We use induction on I(y) to prove the claim. When [(y) = 0, 1,2, it is
easy to see that R(zwy) = R(wy). When k > 3, now assume that the
claim is true for u € W, with I(u) < k, t,s ¢ L(u). From the proof of
Lemma 3.5, we only need to prove the lemma when R(wy; - -yr_1) =
{yr-1} and R(zwy) = {s,r}. It is easy to check that R(wy) C R(zwy),
when R(wy) contains two elements, we must have R(wy) = R(zwy),
nothing needs to prove. Assume that R(wy) & R(zwy). It is easy to
check that {yx_1,yx} = {s,7}. Write zwy = (u1)(ws,) by 1.1.(d), uy €
W. Write wy = wyy - - - y;5%(rs)br¢, 0 < i < k — 2, i minimal such that
R(yr---vy:) = {yi} = {t}, a+2b+ ¢ < mg,, then we have zwy; ---y; =
(u1)(Usr), Usy = Wer®(rs)™% . From the proof of Lemma 3.5, we only
have to check the case R(wy,---y;) = {s,t} and i < 5, us, = rs. By
calculation only ¢ = 3, y; = r, y» = s, y3 = t satisfies the assumption
R(wyry2ys) = {s,t} and R(y1y2y3) = {t}. However, zwrst = (uy)(rs)
is impossible. Otherwise, we will get (z)(t) = (u2)(srsr), ug € W,
which contradicts Corollary 3.3. Hence the claim.

Case 2: When there exists ' € W, such that x = (2)(ws,s), xsts =
() (wy) (ts).We claim that deg Ty Ty = 1. If I(zstsy) = 1(2)+3-+(y),
then nothing needs to prove. We calculate fwsrtsfy firstly. Assume
that there is an ¢ < k, which is minimal, such that l(wstsy; - y;) <
l(wgrtsyy - - - y;—1). By strong exchange condition, and I(stsy) = 3+I(y),
we get rsyy - Yii1 = Sy Yi1Yi, Lrsyr - -yio1) =i+ 1. By 1.1.(d
there exists u; € W, such that sy; - - - y;_1y; = (wg-)(uy1). Since I(sy) =
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Wy) + 1, rsyi-- yim1 = sy1 - Yio1Ys, hence rsyr - yi1yir1 - yx is a
reduced decomposition, and so is sy; - - - Yi—1Yit1 - - - Y-

TwsrtsTy = TwsrtsT

yl"'yiflTyiT

Yi+1Yk

= gT’wsthTSyl"'yi—lyiTyi+l"'yk + TwsrT'tTSyl"'yi—lTyi+1"'yk

= gTwsrrthy + TwsthTSyl"'yi—lyi+l"'yk

Because sy; - - yi—1yi = (Wer)(u1), sy = (Wsp) (W1) (Vi1 -~ Y), SY1 -+~ Yiz1
Yirr Yo = (W) (W) (Yir1 - Yn)- ~ ~ ~

Since l(wg,), l(rws,) > 5 and R(ws,1t) = {t}, T rtLsy = Ty rtsy,
by Lemma 3.5.

By Lemma 3.5, Twsmfsyl...yi_

1Wit1 Yk Twsrrtfyl:'yi—lyi-{—l'“yk'~
) Since l(wgr) > 6, th?n by Lemma 3.5, TpTy, rsy = Torwertsys

T:B’Twsrrtsyl---yi—lyi+1“'yk = Lalwsrrtsyryi1Yit1Yr
Hence the lemma is proved.

Lemma 3.7. Let z,y € W. Assume that ¢, ¢ R(z) U L(y), then deg
fatry,> < 2 for all zin W.

Proof. There are four cases:

Case 1: When there is no 2’ € W, such that © = (2’)(wgr), or
x = () (wgt), or x = (2')(wg-sr). Claim that R(xtru) = R(tru), with
t,r ¢ L(u), u € W. Then we have the corollary, ztry = (z)(tr)(y).
Hence deg fi1,. = 0. We use induction on [(y) to prove the claim.
When I(y) = 0,1, 2, it is easy to see the claim is true. When [(y) > 3,
write ¥y = y1ys - - - Yx, reduced decomposition. Now assume that the
claim is true for u with l(u) < k, r,t ¢ L(u). By the proof of Lemma
3.5, we only have to prove that when R(wy;---yx—1) = {yxr—1} and
R(ztry) = {s,r}, R(try) = {s,r}. Assume that R(try) & R(zwy).
It is easy to see that {yx_1,yx} = {s,7}. Write ztry = (u1)(ws.) by
1.1.(d), for u; € W. Write try = try, - - y;5%(rs)r®, 0 < i <k — 2,4
minimal such that R(y; ---y;) = {v:} = {t}, a+ 20+ ¢ < mg,, then we
have xtry; - - - y; = (u1)(us, ), Where ug, = we,r(rs)~" . From the proof
of Lemma 3.5, we only have to consider the case R(try, ---v;) = {s,t}
and 7 < 5, ug = rs.

Ifi=05ys =1t ys = s, ys = r, yo = s,contradicts to y; = s, and
Y1Yo - - - Y5 is a reduced decomposition.

Ifi =4, then yy =1t, ys =s, ys = r, y; = s, this contradicts to the
assumption R(try; ---y;) = {s,t}.

If © = 3, then y3 = t, yo = s, which contradicts to sy,---y; is a
reduced decomposition.

It is easy to see that ¢ = 1 is impossible.
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If i = 2, yo» = t, y» = s, which satisfies R(trst) = {s,t} and
R(st) = {t}. That is y3---yp = Srws., ty,---yx = rstrws.. How-
ever the equality ztrst = (u1)(rs) is failed to hold, since there is no
' € W, such that x = (2/)(ws,s7).

Hence the claim.

Case 2: When z = (2/)(ws,r), then ztr = (2')(ws,)(t). If l(ztry) =
I(z) +2+41(y), then nothing needs to prove. First we calculate T, T}
Assume that there is an ¢ < k, which is minimal, such that l[(wg,ty; - - - y;)
< W wgrtyy -+ -y;—1). By strong exchange condition, and I(try) = 2 +
I(y), we get styy---yi—1 = tyr - Yir¥i, Lstyr -~ yim1) =i+ L.

Since [(try) = l(y) + 2 and sty -+ -y;—1 = ty; - - - Yi_1Y;, it is easy to
see Styy - Yi—1Yir1 - Yr and tyy - -y 11 - - - Y are reduced decom-
positions. Let & = (q% — q*%).

Twsrtfy = TwgsTstyryss Ty Ty oy
= §TwsrsT~ty + Twsrsj}yl"'yiflyi+l"'yk
We have showed that L(ty) = {s,t}. If there exists u; € W, such that
ty = (st)(ws)(uy), then
ETwesTiy = €T Tsrtyrwnr) ()
= T, Toyeunn) + E T ) )

Since W trwg = (W )(t) (Twsy ), Werrtrwg,. = (wsr)(t)(rws,.), we have

e - L

E T, Tty rwser) (ur) + ELwerr T (8) (rwer ) (ur)
e 5

= E T we) (O (rwsr) (1) T EL(werr) () (rwsr) (ur)

Meanwhile, since ty = sty; - - - yi_1Yis1 - - - Yx and ty = (st)(ws,)(uy1), we
have

tyl Y1 Yirl Yk = (t)(wsr)(ul)

Hence

TwsrsToysgicryirrove = Twers L) (wer) ()
= ET(’LUSTS)(t)(Twsr)(ul) _'_ T(wSTST)(t)(rwST)(ul)
If there is no u; € W, such that ty = (st)(ws,)(u1), i.e, ty = (st)(uz)
and L(ug) = {s}, then ty; - - yi1Yip1 - - yr = (1) (u2).
£Tw5r5ﬁy + Twsrsftyl---yi71y¢+1---yk = Efwsrsty + TwsrsTtm

By the assumption L(us) = {s} and s ¢ L(tus), it is easy too see that
WerStug = (wg-s)(t)(ugz). Hence

Twsrsﬂuz = Lwgpstus

By Lemma 3.5, in case 2, deg th,nfy <2.
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Case 3: When x = (2')(wgt), then ztr = (2)(ws)(r). If l(ztry) =
l(x) + 2+ l(y), then nothing needs to prove.

J:’wstrT

Yy
J:’wstTry

~: M

We calculate this in the following two conditions:

Condition 1: R(2') = L(ry) = {r}, here R(z') = {r} and t ¢ L(ry),
since [(try) = l(y) + 2. By Lemma 3.6, we have deg fu.,. < 1.

Condition 2: L(r,y) = {s,r}. By 1.1.(d), there exists u; € W, such
that 7y = (wsr) (1),

Tx’wstTry = Tx’wstTwsrul
= fo’wsthwsrm + T:v’wstsTswsrul

Since then R(z') = L(swsuy) = {r}, by Lemma 3.6, we have
deg ng/wsthwwul < 2.

As to the part Ty, sTswou;» 8 € R(#'wys), then R(z'wys) = {t} or
{r,t}. In the first case, it is easy to check that z’stsw,. = (2')(st)(sws,),
then by Lemma 3.5, 'stswg,u; = (2')(st)(sws,)(uq). Hence

Tx’wstsTswsrul - Tx’stswsrul

In the second case, by 1.1.(d), there exists ” € W, such that ’'s =
(") (ws,). Then

Tx’wstsTswsrul - TJ:”wSTthwsrul
= gTJ}”wsrtTrswsrul + Tx”wsrrtTrswsrul

= ng”wsrtrswsrul + Tm”wsrrtrswsrul

The last equality follows from Lemma 3.5.

Hence in Case 3, we have deg f4,,. < 2, for allz € W.

Case 4: When z = (2')(wg,s7), then ztr = (2')(wg.s)(t). If l(xtry) =
I(z) +2+1(y), then nothing needs to prove. We first calculate T, T,
Assume that there is an ¢ < k, which is minimal, such that [(w,sty; - - - y;) <
l(wgrstyy -+ - y;—1). By strong exchange condition, and I(try) = 2+1(y),
we get srstyy - Yi1 =ty Yim1Yi, OF TSTLY1 - Yior = WY1 Yic1Yie
I(tyr -+ yic1y;)) = i+ 1. Since I(srty;---y;—1) = @ + 2, then r €
L(srty; ---y;—1), by 1.1.(d), there exists u; € W s.t srty;---yi-1 =
(wg)(u1), then (t)(yy -« -yi—1) = (rsws,)(uq), which contradicts Corol-
lary 3.2.Hence rsrty; - - - y;i—1 = ty1 - - - y;—1y; is impossible.

Then we get srsty;---y;_1 = tyr---y;_1v;- By the proof of Case 1
in this Lemma, we see that in fact ty; - - - y; = (wg)(sws). By Lemma
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3.5,

Tm/wsrstTy = Tm/wsrsﬂyl Yy Tyi+1 Yk

= Tx’wsrT(t)(wsr)T

Yi+1Yk

- me/wsthrwsryiH---yk + Tr/wsrrﬂrwsryiﬂ---yk

= Elowgrsty T T warr) (O rwer) @i -90)

Hence in Case 4, deg TxtrTy =1.
In a word, deg fuiry. <2, for all z € W.

Corollary 3.8. Let z,y € W. Assume that R(x) = {r}, L(y) = {t},
then deg frw,w.y,> < 2 for all zin W.
Proof. By the proof of Condition 2 in Case 3 of Lemma 3.7.

Lemma 3.9. Let x,y € W. Assume that R(z) = {s}, L(y) = {t},
then deg firw.,y,> < 3 for all z in W.

Proof. Tmtrfwsry = ngtrTr(wsr)(y) + Txtf(rwsr)(y)- ObViOllSly, r ¢
R(zt). Since R(z) = L(rwsy) = {s}, then deg fotrTr(wsr)(y) < 3,
by Lemma 3.7.

Next consider the part thf(rwsr)(y). We have r ¢ R(xt), since R(x) =
{s}. If R(zt) = {t}, then TpiT(ruw,)(y) = Totrwsy, Dy lemma 3.5. If
R(zt) = {s,t}, by 1.1.(d), there exists ' € W, such that ot = (2')(ws),
then

T:vtT(rwsr)(y) = Tz/wstTrwsry
= ng’wsthrwsry + Tx’sthrwsry

By Lemma 3.6, deg §T$/wstT(s,nww)(y) < 2. As for the part Ta}’sthrwsrya
s ¢ R(a'st), since a'sts = (2')(sts), then there are two possibilities.
When R(2'st) = {t}, by Lemma 3.5, fx/stf@mﬂy = ~I/stsrwsry.
When R(2'st) = {r,t}, by 1.1.(d), there exists 2” € W, such that
st = (") (wg) (t).

Ta:’stT(srwsr)(y) - TJ:”wSTthrwsry
= gTz”wsrrthrwsry + Tx”wsrrﬂrsrwyy

Since R(z"wgrt) = {t}, by Lemma 3.5,

gTz”wsrrthrwsry == gTz”wsrrtsrwsry

It is easy to see r ¢ L((t)(rsrwsg.)(y)), otherwise it contradicts to the
fact L(y) = {t}. When L(trsrwsy) = {t}, by Lemma 3.5,

Tm”wsrrﬂrsrwsry - Ta:”ws,nrtrsrwsry
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When L(trsrwsy) = {s,t}, meanwhile my, = 7 and there exists ¢’ €
W, such that y = (¢)(rws,)(y"). Then trsrwsy’ = tstrstswgy”,

Tm”wsrrT(trsrws,n)(y) = Tm”wsrrTstsrstswsry”

- ng”wsrrT‘tsrstwwy” + Ta:”wsrrs,-z—‘tsrstwwy”

Since L(tsrstwsy"”) = {t}, by Lemma 3.5,

ng”wsrrﬂsrstwsry” +Tm”wsrrsﬂsrstwsry” ng”wsrrtsrstwwy” +Tx”wsr7"stsrstwsry”

In a word, deg fotrw,,y- < 3, for all z in W.

Lemma 3.10. Let z,y € W. Assume that R(z) = {s}, L(y) = {r},
then deg fmr Wty <4 forall zin W.

Proof. Ty, T, (tst)(y) = merTsty + T, T sty- Obviously, t,r ¢ L(sty).
R(z) = L(sty) = {s}, deg &Tp,Tuy < 3, by Lemma 3.7. As to part
Tmfsty, since L(y) = {r}, write y = ry1, L(y1) = {s}. Tstty =
Terstryl

When R(xr) = {r}, it is easy to check that ¢t ¢ R(xrs).

1) R(zrs) = {s}, by Lemma 3.7, deg Tstty < 2.

2) R(xrs) = {s,r}, by Lemma 3.9, deg T}, Ty, < 3

When R(xr) = {s,r}, there exists a:’ € W, such that zr = (2')(wg),

TmrTsty - Tx’ww,—fstrm - STx’wsrﬂryl + Ta}’wsrs,f‘tryl
By Lemma 3.9, deg fo wsﬂ}ryl <4.
Tm wsrs,-rtryl ng wsrsrﬂryl + Tx wsrsrﬂyl

Since R(2'wgs7) = {s} = L(y1), deg Ty, v Tiry, < 3, by Lemma 3.7.
Finally we consider the part Ty, Ty, . Obviously, r ¢ L(ty,).
If L(ty,) = {t}, by Lemma 3.5, T srTtys = Toruossriy: -
If L(ty;) = {s,t}, by 1.1.(d), there exists yo € W, L(y) = {r}, such
that ty1 = (ws)(ya)-

T:v wsrsthyl — T:v werTTwsty2 fTZE/UJSTST‘TtSyQ + Tz/wsrsrsTtsyg
Obviously s ¢ L(tsys). If L(tsys) = {t}, then it is easy to check
that L(sys) = {s}. By Lemma 3.5, fTJC wsrsthSw ET, My srtsys- DINCE
R(2' wsrsrsr) = {s}, T, wsrsmTtsw = T wsrsrsr,-rtrsyg then by Lemma 3.7,
deg T, wsrsrsTtsyQ < 2. If L(tsys) = {t, 7’} by 1.1.(d), there exists y3 €
W7 such that SYa2 = (wsr)(yi'») Since gTz wsrsthsyg = gTz ’LUSTSTtTUJsry37
and R(x'wg.srt) = {t}, by Lemma 3.5, fTJC wSTS,nTtSyQ = fo IwsrsTtsys -
Since T$,wsr57’3ﬁ3y2 = Tx’wsrsrsﬁwsrm = T(x’wsrsrsr)(rt)fwsryaa by Lemma
3.9, deg Tz/wwsrsﬂsm < 3.

Hence we can conclude that deg firw,.y> < 4 for all z in W.

Let P be the parabolic subgroup of W generated by s and r.

Lemma 3.11. Assume that w, u are elements of P. Then deg fy, 4., <
[(v) for v € P and deg fyu,=01if v ¢ P.
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Proof. Refer to [X].

Lemma 3.12. Let z,y € W. Let x; (resp. yi)be the element in the
coset P (resp. Py) with minimal length. Let w,u € P be such that
r = mw, y = uy;. When l[(w),l(u) > 1 and I(w) 4+ I(u) > 3, then deg
fry,. < mg for all zin W.

Proof. We use induction on min {/(z),[(y)}. When min {l(z),(y)} <
Mg, the lemma is clear. Next assume that & > mg,.. By the assump-

tion, we have
LTy =3 fuuiTond,
veP

By Lemma 3.11, degfyun < {(v) and v € P if fwuv ;é 0. If I(v) > 5,
by Lemma 3.5, [(z1vy,) = l(z10) 4 {(y1). Hence Ty = Toyuwy: -

If l(v) =0

R(z1) = L(y1) = {t}. Write x; = (22)(t), y1 = (t)(y2), here R(x9) =
L(yz) = {s}.

TxlTy1 = TmtTtyQ = STthTm + TmTyQ

Write zo9 = 35, y2 = sys, then it is easy to check that R(z3) = L(ys) =
{r} . Hence, by Lemma 3.6,

nggtT = nggstsTyg

deg §ngst5fy3 < 2. Tmfy = ngsTsyga by induction hypotheses, deg
TmTyQ < my,. Hence deg TxlT < myg,.

Write x1 = xorst, y; = tsrys, since R(x1) = L(y1) = {t}. It is
to check that R(zors) = L(srys) = {s}, R(zar) = L(rys) = {r},
R(wz) = L(yz) = {s}-

Ifl(v) =1

v=r.

Tarer - J:grstr,-rtsryg = nggrstrTsryg + TxgrsrTsryg

By lemma 3. 7 deg nggrstr ~sry2 <3. Since STxgrsr ~s7"y2 T rsrTrsryg
T:WSTSW2 Here I(x1) = l(z2) +3, l(y1) = l(y2) + 3, and I(x1) < I(z )

l(y1) < l(y) —1, hence we can use induction hypotheses to 77,5 Tsry,
and the lemma is true then.
2) v = s. It is easy to check that R(x;s) = {s,t}, by 1.1.(d), write
18 = (x3)(wst), T3 = wor, R(23) = {1}
Tx18Ty1 = Twawstﬁsrm

= nggtsthryg + ngtsTsryg

= §2Tx33tsTry2 _'_ nggstTryg _'_ nggtsTryg _'_ ngtTryg
Since R(x3) = L(rys) = {r}, by Lemma 3.6, deg § TostsT, [y, < 3.
Since R(wzors) = L(srys) = {s}, STM%TW2 me,nStTry2 5Tx2rstrTy2.
Since R(zy7s) = L(y2) = {s}, by Lemma 3.7, deg T}, T},, < 3. Since
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foStSTryQ = meNTSwQ, R(zs) = L(srys) = {s}, then by Lemma 3.7,

deg T 1515y, < 3.

As for the part ngtTry27 nggtTryg = éTxgrtTryg = :vgrtﬂryg _T:vngryg
Apply induction hypotheses, we see that deg T},,T;,, < ms.. Then we
deal with the following,

TxgrtTryz = nggrtTyz + fxthm
By Lemma 3.7, we have deg 2T}, T}, < 4.
Finally, claim that deg T5,,T,, < mg — 1, ie, deg T, Ty, < myg,,

when R(x9) = L(y2) = {s}. (Notice The claim here will be used in the
proof of Lemma 3.13. ) Choose suitable 2/, y' € W, R(2') = L(y') =

{r}.

1) ot = () (wy), y2 = sty’
éTJBQtTyQ - ffx’wsthty/
SQTJ:’wSt,I‘ty’ + ng’stﬂy’
- SSTm’wstTy’ + ngx’tsTy’ + SQTJ:’stTy’ + STx’sTy’
By Lemma 3.6, deg §3Tx/wstfy/ < 4. §2Tx/mfy/ = §2Tx/thy/,since t ¢
L(sy'),s € Lsy', by Lemma 3.6, or Lemma 3.9, deg £*T,nsT,y < 5. As
the same reason, deg &7, T,y < 5. then apply induction hypotheses
to the left part {75/, which is equal to T T, — T T, .
2) wot = (2')(wy), yo = sy’
ngthyz = ffx’wsthy/
= €2Tm’wstTy’ + ng’stTy’
= €2T$,wstTy, + STx’tTSZ/’
By Lemma 3.6, deg €Ty, Ty < 3. By Lemma 3.7, deg €T, Ty, < 2.
3) xat = (2')(s1), y2 = sty
gfmthyz = STx’sthty’
- fo’wstﬂy/
T Ty + Ty
By Lemma 3.6, deg fzj}/wstTy/ < 3. fo/tSTy/ = §T$/tfsy/, t ¢ L(sy),
s € L(sy'), by Lemma 3.7 or Lemma 3.9 deg {11, < 4.
4) zat = (2')(st), y2 = sy/
§T$2tTy2 = ng/sthy’ = ng/stsTy’
By Lemma 3.6, deg metTyQ <1
Hence deg 15,1y, < my,.
Ifl(v) =2, v=srorv=rs.
TxlsrTyl = ~:1:27’szfscz~j7’lts7’g/2

By Lemma 3.10, deg TwlsrTyl < 4. As the same, deg Txlrsfyl < 4.
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TmlsrsTyl = ngrstsrsﬂsryg

ngrstsrTstsryg

ngzrtsrTstsryz + TmzrtsrTstryz

§T$2TtTST‘StSTy2 + Tazzrthrstryg
= nggrtsrsrTstsryg + ngrthrstryg

It is easy to check L(srstsrys) = L(srstrys) = {s}, then by Lemma 3.7,
deg merthrstsryQ < 3, deg TyyrtTsrstry, < 2. Or since R(xortsrsr) =
L(rys) = {r}, by Lemma 3.5, deg foQTtTNSTStSTyQ < 2.

2) v=rsr

TmlrsrTyl = mgrstrsrﬂsryg

x9 rsrtsﬂrsryg

When R(zgrsrts) = {s,t}, then R(xorsr) = {s,r}, by 1.1.(d), write

xorsT = (24)(Wsy).

Tml rsrTyl = ng rsrtsﬂrsryg

= §T14wsrtsfrsry2 + Tx4wsrstsTrsry2
Since R((z4)(wg-s)) = {r}, L(rsryz) = {r} or {s,r} , then by Lemma
3.6, or Corollary 3.8, deg ffmwsmﬂsrw <3.

When L(rsrys) = {r}, TosworstsTrsrys = TosworstTarsryss by Lemma
3.6, R(xqwgrsr) = {s}, L(srsrys) = {s}, or {s,r}, then by Lemma 3.7,
or 3.9, deg Tuwsrstﬁmrw < 3.

When L(rsrys) = {s,r}, write rsrys = (ws.)(ys), by Lemma 1.3.

Tz4wsrstsTrsry2 = T(z4)(wsrs)(ts)Twsry3
- ST($4)(wS7‘S)(t)TwST‘y3 + Tl‘4wsr3tT5wsry3
-
= & wg) (warsr)(t )TwsryS + gT(:m )(wsrsr)(t )T(Twsr)(yS)
T e wars) 0 Trswer)w) + Tiwn) wersr) 0 Trswer) (o)
By Lemma 3.5, we see that deg Tam,)STStST,Wy2 = 2.
If l(v) =4, v=srsrorrsrs. When v = srsr,
TarlsrsrTyl - xgrstsrsﬂrsryg
It is easy to check that R(xqrstsrs) = L(srys) = {s}, hence by Lemma

3.7, deg Tzlsrsrj’yl < 2. As the same reason, deg Ty Ty ooy < 2.
Hence the lemma is proved.

Theorem 3.13. (W,S5) is a Coxeter group, S = {r,s,t}, mg >
7,mg = 3,1t = tr. Then deg f,, . < m, for all z,y,zin W.
Proof. Vz,y € W, we discuss it in the following 6 cases.
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1) R(z) = {1}
When L(y) = {t}, write x = (z¢)(st), y = (ts)(vo), here R(xy) =

L(yo) = {r}, R(wos) = L(syo) = {s}.

TxTy = TmostTtsyo = foosthyo + TmosTsyo

By the notice in the proof of Lemma 3.12, deg foOst sy < M. By
Lemma 3.12, deg T:,JosTsy0 < Mgy
When L(y) = {87 t}7 write Yy = (wst>(y1)7 L<y1) = {T}

TJ:Ty - Tarosthtsyl
= §T$08E8ty1 + TarosTstyl
= §2TxoTstsy1 + ngoTtsgn + ngoTStyl =+ Tmoﬂyl

By Lemma 3.6, deg 5 T;EOTStSy1 < 3. By Lemma 3.7 or Lemma 3.9, deg
foOTtSyl <4, deg meTStyl < 4. As for TmTtyl, it will be proved later.

When L(y ) {s,7}, by Lemma 3.6, it is done.

When L(y) = {t,r}, this will be proved in 2).

When L(y) = {s}, this will be proved in 3).

When L(y) = {r}, by Lemma 3.7, it is done.

2) R(z) = {t,r} ,write x = (z2)(tr).

When L(y) = {s}, by Lemma 3.7.deg f,,. < 2, hence deg f,,. <
Mgy

When L(y) = {s,t}, by Lemma 3.10, deg f,, . < 4.

When L(y) = {s,r}, by Lemma 3.12, this is done.

When L(y) = {r}, write y = (rs)(y2), here L(sy2) = {s}. Hence by
Lemma 3.12, this is done. So is T~:,3()T~ty1 in 1).

When L(y) = {r,t}, write y = (tr)(v4), L(ys) = {s}.

TxTy = Tmt?"if?"yzx = §2Tm2trTy4 + gfwthy4 + ngeryzx + T$2Ty4

By Lemma 3.7, deg &2 Tmtr , < 4. By the proof of Lemma 3.12,deg
met . < mg.. Since STm,nTy4 + TmTy4 TMTT,%, by Lemma 3.12
deg ngrTNTy4 < Mgy.

When L(y) = {t}, write y = (s)(ys), L(ys) = {r}, L(sys) = {s}.

fxfy = Trztrftsys = ffxztrTS% + Txngsys

By Lemma 3.7, deg fom sys < 3. By Lemma 3.12, deg ngrTsy5 <
mS'f‘

3) R(x) = {s}, we deal this in two conditions.

Condition 1: x = (z3)(ts), R(x3) = {r} .

When L(y) = {r}, or y = (sr)(ys), including L(y) = {s,r}, by

Lemma 3.12, they are done.
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When L(y) = {s,t}, and write y = (wy)(yr), L(yr) = {r}.

T:va = ngtsTstsgn
= §T$3thtsy7 + Txgtﬂsgﬁ
- §2Tx3T5t5y7 + nggTstgn + nggthy7 + Tx3T8y7

By Lemma 3.6, deg &2 T:,Jk,,,)TStsy7 < 3. By Lemma 3.7, or Lemma 3.9,
deg STxSTsm7 < 4, By Lemma 3.7, or Lemma 3.9, deg §T$3tTSy7 < 4.
By Lemma 3.12, deg Tsty7 < Mgy

When L(y) = {s} and y = (st)(ys), L(ys) = {r}

TxTy = ngtsTstyg
= §T$3tTSty8 + Tazgt,-rtyg
= ngaTtstys + ngaTtys + szTys

By Lemma 3.6, deg ffxsﬁstyg < 2. fTNxSTtyS = ~x3ﬂ~}y8 — ngfyg Since
R(z3t) = L(tys) = {t,r}, by what we have proved before, its degree
is less than mg,.. Since R(z3) = L(ys) = {r}, by Lemma 3.12, this is
done.

When L(y) = {t}, write y = (t5)(yo), L(yo) = {r}.

TmTy = f tsTtsyg

xgtsthyg

= nggsts Y9 +Tm35iy9

By Lemma 3.6, deg §ngstST~y9 < 2 By Lemma 3.7, or Lemma 3.9, deg
Txgs,f‘tyg <3.

When I(y) = {t,r}, which has been already done in 2).

Condition 2: When = = (z4)(srs), R(xysr) = {r} It can be dealt
with Lemma 3.12. Hence it is done.

4) R(x) = {r}

It is easy to check that by Lemma 3.12, L(y) = {r}, {s,r}, {s,t},
{r,t}, and {s} are done.

When L(y) = {t}, it is done in 1).

5) R(x) = {s,}

For all y € W, this is done by Lemma 3.12.

6) R(z) = {s,t}

It is easy to check that by Lemma 3.12, L(y) = {r} and {s,r} are
done.

When L(y) = {t}, it is done in 1).

When L(y) = {r,t}, it is done in 2).

When L(y) = {s}, it is done in 3).



LUSZTIG’S a-FUNCTION FOR COXETER GROUPS 17

When L(y) = {s,t}. Write z = (z5)(wst), y = (ws)(Y10)-

y Tx5st5Tstsy10
£3Tx5sts Y10 +£ Trsts Y10 +£ Tmsst Y10
+£T:L“5S Y10 =+ gTrst Y10 + éTmstSTylo + T Tylo

By Lemma 3.6, deg &3 Tmssts o < 4, deg messts o < 2. By Lemma
3.7, or Lemma 3.9, deg 2T, T, o < 5, deg & Tyt vio < 5. By Lemma
3.12, deg Tx5 vo < Mgy

Hence the theorem is proved.

T,

4. THE CASE mg. > 5 AND mg > 4

In this section (W,S) is a Coxeter group of rank 3, S = {s,t,7},
rt = tr. Firstly, we assume that m,. > 4 and mg > 4.

Lemma 4.1. Keep the assumptions and notations above. There is no
element w in W such that w = (wy)(r) = (ws)(ts) .

Proof. We use induction on [(w). When [(w) = 0, 1,2, 3, the lemma
is clear. Now assume that the lemma is true for v with I(u) < I(w) —
Since r,s € R(w). By 1.1.(d), w = (ws)(ws,) for some wz € W.
So we get w; = (w3)(wgr), wat = (ws)(ws-s). Then r,t € R(wst).
By 1.1.(d), wat = wsws.s = (wyq)(tr) for some wy € W. wy = wyr,
(w3)(rs) = (wy)(t) for some wy € W, since mg, > 4. By calculation,
there exists ws € W, such that (w3)(rs) = (wy)(t) = (ws)(ws), by
Lemma 1.3. That is (w3)(r) = ws(tst), here wstst = wswgs. Then
there exists wg € W, such that (ws)(tst) = (wg)(tr), by Lemma 1.3.
Hence (ws)(ts) = (wg)(r), which by induction hypothesis is impossible.
The lemma is proved.

Corollary 4.2. There is no element w in W such that w = (w)(t) =

(wa)(rs).

Proof. From the proof of Lemma 4.1.

Lemma 4.3. There is no element w in W such that
(a) w = (w1)(r) = (w2)(sts).
(b) w = (w1)(r) = (w2)(tst).
EC) = (w1)(t) = (wa)(s7s).

d) w = (w1)(t) = (wz)(rsr).
Proof. We only have to deal with (a) and (b).

By Lemma 4.1, (a) is done.

We use induction on [(w). When [(w) = 0,1, 2, 3, the lemma is clear.
Now assume that the lemma is true for v with /(u) < l(w) — 1. Since
r,t € R(w). By 1.1.(d), w = (ws3)(tr) for some ws € W. So we get
wy = (w3)(t), (wz)(ts) = (ws3)(r), which contradicts Lemma 4.1. Hence
(b) is proved.
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Lemma 4.4. There is no element w in W such that w = (w)(sr) =
(1) (51).

Proof. We use induction on [(w). When [(w) = 0, 1,2, 3, the lemma
is clear. Now assume that the lemma is true for v with I(u) < I(w)—1.
Since r,t € R(w). By 1.1.(d), w = (w3)(tr) for some wz € W. So
we get (wq)(s) = (ws)(t), (w2)(s) = (ws)(r). Then by 1.1.(d), ws =
(wy)(wgt) for some wy € W. w3 = (ws)(wg,r) for some wy € W. Hence
(wy4)(sts) = (ws)(srs), since mg,., mg > 4.Here (wy)(sts) = (wy)(wgt),
(w5)(srs) = (ws)(wgr). By induction hypothesis, (wy)(st) = (ws)(sr)
is impossible , the lemma is proved.

The Notation, let {«, 5} = {t,r}.

Lemma 4.5. Let x,y be elements in W, and w be an element in
the parabolic subgroup generated by the two simple reflections s, a,
l(w) >4 and s,« are not in R(z) U L(y). Then

(a)l(zwy) = U(z) + l(w) + I(y).

(b) R(zwy) = R(wy).

(¢)L(zwy) = L(zw).

Proof. It is clear that zw = (z)(w), and wy = (w)(y). Note that (b)
and (c) are equivalent. We use induction on I(y) to prove (a) and (b).

When [(y) = 0, since I(w) > 4, by Lemma 4.3, § ¢ R(zw). When
R(w) = {a, s}, R(zw) = {a,s}. When R(w) = {s} or {a}, since
R(z) = {8}, R(w) = R(zw). When I(y) =1, ie.,y = . If a € R(w),
then R(zwpB) = R(wpB) = {t,r}. If R(w) = {s}, then it is easy to check
that R(zwf) = R(wpB) = {B}. when l(y) = 2, i.e., y = Bs. By Lemma
4.1, Corollary 4.2, a ¢ R(zwy). If p € R(zwfs), then s € R(zw) =
R(w), since l(wsg) > 4, B € R(Tasa), here (T)(asa) = (z)(ws), which
contradicts Lemma 4.3. Hence R(zwps) = R(wfs) = {s}. Next
assume that [(y) > 3. Assume that the lemma is true when [(y) < k—1,
k > 3. When I(y) = k, Write y = y; - - - yx, reduced decomposition.
The induction hypothesis says that R(zwy; - -y;) = R(wy; - - -y;) and
lzwyy - -y;) = Ux) + l(w) + 4, for 0 <@ < k—1.

We complete the proof in the following cases.

Case 1: |R(zwy; -+ yp_1)| = 2.

When R(zwy;---yr—1) = {s,a}, by assumptions yr = 5. Then
Rizwy) = R(wy) = {t,r}.

When R(zwy; - - yx—1) = {t,r}, by assumptions y; = s. By Lemma
4.1, Corollary 4.2, r,t ¢ R(zwy), hence R(zwy) = R(wy) = {s}. It is
easy to see that zwy = (z)(w)(y).

Case 2: R(zwyy -+ Yk—1) = {Yr-1}-

We have R(zwy) 2 R(wy). If R(xwy) = R(wy), it is done.

Assume that R(zwy) 2 R(wy), then R(zwy) = {t,7}, or {s,a}. If
R(zwy) = {t,r}, by the assumption, we get {yx_1,yx} = {¢, 7}, hence
R(zwy) = R(wy) = {t,r}, which contradicts the assumption.
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If R(zwy) = {s,a}, by the assumption, we get {yx_1,yr} = {s, a}.
By 1.1.(d), there exists uy; € W, such that zwy = (u;)(wsa), write wy =
wyy -+ y;s4(as)ba’, here ¢ minimal, such that R(y,---vy;) = {y;} =
{8}, a,c=00r1,a+2b+c < Myy. Let Uy = weqa(as) s, () >
1. Then zwy; - - y; = (u1)(usa). Hence ¢ > 0 and R(wy; -+ -y;) = {vi}
is impossible. Then ¢ = 0, or R(wy: ---y:) 2 {wi}-

If i = 0, then y € Wy, which contradicts to s, « are not in L(y).

If R(wy,---y:) 2 {y:} and i > 1, we have R(wy---y;) = {t,7},
or {s,}. zwyr---yi = (u1)(usa), when R(wyr---y;) = {t,r}, then
L(usq) = {a}, furthermore if I(us,) = 1, it easy to see that R(zwy) =
R(wy), which contradicts the assumption. Hence L(us,) = {a}, and
l(use) > 2, by Lemma 4.3, l(use) = 2, Usq = sa , if i > 2, y; 1 = s,
then s, € R(wy; -+ -y;—1), then we get equality, (zwy; - - - y;_2)(s5) =
(u1)(sa), which contradicts Lemma 4.4. If 1 = 1, y3 = 3, zwf =
(u1)(sa), then a € R(zw) = R(w), since l(w) > 4, (Z)(sa)(sp) =
(u1)(s), here (Z)(sas) = zwa. Then by 1.1.(d), (Z)(sa) = (ug)(s8),
which contradicts Lemma 4.4.

When R(wy;---y;) = {s,8}, L(usa) = {s}, when l(us,) = 1, it
contradicts the assumption. When [(us,) > 2, since zwy;---y; =
(u1)(usa) = (2)(u2)(wsp), which contradicts Lemma 4.3.

Hence R(zwy) = R(wy), and zwy = (z)(w)(y).

Remark . From the prove of Lemma 4.5 we see that if zw = (z)(w),
wy = (w)(y), write y = yi---yg, any reduced decomposition, and
R(zwyy) # {t,r}. Furthermore if R(zwy, ---vy;) = R(wy, - --y;), for
i < 2. Then i > 3, R(zwy, ---y;) = R(wy;---y;). Hence zwy =
(@)(w)(y).

The Notations, from now on, we assume that m,,. > 5 and my > 4.

Lemma 4.6. z,y € W, assume that ¢, r ¢ R(z) U L(y), then deg
fotry. <1, forall z € W.

Proof. We discuss it in two cases.

Case 1: When there is no 2’ € W, such that z = (2')(wsq). Claim
that xtry = (x)(tr)(y). By the Remark above, we only have to check
whether R(ztry) = R(try), when I(y) < 2.

R(xtr) = R(tr) = {t,r}, it is clear.

R(ztrs) = R(trs) = {s}, by Lemma 4.1 and Corollary 4.2.

y = sa, R(trsa) = {a}, by Lemma 4.3, 8 ¢ R(ztrsa). Assume that
s € R(xtrsa), then s € R(z(), then there exists 2/ € W, such that
x = (2')(wssf), which contradicts the assumption. Hence R(ztrsa) =
{a}. Hence the claim.

Case 2: When there exists 2/ € W, such that z = (2’)(ws), then
xtr = t'wsof. If l(xtry) = I(z) + 2 + [(y), nothing needs to prove.
Write y = ;- - yg, reduced decomposition. Assume that there ex-
ists ¢ < k, 7 minimal, such that {(wsaBy1 - vi) < UwsaSY1 - Yiz1)-
By strong exchange condition, we get sfy;---vy;-1 = By ---y;, and
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s, B € Lty - - - y;), write By = (ws)(y’), by Lemma 1.3. Since [(By) =
W(y) + 1, sByr-yim1 = By~ Yi, SBY1- - Yim1Yir1 Y is a reduced
expression, S0 is By1 -« Yi1Yit1 - Yk Write Syr- - yim1Yiv1 - yp =
(swsp)(y')-

Tweply = TwssTspyryi Ly T,

i Yit1 Yk
= gTwsasTBy + TwsasTByl---yi71y¢+1---yk
= gT’wsasTwsBy, + TwsasTswsByl

Since I(w,) > 4, R((@)(weas)) = L) = {a}, ETvunnsTuny =
éTJBI'UJSQS’LUSBy/7 by L?mma %5 B

Since Mgy > 5, Tz/wsasTswsgy’ = T(:v’wsaS)(swsgy’)a by Lemma 4.5.

Hence the lemma is proved.

Lemma 4.7. z,y € W, when R(z) = {a}, L(y) = {s}, then deg
frwgpitry,: < 2, for all z € W.
Proof.
Tzwsgﬂry = gTzwngay + wasﬁBTay
By Lemma 4.6, we see that deg fj’msﬁfay < 2, since R((z)(wspf)) =
L(y) = {s}. As for the part Ty, ,5T0,, when L(ay) = {a}, then
wsgPBoy = (wspf)(ay), then it is easy to check that R(zxwgsf) =
R(wsf) = {s}. R(zwssfa) = R(wsfa) = {a}, it is easy to see
that § ¢ R(zwspfa). If s € R(zwypPfa) , then it contradicts Lemma
4.4. R(zwsgPfas) = R(wsgfas). By Lemma 4.1 or Corollary 4.2,
B ¢ R(zwssPas). If a € R(xwsgPfas) , then it contradicts Lemma
4.3 or Lemma 4.4, since mg. > 5. Then by the remark after Lemma
4.6, we have Ty ,5T0y = Tow,sp0y-
Since B ¢ L(ay), we have to consider the only left case L(ay) =
{s,a}, write ay = (ws)(Y).
wasBﬁTa’y = was,BBTwsayl
= Ta)wepssTwea)) T T@)wipss) Tiswaa)w)

Since s ¢ R((z)(wspfs)), there two possibilities.
When R((z)(wsgfs)) = {B}, then by Lemma 4.6, deg Tmsﬁgfay < 2.
When R((z)(wsgBs)) = {t,r}, then R((x)(wssBsp)) = {s,a}, then

p=t, mg =4, since mg, > 5, write (z)(s) = (2') (ws).
TrwsssToy = TowspTeay
= T was89) Ttwnea)w) + T@)was85) Tswa) )
= T wert) Twen ) + Tty wart) Tswar) )
= ETwnwart) T w) T ET@) wart) Tirwa) @)
T warrt) L)) + Ty werrt) Lrowar) )
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Since mg,. > 5, l(sws.) > 4, l(rwg.) > 4, R((2")(wgrt)) = L) =
{t}, by Lemma 4.5,

o
é T(xl wsrrt) (wsT (y g T(xl wsrrt)(wsr)(y)
éT wsrrt)T(rwsr )W) fT(x Ywsrrt) (rws:)(y')

ET () werrt)T(swar) ) = €T (@) werrt) (swar) (')
Since l(ws,r) > 4, R(2') = L(trswg.) = {t}, by Lemma 4.5,

Ty warrty Lswan) ) = Ty worr) Trswar) ) = Tia)warrt)rswar) )
Hence the lemma is proved.

Lemma 4.8. z,y € W, then deg fury. < a, for all z € W, here a =
max {mg,, Mg}

Proof. We proof the lemma 3 cases.

Case 1+ R(x) = {a} and L(y) = {8}. Wiite z = (/)(0), y = (5)(¥),
here R(z') = L(y') = {s}. Then T,T, = Tp, T, by Lemma 4.6, it is
done.

Case 2: R(x)L(y) # {t,r}, and furthermore R(x) # {t,r} or
L(y) # {t,r} . Let I = {s,a}, Wj is the parabolic subgroup generated
by I. Let 2’ (resp. y')be the element of minimal length in the coset
aWy (resp.Wyry ). Let w,u € Wy be such that © = 2’w and y = uy’. We
take proper a here, such that [(u),l(w) > 1 and I(w) + {(u) > 3. Next
we use induction on I(z) + I(y), denote k = I(z) + I(y), if £ < 2a + 1,
nothing needs to prove.

Assume that & > 2a + 1, and the lemma is true for z”,y” with

(") +1U(y") <k, R(a") # {t,r}, Ly") # {t;r}, RE")ULY") #

{t,r}.
TxTy = Z fw,u,va/va
veWr

When [(v) > 4, by Lemma 4.5, TpTy = Tyuy. When I(v) = 0,
since min {l(2'),l(y’)} < k — 1, by induction hypotheses, we see that
the degrees of f,/, . are not greater than a for any z € W. Now
consider the case [(v) = 1. If v = s, fT“T/ = Ty Twy — TwTy, by
induction hypotheses, we see that deg T,/,T;, and deg T:,:,T / are not
greater than a. If v = «a, write 2/ = (:El)(sﬁ), vy = (Ps)(y1), here

R(z1s) = L(sy) = {s}.
fo’vT/ :f Tzlstr sY1 —|—§ xr1SQ sy1 §2TzlstrTsy1 +TxlsaTasy1_TzlsTsy1

By Lemma 4.6, we see that deg £2 T:,Jlst,ﬁTsy1 < 3. By induction hy-
potheses, we see that deg (T QCISOCTO(Sy1 TwlST Syl) are not greater than
a.

Hence deg T, T,y < a — 1, when I(v) =

When [(v) = 2, v = saor as. Only Check the case v = sa. TypgoTy =
TysT%y, by Lemma 4.6 and 4.7, deg T T ;< 2.
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When [(v) = 3. v = asa, then by Lemma 4.6, deg T, o{ST < 1.

v = 508,

Tx’sasTy/ = Tx’sasTy/

When R(2's) = L(sy') = {s}, it is easy to check that Th..Ty =
Tysasy- When R(z's) or L(sy') = {s, 8}, then by Lemma 4.6 and 4.7,
we have deg Ty sasTy < 2.

Hence the lemma is true in Case 2.

Case 3: When R(z) = {t,r} and L(y) = {t,r}, write z = (2)(tr)
and y = (tr)(y').

g x't Tx’tﬁy’ + Tm’rttry’ - Tx’Ty’

By Lemma 4.6, deg (€T, /trT ) < 3. By case 2, deg Tx/tﬂy, +T$/rttry, —
T T < a.
Hence the lemma is proved.

Until now, we see that Theorem 2.1 is proved.
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