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UNIVERSAL EQUIVALENCE OF PARTIALLY COMMUTATIVE

METABELIAN LIE ALGEBRAS

E.N.POROSHENKO, E. I. TIMOSHENKO

Abstract. In this paper, we find a criterium for universal equivalence of
partially commutative Lie algebras whose defining graphs are trees. Besides,
we obtain bases for partially commutative metabelian Lie algebras.

1. Introduction

Let G = 〈X,E〉 be an undirected graph without loops with the set of vertices
X = {x1, . . . xn} and the set of edges E (E ⊆ X ×X). We denote the elements of
E by {x, y}.

Consider a variety M of Lie algebras over a ring R. A partially commutative Lie
algebra in M with a defining graph G is a Lie algebra LR(X ;G) defined as

LR(X ;G) = 〈X | [xi, xj ] = 0 ⇐⇒ {xi, xj} ∈ E; M 〉.

Thus, in this algebra, the variety identities and the defining relations hold together.
If there is no ambiguity denote this algebra just by L(X ;G). For simplicity (to
avoid using the notation for the set of edges), we write {xi, xj} ∈ G instead of
{xi, xj} ∈ E.

Usually, the varieties whose identities do not imply additional relations of ver-
tices’ commutation are considered. It means that two vertices commute if and only
if they are adjacent in G. In this paper, we study partially commutative metabelian
Lie algebras. These algebras clearly possess the property indicated above. It follows,
for example, from the structure of the bases for partially commutative metabelian
Lie algebras (see Theorem 3.3).

Along with the variety of Lie algebras, one can consider other varieties of al-
gebras and groups. The most actively studied objects of this kind are partially
commutative groups which are defined by commutativity relations in the variety
of all groups. Some papers (see, [4, 7, 5] for example), were devoted to univer-
sal theories of partially commutative metabelian groups. In [2] and [6], partially
commutative associative algebras were studied.

This paper is organized as follows. In Sec. 2, preliminary definitions and results
are given.

In Sec. 3, we find bases for partially commutative metabelian Lie (see Theo-
rem 3.3). This theorem is used a great deal in the paper but it is also interesting
in itself.

In Sec. 4, we prove Theorem 4.7 and Theorem 4.9 which give information on the
centralizers of some elements and on the annihilators of the elements in the derived
subalgebra of partially commutative metabelian Lie algebras. We need these re-
sults for the study of the universal theories of partial commutative metabelian Lie
algebras.

The main result of the paper is Theorem 5.8 which is proved in Sec. 5. This
is a criterium for coincidence of the universal theories of partially commutative
metabelian Lie algebras whose defining graphs are trees. It is easy to verify if this
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condition holds. So, the problem of universal equivalence for the algebras defined
above is algorithmically solvable.

2. Preliminaries

LetM(X) denote the free metabelian Lie R-algebra with the set of generatorsX .
The partially commutative metabelian Lie algebra generated by X with the defining
graph G is the Lie algebraM(X ;G) =M(X)/I, i.e. this is the Lie algebra, defined
by the set of relations

(1) [xi, xj ] = 0, if {xi, xj} ∈ G

in the variety of metabelian Lie algebras.

Definition 2.1. Let G be a graph. A vertex of G is called an endpoint if its degree
is equal to 1.

In the paper, we need a couple results with reference to free metabelian Lie
algebras. Let us give the corresponding formulations here

Theorem 2.2. [8] Let L be the free polynilpotent Lie ring corresponding to the
sequence n1, . . . , nk, (k > 2). If x, y ∈ L and [x, y] = 0 then either x and y are
linearly dependent or x, y ∈ Ln1,...,nk

.

We need this statement only in the case of a free metabelian Lie algebra. It is
easy to see that Theorem 2.2 also holds for a free metabelian Lie algebras over any
integral domain.

Usually, to study an algebra, it is very useful to know its basis. In [1, 8], linear
bases for free polynilpotent Lie algebras were found. Since we need only the struc-
ture of a basis for metabelian Lie algebras, we give the description of a basis in this
case only.

Theorem 2.3. A basis of the free metabelian Lie algebra M(X) consists of the set
X together with Lie monomials of the form

(2) [. . . [xi1 , xi2 ], . . . , xim ], where m > 2, xi2 < xi1 , xi2 6 xi3 6 · · · 6 xim .

Let us denote this basis by B(X). Since it consists of left-normed Lie monomials
only, in this paper, we omit all Lie brackets except the outer pair, i.e. we write
[xi1 , xi2 , . . . , xim ] instead of [. . . [xi1 , xi2 ], . . . , xim ].

By definition, we suppose ℓ([xi1 , xi2 , . . . , xir ]) = r for any left-normed Lie mono-
mial. We say that r is the length of the monomial [xi1 , xi2 , . . . , xir ].

Definition 2.4. Let u be a Lie monomial. The multidegree of u is the vector
δ = (δ1, δ2, . . . , δn), where δi is the number of occurrences of xi in u.

Let us denote by mdeg(u) the multidegree of u. If all monomials of a Lie poly-
nomial p have the same multidegree δ then we call such polynomial homogeneous
and write mdeg(p) = δ.

Note that we can define the sum of multidegrees as the sum of the corresponding
vectors. We also use the notation mdegi(u) for the number of xi in u, i.e. for the
ith coordinate of mdeg(u).

Let us define the lexicographical order on Z
n, namely for arbitrary vectors δ =

(δ1, . . . , δn) and γ = (γ1, . . . , γn), let us set δ > γ if δi = γi for i > k and δk > γk.
Consider an arbitrary map ν : B(X) → Z

n and define the ν-order on the set
B(X) as follows. Let u, v ∈ B(X). Then we say that monomial u is ν-greater than
v if either of the following conditions is satisfied:

(1) ν(u) > ν(v);
(2) ν(u) = ν(v) and u lexicographically is greater than v.
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In this paper, we need two different ν-orders. To obtain the first of them (let
us call it the standard order), we consider the map ν defined on B(X) as follows:
ν(u) = mdeg(u). Denote this order by “>”. The second order corresponds to the
map ν defined on B(X) in the following way: ν(u) = xdeg(u), where

xdeg(u) = (δn, δ1, . . . , δn−3, δn−2, δn−1 + δn).

Here (δ1, . . . , δn) is the multidegree of u. We denote this order by “�” (we also use
the symbols “�”, “≻”, “≺” with the obvious meaning). We call this order by the
x-order and the vector xdeg(u) by the x-degree of u.

Let v = [xi1 , . . . , xik ]. It is easy to see that any permutation of the letters
xi3 , . . . xik gives us a monomial equal to v in M(X). Indeed,

[xi1 ,xi2 , . . . , xis−1
, xis , xis+1

]

= [[xi1 , xi2 , . . . , xis−1
], [xis , xis+1

]] + [xi1 , xi2 , . . . , xis−1
, xis+1

, xis ]

= 0 + [xi1 , xi2 , . . . , xis−1
, xis+1

, xis ].

Consequently,

[xi1 , xi2 , . . . , xis−1
, xis , xis+1

, . . . , xik ] = [xi1 , xi2 , . . . , xis−1
, xis+1

, xis , . . . , xik ].

So, interchanging letters xis and xis+1
(s > 3) in v gives us an element equal to v in

M(X). We are left to note that the set of all transpositions permuting two neighbor
elements generates the symmetric group on the set of these elements. Therefore,
we can obtain any permutation of the letters xi3 , . . . , xik in v interchanging pairs
of neighbor elements.

(3) [xi1 , xi2 , xi3 , . . . xik ] = [xi1 , xi2 , xσ(i3), . . . , xσ(ik)],

where σ is a permutation on {i3, i4, . . . , ik}.
Let R[X ] be the set of all commutative associative polynomials over R. It follows

from the last paragraph that the derived subalgebra M ′(X) of M(X) is an R[X ]-
module with respect to the adjoint representation. Denote by u.f the element of
M ′(X) obtained by acting the element f ∈ R[X ] on u ∈ M ′(X). Namely, let us
define u.f inductively:

(1) u.y = [u, y] for any y ∈ X ;
(2) Let f = y1y2 . . . ym for m > 2 and let f0 = y1y2 . . . ym−1 then u.f =

(u.f0).ym;
(3) Finally, if f = g + s, where s is a commutative associative monomial then

u.f = u.g + u.s.

For any monomial in R[X ] we also can define its multidegree as follows:
mdeg(αxγ1

1 x
γ2

2 . . . xγn
n ) = (γ1, γ2, . . . , γn), if α 6= 0.

Let us formulate the following well-known result. Let p be a non-associative
polynomial in X and let p =

∑
δ pδ, where pδ is a homogeneous polynomial such

that mdeg(pδ) = δ. If p = 0 in M(X ;G) then pδ = 0 in this algebra for all δ. It
follows from homogeneity of Lie algebras, metabelian algebra identities, and partial
commutativity relations. Indeed, if p = 0 then this polynomial can be nullified by
using a finite set of identities and relations indicated above. Each step moves a
homogeneous polynomial to homogeneous one of the same multidegree. Therefore,
summands of different homogeneous components cannot cancel with each other.

Then, we introduce some homomorphisms on M(X ;G). First, let us remind a
well-known fact. Let X = {x1, . . . , xn} be the set of generators of a Lie algebra L1.
Consider a map ϕ : X → L2, where L2 is also a Lie algebra. If all identities and
relations of L1 hold under ϕ, then this map can be extended to a homomorphism
from L1 to L2 uniquely. So, all maps defined below are homomorphisms.
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Let X be the set of generators of the partially commutative metabelian Lie
algebra M(X ;G). For any non-empty subset Y of X , denote by GY the subgraph
of G generated by Y .

Definition 2.5. The projection from M(X ;G) onto M(Y ;GY ) is the homomor-
phism πY :M(X ;G) →M(Y ;GY ) defined on X as follows:

(4) πY (xi) =

{
xi, if xi ∈ Y

0, if xi 6∈ Y.

Definition 2.6. Let G be obtained from G by adding some edges. The identical
simplification from M(X ;G) onto M(X ;G) is the homomorphism ϕ :M(X ;G) →
M(X ;G) defined on the set of generators identically (i.e. ϕ(xi) = xi for xi ∈ X).

Let G be an arbitrary graph, G1, G2, . . . , Gr its connected components, and Xi

the set of the vertices of Gi for i = 1, 2, . . . r. Given t such that 0 6 t < r, define

the sets X ′ =
⋃t

i=1Xi, X
′′ =

⋃r
j=t+1Xj . Consider the graph G̃ obtained from the

subgraph GX′ adding some set Z of isolated vertices (Z may be empty). By Y

denote the set of vertices of G̃. In other words, Y = X ′ ∪ Z.

Definition 2.7. An identification of connected components is a homomorphism

ϕ : M(X ;G) → M(Y ; G̃), acting on X ′ identically and mapping all vertices in
Xk ⊆ X ′′ (k = t + 1, . . . , r) to multiples of the fixed element yk ∈ Y (i.e. to
elements of the form αyk, where α ∈ R can be different for different vertices in
Xk). If X

′ = ∅ (this means t = 0) then the identification of connected components
is called complete.

Definition 2.7 implies that if an identification of connected components is com-

plete then G̃ is totally disconnected, therefore M(Y ; G̃) =M(Y ).
Finally, let us recall some terminology related to universal theories of algebraic

systems.

Definition 2.8. An ∃-sentence is a formula without free variables such that it is
of the form

∃w1 . . . wmΦ(w1, . . . , wm),

where Φ(w1, . . . , wm) is a formula of predicate calculus in the corresponding alge-
braic system such that this formula does not contain quantifiers.

Definition 2.9. The set of all ∃-sentences that are true in a Lie algebra L is called
the existential theory or the ∃-theory of this Lie algebra.

Definition 2.10. Lie algebras are called existentially equivalent if their existential
theories coincide.

The notion of universal theory(or ∀-theory) of a Lie algebra is defined analogously
as well as the notion of universal equivalence of Lie algebras.

It is easy to see that Lie algebras L1 and L2 are existentially equivalent if and
only if these Lie algebras are universally equivalent.

The procedure of exchanging functional symbols by predicate ones is well-known
in model theory. Any set with all predicates induced on it is a submodel.

Let us formulate a well-known result in model theory.

Theorem 2.11. Arbitrary algebraic systems (ex., Lie algebras) L1 and L2 are
universally equivalent if and only if each finite model of the first algebraic system
is isomorphic to a finite model of the second one.
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3. Bases of partially commutative metabelian algebras

Given u = [xi1 , xi2 , . . . , xik ], let Xu be the set of all generators appearing in u.
Let’s denote by Gu the subgraph of G, generated by the set Xu. Similarly, we
define Xg and Gg for a homogeneous Lie polynomial g, i.e. suppose that Xg = Xu

and Gg = Gu, where u is a monomial of g.

Lemma 3.1. Suppose u = [xi1 , xi2 , . . . , xik ], xi1 and xij are vertices belonging to
the same connected component of Gu, and u

′ is obtained from u by interchanging
xi1 and xij . Then u = u′ in M(X ;G).

Proof. Since xi1 and xij are in the same connected component of Gu, there is a
simple path (xi1 , y1, y2, . . . , ys, xij ) in this graph, i.e. a path consisting of elements
of Xu all vertices of which are different. Let us proceed by induction on the number
of intermediate vertices on such path (i.e. by induction on s).

If s = 0 then xi1 and xij are adjacent. Consider two cases. For j = 2 we
have [xi1 , xi2 , . . . , xik ] = [0, xi3 , . . . , xik ] = 0 and, analogously, [xi2 , xi1 , . . . , xik ] =
[0, xi3 , . . . , xik ] = 0.

Let j > 3. By (3), without loss of generality it can be assumed that j = 3. Since
[xi1 , xi3 ] = 0 we obtain

[xi1 , xi2 , xi3 , xi4 , . . . , xik ] =[xi1 , xi3 , xi2 , xi4 , . . . , xik ] + [. . . [xi1 , [xi2 , xi3 ]], . . . , xik ]

=− [xi2 , xi3 , xi1 , xi4 , . . . , xik ]

=[xi3 , xi2 , xi1 , xi4 , . . . , xik ].

Next, let us suppose that the statement holds for all k < s. Consider the path
(xi1 , y1, . . . , ys, xij ) from xi1 to xij in Gu. As it was shown above, the monomial
u1, obtained by interchanging xi1 and y1 in u is equal to u in M(X ;G). Therefore,

[xi1 , xi2 , . . . , y1, . . . , xik ] = [y1, xi2 , . . . , xi1 , . . . , xik ]

in M(X ;G). We have (y1, . . . , ys, xij ) contains s− 1 intermediate vertices. So, by
inductive assumption, u2 = u1, in M(X ;G), where u2 is the monomial obtained by
interchanging y1 and xij in u1.

Finally, to obtain the monomial u′ we are left to interchange xi1 and y1 in u2.
If either y1 or xi1 is the second letter in u2 then one can interchange the first two
letters by the anticommutativity identity, interchange y1 and xi1 by the induction
hypothesis, and again interchange the first two letters. If neither y1 nor xi1 is
the second letter of u2 then u2 = u′ in M(X ;G) by (3). Therefore, u = u′ in
M(X ;G). �

Lemma 3.2. Let u = [xi1 , . . . , xik ] be a monomial of the form (2). Then u is equal
to zero in M(X ;G) if and only if the vertices xi1 and xi2 are in the same connected
component of Gu.

Proof. If xi1 and xi2 are in the same connected component of Gu, then the state-
ment follows from Lemma 3.1.

Conversely, let xi1 and xi2 be in different connected components of Gu. We need
to show that u 6= 0 in this case.

Let πXu
be the projection of the algebra M(X ;G) onto the algebra M(Xu, Gu).

Since πXu
acts identically on the set Xu we have πXu

(u) = u .
Consider the set Y such that it contains by one element from each connected

component of Gu and xi1 and xi2 are in Y .
Define the complete identification of connected components ψ : M(Xu;Gu) →

M(Y ) mapping each element in Xu to the element in Y from the same connected
component of Gu.
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Applying ψ to the monomial u in M(Xu;Gu), we obtain

0 = ψ([xi1 , xi2 , . . . , xik ]) = [xi1 , xi2 , ψ(xi3 ), . . . , ψ(xik)].

Since xi2 is the minimal letter of u it is also the minimal letter in ψ(u) =
[xi1 , xi2 , ψ(xi3 ), . . . , ψ(xik )]. By (3), one can permute the letters ψ(xi3 ), . . . , ψ(xik)
in ψ(u) in such a way that they are in non-descending order in the obtained mono-
mial. The obtained monomial is of the form (2) and it is equal to ψ(u) in M(Y ).
Therefore, it cannot be equal to 0 in this algebra. Consequently, u 6= 0 in M(X ;G)
either. �

Let us consider the algebraM(X ;G). By B′
δ
(X) denote the set of all monomials

of the form (2) whose multidegrees are equal to δ. Let us eliminate from B′
δ
(X)

all monomials u such that u = 0 in M(X ;G) (by Lemma 3.2, we should exclude
all monomials u such that xi1 and xi2 are in the same connected component of the
graph Gu). By B

′′
δ
(X ;G) denote the obtained set.

Given monomials u1 = [xi1 , xi2 , . . . xik ] and u2 = [xj1 , xj2 , . . . xjk ] in B′′
δ
(X ;G)

we write u1 ∼ u2 if xi1 and xj1 are in the same connected component of Gv1 = Gv2 .
From Lemma 3.1 it follows that if u1 ∼ u2 then u1 = u2 in M(X ;G). Besides,
it follows from (2) that xi2 = xj2 . The relation “∼” is obviously an equivalence
relation. Consequently, there is the decomposition of B′′

δ
(X ;G) by the equivalence

classes. Let us choose by one element from each equivalent class in such a way
that the first letter of each chosen element is the the largest one among the first
letters of all monomials in this equivalence class. Denote this set by Bδ(X ;G) (in
particular, this set can be empty for some multidegrees).

Let us set

B(X ;G) =
⋃

δ

Bδ(X ;G),

where the union is taken by all multidegrees.
The following theorem holds.

Theorem 3.3. The set B(X ;G) is a basis of the partially commutative metabelian
Lie algebra M(X ;G).

Proof. Since all elements of the same equivalence class are equal to each other in
M(X ;G) and since B(X ;G) contains elements from all equivalence classes of the
set
⋃

δ B
′′
δ
(X ;G) the algebra M(X ;G) is spanned by B(X ;G).

We are left to show that the elements of B(X ;G) are linearly independent. Let

(5) g =
∑

j

αjuj ,

where uj = [xj1 , xj2 , . . . xjkj ] ∈ B(X ;G), αj ∈ R. Suppose that v = 0 in M(X ;G).

Without loss of generality (see Sec. 2) we can assume that (5) is a homogeneous
polynomial. In particular, all kj are equal to each other. For this reason, we write
k instead of kj . Note that the second letter in all monomials uj is same, namely, it
is the minimal letter appearing in uj . Let us denote this letter by x.

By construction of Bδ(X ;G), the first letters of the monomials uj in the decom-
position (5) belong to different connected components of Gg. Consider the set of
the first letters of the monomials uj appearing in (5). Extend this set to the set
Y such that Y contains by one letter from each connected component of Gg and
x ∈ Y . It can be done because the first letter of a non-zero monomial uj cannot
belong to the same connected component as x. So, x is the least element of Y .

Consider the projection πXg
:M(X ;G) →M(Xg;Gg). Since πXg

acts identically
on Xg we have πXg

(g) = g.
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Let ψ : M(Xg;Gg) → M(Y ) be the complete identification of connected com-
ponents mapping each element of Xg to the element of Y belonging to the same
connected component of Gg.

Applying the map ψ to (5) we get

0 =
∑

j

αjψ(uj)

=
∑

j

αj [xj1 , ψ(x), ψ(xj3 ) . . . , ψ(xjk)].

It was shown above that ψ(xjs ) ∈ Y . If it is necessary we can permute the letters
ψ(xi3 ), . . . , ψ(xik) in each ψ(uj) in such a way that they are in the non-descending
order in the obtained monomial. We obtain

∑

j

αj [xj1 , x, yj3 , . . . , yjk ] = 0

in the free metabelian algebra M(Y ). Since xj1 and x are in different connected
components, ψ(uj) 6= 0 in M(Y ). By (2), the set of monomials ψ(uj) is linearly
independent in M(Y ). Consequently, αj = 0 for all j. We have proved that the
monomials uj are linearly independent in M(Xg;Gg) so are they in M(X ;G). This
completes the proof. �

4. Annihilators and centralizers

Let us start this section with proving some auxiliary statements about free
metabelian Lie algebras. We need them to describe annihilators and centralizers of
partially commutative Lie algebras.

Lemma 4.1. Suppose u = [xj1 , xj2 , . . . , xjm ] ∈ B(X), where m > 2 and v is
the largest monomial in the representation of u.z as a linear combination of basis
elements of M(X). Then the first letter of v is xj1 and the coefficient by this
monomial is equal to 1.

Proof. Let us consider the representation of u.z as a linear combination of the ele-
ments of the form (2). We need to consider two cases.

1. Let z > xj2 . In this case,

v = [xj1 , xj2 , xj3 , . . . , xjm ].z

= [xj1 , xj2 , . . . , xjl , z, xjl+1
. . . , xjm ],

where xjl 6 z < xjl+1
. We obtain a monomial of the form (2) whose first letter is

xj1 .

2. Let z < xj2 . Then

v = [xj1 , xj2 , xj3 , . . . , xjm ].z

= [xj1 , xj2 , z, xj3 . . . , xjm ]

= [xj1 , z, xj2 , xj3 . . . , xjm ] +
[
. . . [[xj1 , [xj2 , z]], xj3 ], . . . , xjm

]

= [xj1 , z, xj2 , xj3 . . . , xjm ]− [xj2 , z, xj1 , xj3 . . . , xjm ]

We obtain a linear combination of two monomials of the form (2). Since xj2 is the
minimal letter of u the monomial with the first letter xj1 is larger than the other
one and the coefficient by this monomial is equal to 1. �

Let f be a Lie polynomial. By f denote the largest monomial of f with respect
to the standard order.
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Lemma 4.2. Let c = αc+∆c be the representation of c ∈M ′(X) as a linear com-
bination of basis elements with non-zero coefficients and let c = [y, x, xi3 , . . . , xim ].
Then for any z ∈ X the largest monomial in the decomposition of c.z begins with
the letter y and the coefficient by this monomial is equal to α.

Proof. Let c = αc+∆c be a homogeneous Lie monomial consisting of monomials of
the form (2) and d a monomial appearing in ∆c. Since c is the greatest monomial
of c we have either mdeg(c) > mdeg(d) or mdeg(c) > mdeg(d) but c is greater
than d lexicographically. Let us represent α(c.z) and (∆c).z as sums of elements
of the form (2). By Lemma 4.1, the largest monomial of the decomposition of
α(c.z) begins with y and the coefficient by this monomial is α. On the other hand,
the monomials in the decomposition of (∆c).z are less than y with respect to the
standard order. Let b be the largest monomial in the decomposition of c.z to a
linear combination of elements of the form (2). We have b begins with y and the
coefficient by this monomial is equal to α. �

The following result has been proved in [3] in the case of a free metabelian Lie
algebra under a field. In his paper, we give the proof of this statement for a free
metabelian Lie algebra over an arbitrary integral domain.

Theorem 4.3. The derived subalgebra M ′(X) of M(X) is a torsion-free R[X ]-
module.

Proof. We need to prove that c.f 6= 0 whenever c ∈M ′(X)\{0} and f ∈ R[X ]\{0}.
Note that v.a 6= 0 implies

(6) mdeg(v.a) = mdeg(v) + mdeg(a)

for any Lie monomial v and any associative monomial a. So, without loss of gen-
erality it can be assumed that the decomposition of c to a linear combination of
monomials of the form (2) is homogeneous by all generators and f is a monomial.
Indeed, we can write c = cγ +

∑
δ cδ, where cδ is a homogeneous Lie polynomial

with the multidegree δ and γ is the largest multidegree of the monomials in the
decomposition of c. Let also f = αf +∆f , where f is the monomial of the largest
degree appearing in f . It is sufficient to show that cγ .f 6= 0. Indeed, by (6), the
multidegrees of all other summands in the decomposition of c.f are less than the
multidegree of cγ .f . So, this monomial cannot cancel with the others.

So, suppose c is represented as a linear combination of monomials of the form (2),
c = [y, x, xi3 , . . . , xim ] is the largest monomial in this linear combination, and f is
an associative monomial of the multidegree ε. By |ε| denote the sum of coordinates
of ε. Let us proceed by induction on |ε|.

If |ε| = 1 then f = z for some z ∈ X . Let b be the largest monomial in
the representation of cγ .z as a linear combination of elements of the form (2).
By Lemma 4.2, b begins with y. The coefficient by this monomial is equal to the
coefficient by c. In particular, this coefficient is not equal to zero. Therefore, cγ .z 6=
0. By (6), this monomial cannot cancel with monomials in the decompositions of
cδ.z. Consequently, c.z 6= 0.

Suppose that the statement holds for all ε such that |ε| < r. Let |ε| = r > 0
and let f be a monomial of the multidegree ε. For some generator xi, we can write
f = βxif0, where β ∈ R\{0} and |mdegf0| = r − 1. We have c.f = c.(βxif0) =
β(c.xi).(f0). As above, we get (c.xi) 6= 0. Consequently, by the inductive hypothesis
we obtain (c.xi).(f0) 6= 0. The proof is complete. �

The following statement on commutative associative polynomials seems to be
well-known, but anyway, we give its proof here.
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Lemma 4.4. Let R be an infinite integral domain and let f ∈ R[x1, . . . , xn] be a
non-zero polynomial over R in a finite number of indeterminates. Then there exist
r1, . . . , rn ∈ R such that f(r1, . . . , rn) 6= 0.

Proof. Proceed by induction on the number of indeterminates. Let f(x) = αlx
l +

· · · + α1x + α0 be a non-zero polynomial in one indeterminate. Let us show that
this polynomial cannot have more than l roots. If y1 is a root then there is the
representation f(x) = (x − y1)f1(x), where the degree of f1(x) is equal to l − 1.
Similarly, one can find a root of f1(x), denote this root by y2, and obtain a similar
decomposition for f1(x) and so on. Finally, we obtain the representation

(7) f(x) = (x− y1) . . . (x− ys)g(x),

where g(x) has no roots. Obviously, f(x) has no roots except y1, . . . ys. Indeed, if
z is a root then substitution of z for x in (7) gives f(z) = (z − y1) . . . (z − ys)g(z).
Since R is an integral domain, at least one of the multiples is equal to 0 and g(z) 6= 0
because g(x) has no roots. Therefore, z = yi for some i such that 1 6 i 6 s.

Since R is infinite, one can choose r not equal to any root of f(x). Therefore,
f(r) 6= 0.

Suppose that the statement of the lemma holds for all polynomials in less than
k indeterminates. Consider a polynomial f in k indeterminates. We have

(8) f =
l∑

i=0

xikfi,

where fi ∈ R[x1, . . . xk−1]. Since f 6= 0 there exists i such that fi 6= 0. By
the inductive assumption, there are r1, . . . , rk−1 such that fi(r1, . . . , rk−1) 6= 0 for
some i. Substitution these values for the corresponding indeterminates in (8) we
get a non-zero polynomial in the indeterminate xk only. Consequently, there exists
rk ∈ R such that substituting this element for xk we obtain a non-zero element of
R. So, substitution r1, . . . rk for the corresponding indeterminates in (8) we obtain
a non-zero element of R. This concludes the proof. �

Lemma 4.5. Let G be a graph such that each its connected component is a complete
graph and M(X ;G) the partially commutative Lie algebra with defining graph G.
If [x, y].f = 0 for some vertices x and y and for some polynomial f ∈ R[X ] then
either [x, y] = 0 (i.e x and y belong to the same connected component of G) or
f = 0.

Proof. If G is a connected graph then M(X ;G) is just a free abelian Lie algebra.
Therefore, [x, y] = 0 for any x, y ∈ X .

If G has at least two connected components then we proceed by induction on
the number of generators in M(X ;G). Suppose |X | = 2 and G has two connected
components (it means that G is totally disconnected). Then, we have M(X ;G) is
the free metabelian Lie algebra with two generators and the statement follows from
Theorem 4.3.

Suppose that the statement holds for all graphs having less than k vertices and
satisfying the conditions of the lemma. Consider a graph G such that |X | = k. If
this graph is totally disconnected then M(X ;G) is a free metabelian algebra and
the statement follows from Theorem 4.3.

Suppose that G contains some edges and [x, y].f = 0, where f ∈ R[X ] and
x and y are in different connected components. Consider an arbitrary connected
component Γ of G such that Γ has at least two vertices. Let Z = {z, z1, . . . zm} be
the set of vertices in this component. If x ∈ Γ (or y ∈ Γ) then let us set z = x
(z = y, respectively). By Y denote the set obtained from X by deleting vertices
z1, . . . , zm.
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Let ϕ :M(X ;G) →M(Y ;GY ) be an identification on the connected component
Γ defined as follows:

(9) ϕ(x) =

{
x, if x 6∈ Z

αiz if x = zi
.

We have the following representation of f :

f =
∑

j

γjfjz
ajz

aj,1

1 . . . zaj,m

m ,

where fj are monomials in R[X\Z]. We obtain

ϕ(f) =
∑

j

γiα
aj,1

1 . . . αaj,m
m fjz

ai+aj,1+···+aj,m .

Combining like terms by degrees of the elements in Y we obtain a sum such that
each its coefficient is a polynomial in α1, . . . , αm. Moreover, since f 6= 0 at least
one of the obtained coefficients is not equal to zero identically. Therefore, by
Lemma 4.4, one can find α1, . . . , αn such that ϕ(f) 6= 0. From 9 i follows that
ϕ cannot map vertices from different connected components to one component.
Consequently, ϕ([x, y]) = [x, y] 6= 0 . Note that M(Y ;GY ) satisfies the conditions
of the lemma and the number of vertices in GY is less than k. Therefore, by the
inductive hypothesis, [x, y].ϕ(f) 6= 0 in M(Y ;GY ). It means that [x, y].f 6= 0 in
M(X ;G). The proof is complete. �

Definition 4.6. Let A be an associative commutative ring and let M be an A-
module. The Annihilator of a non-zero element m ∈M is the ideal A consisting of
all elements a ∈ A such that m · a = 0.

Since for any partially commutative algebra M(X ;G) its derived subalgebra
M ′(X ;G) is an R[X ]-module, the annihilator of any element g ∈ M ′(X ;G) in
R[X ] is defined.

Let us move on to the description of annihilators in M ′(X ;G). Define the ideal
IGi,j of R[X ] as follows. If xi and xj belong to different connected components in G

then put IGi,j = 0. Let xi and xj bee in the same connected component. For each
path (xi, y1, y2, . . . , ys, xj) connecting these vertices in G consider the monomial
y1y2 . . . ys. Define IGi,j as the ideal generated by all such monomials. Obviously, it
is sufficient to consider the monomials corresponding to the simple paths only.

Theorem 4.7. Let M(X ;G) be a partially commutative metabelian Lie algebra
with the set of generators X and the defining graph G and let xi, xj ∈ X. If xi and
xj are not adjacent then the annihilator of [xi, xj ] is equal to IGi,j .

Proof. First of all, let us show that if f ∈ IGi,j , then [xi, xj ].f = 0. It is sufficient to

prove this statement for the elements generating IGi,j .
Let us show that the statement is true for the paths having one intermediate

vertex, i.e in the case s = 1. We have [xi, xj ].y1 = [[xi, xj ], y1] = [[xi, y1], xj ] +
[xi, [xj , y1]] = 0.

Let the statement hold for all simple paths having s < k intermediate vertices.
Suppose that the path (xi, y1, . . . , yk, xj) has k intermediate vertices. We have

(10) [xi, xj ].(y1y2 . . . yk) =
∑

[xi.(yi1 . . . yit), xj .(yj1 . . . yjk−t
)],

where the sum is taken by all ordered partitions of the set {y1, y2, . . . , yk} by two
subsets {yi1 . . . yit} and {yj1 . . . yjk−t

}. SinceM(X ;G) is metabelian it follows from
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(10) that:

[xi, xj ].(y1y2 . . . yk) = [xi.(y1 . . . yk), xj ] + [xi, xj .(y1 . . . yk)]

= [[xi, y1].(y2 . . . yk), xj ] + [xi, [xj , y1].(y2 . . . yk)].

Since xi are y1 adjacent in G the first summand is equal to 0. The second summand
contains the multiple [xj , y1].(y2 . . . yk). Considering the path (y1, y2, . . . , xj) we
obtain that this multiple is equal to zero by the induction hypothesis. Consequently,
[xi, xj ].(y1y2 . . . yk) = 0.

So, we have shown that IGi,j is a subset of the annihilator of [xi, xj ]. Let us prove

the inverse statement. Without loss of generality, the annihilator of [x1, x2] can be
considered. There are two cases:

1. Suppose that x1 and x2 belong to different connected components of G. Let
us add edges to the graph G in such a way that any two vertices belonging to the
same connected component of G would be connected. Denote this graph by G. So,
connected components of G and G consist of the same vertices and each connected
component of G is a complete graph.

Consider the identical simplification ϕ : M(X,G) → M(X,G). If [x1, x2].f = 0
in M(X,G), then ϕ([x1, x2].f) = 0. Therefore, [x1, x2].f = 0 in M(X,G). So, by
Lemma 4.5, we have f = 0.

2. If x1 and x2 are not adjacent and belong to the same connected component,
then we proceed by induction on |X |. Let |X | = 3. Then G has exactly two edges,
namely {x1, x3} and {x2, x3}. Otherwise, either x1 and x2 are adjacent or they
belong to different connected components.

Consider the projection πY : M(X ;G) → M(Y ;GY ), where Y = {x1, x2}.
Let [x1, x2].f = 0. We have πY ([x1, x2].f) = [x1, x2].πY (f) = 0. Since GY is
totally disconnected M(Y ;GY ) = M(Y ). Therefore, by Theorem 4.3, πY (f) = 0.

Consequently, f = x3f̂ .
Suppose that the statement holds for |X | < n. Consider an algebra M(X ;G),

where X contains n vertices. Let (x1, y1, y2, . . . , ys, x2) be a simple path connecting
x1 and x2.

By Xi denote the set X\{yi}, where i = 1, 2, . . . , s. Let Gi be the graph gener-
ated by Xi.

Consider the set of projections πXi
: M(X ;G) → M(Xi;Gi), where i =

1, 2, . . . , s. Note that πXi
(x1) = x1 and πXi

(x2) = x2 for all i because the
path (x1, y1, y2, . . . , ys, x2) is simple. Therefore, if [x1, x2].f = 0 in M(X ;G) then
πX1

([x1, x2].f) = [x1, x2].πX1
(f) = 0 inM(X1;G1). Let us remark thatM(X1;G1)

is a subalgebra of M(X ;G) and |X1| = n− 1. Consequently, by the inductive hy-

pothesis, πX1
(f) is in the ideal IG1

1,2 of the algebraM(X1;G1). In particular, πX1
(f)

does not contain y1. Since πX1
acts identically on all generators but y1 there is

the representation f = πX1
(f) + f1, where f1 ∈ R[X ] is such that πX1

(f1) = 0.

Consequently, f1 = y1f̂1. It is clear that I
G1

1,2 ⊆ IG1,2. Therefore, πX1
(f) ∈ IG1,2.

Suppose that for some i < s there is the representation

(11) f = fi +

i∑

j=1

f̃j,

where f̃j ∈ I
Gj

1,2 , and fi = y1y2 . . . yif̂i. Obviously, I
Gj

1,2 ⊆ IG1,2 for j = 1, 2 . . . , i.

Thus, we have 0 = [x1, x2].f = [x1, x2].fi +
∑i

j=1[x1, x2].f̃j = [x1, x2].fi. There-

fore, 0 = ϕi+1([x1, x2].fi) = [x1, x2].πXi+1
(fi). So, by the induction hypothesis,

πXi+1
(fi) belongs to the ideal I

Gi+1

1,2 of the algebra M(Xi+1;Gi+1). As above, we
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obtain fi = fi+1 + f̃i+1, where f̃i+1 = πXi+1
(fi) ∈ I

Gi+1

1,2 ⊆ IG1,2 and fi+1 is such

that πXi+1
(fi+1) = 0. Therefore, fi+1 = yi+1f

′
i+1. Since each monomial of fi is of

the form g = y1y2 . . . yig
′ we obtain fi+1 = y1y2 . . . yi+1f̂i+1. Consequently, there

is the following decomposition: f = fi+1 +
∑i+1

j=1 f̃j . So, decomposition (11) holds
for any i.

Setting i = s in (11) we obtain f = y1y2 . . . ysf̂s+
∑s

j=1 f̃j . As above,
∑s

j=1 f̃j ∈

IG1,2. Since y1y2 . . . ys is a generating element of IG1,2, the monomial y1y2 . . . ysf̂s is
also in this ideal. So, the proof is complete. �

Before we move on to a description of centralizers we prove one more auxiliary
assertion.

Let Xc,z = X ∪ {z} for any z ∈ X\Xc, and let Gc,z be the subgraph of G
generated by Xc,z.

Remind that z is called a cutpoint of G if its deletion increases the number of
connected components.

Lemma 4.8. Let c ∈ M ′(X,G) be a non-zero element that can be written as a
homogeneous linear combination of basis elements. If c.z = 0 for some z ∈ X then
z does not appear in c and it is a cutpoint of Gc,z.

Proof. Let us reorder vertices of X in such a way that z would be not less than the
vertices appearing in c. If c contains z or if z is greater than the smallest letter
appearing in c then we can use the initial order on X . Otherwise, we can just
permute z and the smallest letter of c in the initial linear order of X . Note that if
c admits a representation as a homogeneous linear combination of basis elements
under some order on X then it can be rewritten in such form under any other order
on X . Moreover, for all orders on X the multidegrees of the monomials in the
corresponding representations are same.

By Lemma 3.2, Gc has at least two connected components. Suppose that
Γ0,Γ2, . . . ,Γs are connected components of Gc (s > 1). Let y0, y1, . . . , ys be the
largest vertices of these components such that yi lies in Γi for each i = 0, . . . , s.
We may assume that y0 < y1 < y2 < · · · < ys. By x denote the minimal vertex
appearing in c. Let x belong to Γ0.

We have:

(12) c =

s∑

i=1

βi[yi, x, xi3 , . . . , xim ],

where all summands have the same multidegree and some βi are not equal to 0.
Let r 6 s be the largest number such that βr 6= 0. Consider c.z as an element of
M(X). Since z > x, the proof of Lemma 4.1 (case 1) and Lemma 4.2 imply that
the largest monomial of c.z can be written as follows: c.z = [yr, x, x

′
r3
, . . . , x′rm+1

].

Let c.z = 0 in M(X ;G). If c.z = 0 in M(X ;G), then Lemma 3.2 implies that yr
and x belong to the same connected component of Gc,z, but in different connected
components of Gc. Consequently, z does not appear in c and there are vertices in
Γ0 and Γr adjacent to z. It means that z is a cutpoint of Gc,z.

If c.z 6= 0 in M(X ;G), then the monomial c.z is equal to c′ = [yj , x, . . . , x
′
jm+1

]
for some j in this algebra. But it is possible only if yj and yr are in the same
connected component of Gc,z. Therefore, z does not appear in c and it is a cutpoint
of Gc,z. �

Let G be an arbitrary graph with the set of vertices X and let u be an arbitrary
element of M(X ;G). By CG(u) denote the centralizer of u ∈ X in the algebra
M(X ;G). So, CG(u) is the set of all elements v ∈ M(X ;G) such that [v, u] = 0.
Let us also introduce the notation CG(x) for CG(x) ∩M

′(X ;G). We are going to
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describe the centralizers of the elements in X and their linear combinations. We
need this description in the proof of Theorem 5.8 in Sec. 5. The following theorem
holds.

Theorem 4.9. Let G be a graph with the set of vertices X = {x1, x2, . . . , xn}.
1. If xn is an isolated vertex in G then CG(xn) consists of the elements v of the
form

(13) v = αnxn,

where αn ∈ R.
2. If the degree of xn is equal to 1 in G (say, it is adjacent to xn−1) then CG(xn)
consists of all elements v of the form

(14) v = αn−1xn + αnxn,

where αn−1, αn ∈ R.
3. If xn is adjacent to xr+1, . . . , xn−1 in G (r 6 n − 3), then CG(xn) consists of
all elements v of the form

(15) v =

n∑

k=r+1

αkxk +
∑

r+16i<j6n−1

[xi, xj ].fij ,

where αk ∈ R, fij ∈ R[X\{xn}].

Proof. Clearly, all elements of the form (13) or (14) (depending on the number of
vertices adjacent to xn) in M(X ;G) are in CG(xn). It is also easy to see that if
xn is adjacent to xr+1, . . . , xn−1 then any element of the form v =

∑n
k=r+1 αkxk

belongs to the centralizer of xn. So, we are left to show that the elements of the
form

∑
r+16i<j6n−1[xi, xj ].fij (see case 3) are in CG(xn). We need to prove that

∑

r+16i<j6n−1

[xi, xj ].fijxn = 0.

It follows from Lemma 3.2. Indeed, let us consider the element of the form w =
[xi, xj ].fijxn. Since xi and xj are adjacent to xn, the vertices xi and xj are in the
same connected component of Gw and we are done.

Conversely, suppose that c ∈ CG(xn). Let us write this element as a linear com-
bination of basis monomials. As we noticed in Sec. 2 if a Lie polynomial is equal to
zero in M(X ;G) then all homogeneous components (in the sense of multidegree) of
this polynomial are equal to zero in M(X ;G). So, without loss of generality it can
be assumed that all monomials of c have the same multidegree. Consider two cases.

1. If a homogeneous element c ∈ CG(xn) is a linear combination of monomials of
the length 1, then c = αixi for some i. Consequently, 0 = [c, xn] = αi[xi, xn]. So,
it is easy to see that either i = n or xi is adjacent to xn.

2. Suppose that c ∈ CG(xn). Let us represent c as a linear combination of basis
elements of the algebraM(X ;G). Consider the graph Gc. Let this graph have s+1
connected components (s > 1). By y0, y1, y2, . . . , ys denote the largest vertices of
the connected components as we did in the proof of Lemma 4.8. Let x be the
smallest letter appearing in c. We can suppose that x is in the same connected
component as y0. Since [c, xn] = 0, Lemma 4.8 implies, that xn is a cutpoint of
Gc,xn

.
Clearly, degree of xn in G is greater than or equal to 2. Indeed, xn should be

connected with at least two connected components of Gc. Therefore, its degree in
Gc,xn

should be greater than 1. So, if the degree of xn in G is not greater than 1
then C(xn) = 0 and parts 1 and 2 hold.



14 E.N.POROSHENKO, E. I. TIMOSHENKO

Thus, xn is a cutpoint of Gc,xn
. We can assume without loss of generality that

one of the connected components contains the vertices y1, . . . yt for t 6 s, and
perhaps y0. Moreover, one can suppose that y1, y2, . . . , yt are adjacent to xn, i.e.

(16) {y1, . . . , yt} ⊆ {xr+1, . . . , xn}.

We can also assume that if y0 is in the same connected component of Gc,xn
as the

vertices y1, . . . , yt then y0 is also adjacent to x.
Since the representation of c in the form (12) holds we obtain

[c, xn] =

s∑

i=1

βi[yi, x, xi3 , . . . , xim , xn]

=

t∑

i=1

βi[xn, x, xi3 , . . . , xim , yi] +

s∑

j=t+1

βj [yj , x, xj3 , . . . , xjm , xn].

(17)

By Theorem 3.3, the monomials [yj , x, xj3 , . . . , xjm , xn] are linearly independent for
t+1 6 j 6 s. By the same theorem, it is easy to see that the first sum of the right-
hand side of (17) is a multiple of a basis element of the corresponding multidegree
beginning with xn, and this element is linearly independent from the elements of
the second sum. Therefore, βj = 0 if t+ 1 6 j 6 s. Consequently,

(18) [c, xn] =

t∑

i=1

βi[yi, x, xi3 , . . . , xim , xn].

Suppose that xn is in the same connected component of Gc,xn
as x and y0. In

this case, by Lemma 3.2 we have [yi, x, xi3 , . . . , xim , xn] = 0 for i 6 t. On the other
hand, Lemma 3.1 implies that [yi, x, xi3 , . . . , xim , xn] = [yi, y0, x

′
j3
, . . . , x′im , x

′
im+1

]

and y0 and yi are adjacent to xn. So, as follows from (16), c can be represented in
the form (15).

If y0 and xn are in different connected components of Gc,xn
then, by (18), we

obtain the following equation in M(X ;G):

[c, xn] =

t∑

i=1

βi[xn, x, xi3 , . . . , xim , yi].

Let us arrange the last m − 1 multiples in each summand of the right-hand side
of this equation in the increasing order. We obtain a linear combination of t equal
monomials. Since [c, xn] = 0 we obtain

∑t
i=1 βi = 0. So, the following equation

holds

[c, xn] =

t−1∑

i=1

βi([yi, x, xi3 , . . . , xim , xn]− [yt, x, xs3 , . . . , xsm , xn]).

Therefore,

(19) c =

t−1∑

i=1

βi([yi, x, xi3 , . . . , xim ]− [yt, x, xs3 , . . . , xsm ]).
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For each summand of the right-hand side of (19), we can apply the Lie algebra
identities and rearrange the last m− 2 multiples. So, we obtain

[yi, x, xi3 , . . . , xim ]− [yt, x, xt3 , . . . , xtm ]

=[yi, x, yt, x
′
4 . . . , x

′
m]− [yt, x, yi, x

′
4 . . . , x

′
m]

=[yi, x, yt, x
′
4 . . . , x

′
m] + [x, yt, yi, x

′
4 . . . , x

′
m]

=− [yt, yi, x, x
′
4 . . . , x

′
m]

=[yi, yt, x, x
′
4 . . . , x

′
m]

(20)

By (19) and (20), we get

c =

t−1∑

i=1

βi[yi, yt, x, x
′
4 . . . , x

′
m].

Therefore, c can be represented in the form (15). This completes the proof of
part 3. �

Now we are ready to describe centralizers of linear combinations of the elements
in X . The following lemma holds:

Lemma 4.10. Let c = c0 +∆c, where c0 is a homogeneous component of c having

the largest multidegree. If c ∈ C
(∑l

j=1 αjxij
)
, where all αj are not equal to 0, then

c0 ∈
⋂l

j=1 C
(
xij
)
.

Proof. To be definite assume that

c ∈ C
( n∑

j=k+1

αjxj
)
.

So,

0 = c.
( n∑

j=k+1

αjxj
)

=

n∑

j=k+1

αj [c, xj ]

=

n−1∑

j=k+1

αj [c0, xj ] + αn[c0, xn] +

n∑

j=k+1

αj [∆c, xj ].

(21)

Moreover, [c0, xn] = 0. Indeed, otherwise, the basis monomials appearing in the
decomposition of [c0, xn] have the greatest multidegree in the decomposition of
c.
(∑n

j=k+1 αjxj
)
. So, they cannot cancel with other summands. Therefore, c0 ∈

C(xn).
By Lemma 4.8, c0 does not contain xn in it, neither does c. Let X ′ = X\{xn}

and let G′ be the subgraph of G generated by X ′. Consider the projection πX′ .
This projection maps c identically to M(X ′;G′). Arguing as above, we see that
c0 ∈ C(xn−1), and so on. Finally, we get c0 ∈

⋂n
j=k+1 C(xj), that concludes the

proof. �

Theorem 4.11. Let M(X ;G) be a partially commutative metabelian Lie algebra,
where X = {x1, x2, . . . , xn}. Then

C
( m∑

j=1

αijxij
)
=

m⋂

j=1

C(xij )

for any elements xi1 , xi2 , . . . , xim and for any αi1 , αi2 , . . . , αim ∈ R\{0}.
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Proof. It is sufficient to show that C
(∑n

j=k+1 αjxj
)
, because otherwise, we can just

renumber the vertices as we did in the proof of Lemma 4.10.
The inclusion

m⋂

j=1

C(xij ) ⊆ C
( m∑

j=1

αijxij
)

is obvious. So, we are left to show that

C
( n∑

j=k+1

αjxj
)
⊆

n⋂

j=k+1

C(xj).

Let c ∈ C
(∑n

j=k+1 αjxj
)
. Represent c as a linear combination of elements in

B(X ;G). We obtain c = c0+∆c, where c0 is a homogeneous component of c having
the largest multidegree. By Lemma 4.10, c0 ∈

⋂n
j=k+1 C(xj). So, we obviously

have c0 ∈ C
(∑n

j=k+1 αjxj
)
. Consequently, ∆c = c− c0 ∈ C

(∑n
j=k+1 αjxj

)
and the

decomposition of ∆c to the sum of homogeneous components has one summand
less than the similar decomposition of c. We can apply Lemma 4.10 for ∆c and so
on. After finitely many steps we obtain each homogeneous component of c belongs
to
⋂n

j=k+1 C(xj), so does their sum. Since this sum is equal to c we are done. �

In Sec. 5, we consider partially commutative Lie algebras whose defining graphs
are trees. Let us prove the following theorem about centralizers in this case.

Theorem 4.12. Let G be a tree and let αj ∈ R\{0} for j = 1, 2 . . . ,m, where

m > 2. Then C
(∑m

j=1 αjxij

)
= 0.

Proof. Since C
(∑m

j=1 αjxij

)
⊆ C

(∑m−1
j=1 αjxij

)
, it is sufficient to show that

C(αxs + βxt) = 0, if α, β 6= 0 and s 6= t.
If either xs or xt is an endpoint, then Theorem 4.9 implies that the corresponding

centralizer is trivial and the statement holds obviously. So, we are left to consider
the case when both vertices are not endpoints.

Let c ∈ C(αxs + βxt). By the proof of Theorem 4.11, we may assume that c is a
homogeneous element of M(X ;G). By Lemma 4.10, neither xs, nor xt appears in
c. Therefore, these vertices are not in Gc.

By X̃ denote the set Xc ∪ {xs, xt}. Let G̃ be the subgraph of G generated by

X̃. It is obvious that G̃ is a forest.
Consider the graph Gc. This graph is also a forest. Moreover, all vertices

adjacent to xs are in different connected components of Gc. Indeed, let y and z be
adjacent to xs and belong to the same connected component of Gc. Then there is
a simple path (y, w1, w2, . . . , wl, z) in this graph. However, since xs is not in Gc we
obtain the cycle (xs, y, w1, w2, . . . , wl, z, xs) in G. This is a contradiction because
G is a tree. It is obvious that the assertion also holds for the vertices adjacent to
xt.

Let us show that there is at most one connected component Γ of Gc satisfying
the following property: there are vertices z, z′ ∈ Γ such that z is adjacent to xs and
z′ is adjacent to xt. Indeed, if there are at least two such components (denote two
of them as Γ1 and Γ2), then there exists a cycle going from xs to xt by vertices of
Γ1 and then, backward, from xt to xs by vertices of Γ2. Since G is a tree, we get a
contradiction.

So, Gc has at most one connected component having a vertex adjacent to xs
as well as a vertex adjacent to xt. If Γ exists, we can renumber the vertices of G
in such a way that the minimal vertex (denote it by x) is in Γ and each vertex
adjacent to either xs or xt and not belonging to Γ is the largest in its connected
component. If there is no component Γ then any vertex of Gc can be chosen as x.
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Theorem 4.11 implies that c ∈ C(xs) ∩ C(xt). By Theorem 4.9, we obtain

(22) c =
∑

{xi,xs},{xj ,xs}∈Gc

[xi, xj ].fij

and

(23) c =
∑

{xp,xt},{xq,xt}∈Gc

[xp, xq].gpq

where fij , gpq ∈ R[Xc] are such that the multidegree of each monomial in both
equations is equal to mdeg(c). If x = xj in the monomial [xi, xj ].fij of the right-
hand side of (22), then it can be written in the form

(24) [xi, xj ].fij = −[xj , x].fij .

If x 6= xi, xj , then put the smallest letter in each monomial to the third position.
After that, we can transform each such summand in the right-hand side of (22) as
follows:

[xi, xj ].fij =
∑

l

αl[xi, xj , x, y1, . . . , ym]

=
∑

l

αl([xi, x, xj , y1, . . . , ym]− [xj , x, xi, y1, . . . , ym])
(25)

Substituting (24) and (25) to (22) and combining like terms we obtain a lin-
ear combination of basis monomials such that the first letter of each of them is
adjacent to xs and does not belong to Γ (if there is the component Γ in Gc). In-
deed, if, for instance, xi and x belong to the same connected component of Gc

then [xi, x, xj , y1, . . . , ym] = 0. It means that this summand is not in the basis
of M(X ;G) and we can exclude it from the obtained linear combination. Let us
rewrite each summand in the right-hand side of (23) in a similar way. We obtain a
linear combination of basis elements, each of which begins with a letter adjacent to
xt and not belonging to Γ. Since no vertices outside Γ can be adjacent to both xs
and xt the obtained linear combinations have no equal monomials. Since the set
of monomials in (22) and (23) is linearly independent, all coefficients by the basis
elements in these linear combinations are equal to zero. Therefore, c = 0 and the
proof is complete. �

5. Universal equivalence

In this section, M(X ;T ) denotes a partially commutative metabelian Lie ring
(i.e. a partially commutative metabelian Lie algebra over the ring of integers Z)
whose defining graph is a tree.

As above, let X = {x1, x2, . . . xn}. Denote by x the smallest vertex in X (namely
the vertex x1).

We need some auxiliary technical results to prove the main theorem.

Lemma 5.1. Let T1 = 〈X,E1〉 and T2 = 〈Y,E2〉 be trees. If the algebras M(X ;T1)
and M(Y ;T2) are universally equivalent and at least two vertices of T1 are not
endpoints, then at least two vertices of T2 are not endpoints either.

Proof. First of all, let us show that if at least two vertices of T1 are not endpoints
then at least two of them are adjacent. Suppose that xi and xj are not endpoints. If
xi and xj are not adjacent in T1 then there exists a simple path (xi, xi1 , . . . , xik , xj)
connecting these vertices. We are left to notice that all inner vertices of this path
are not endpoints because the degree of each endpoint is 1 while the degree of any
inner vertex is at least 2.



18 E.N.POROSHENKO, E. I. TIMOSHENKO

s s s s

z1 z2 z3 z4

Figure 1. Subgraph generated by z1, z2, z3, z4

Therefore, we can choose different vertices z1, z2, z3, z4 in X in such a way that

the subgraph T̃ of T1 generated by these vertices seems as on Figure 1.

Since T̃ has no cycles the following formula holds in M(X̃; T̃ ) and therefore, in
M(X ;T1):

∃v1v2v3v4([v1, v2] = [v2, v3] = [v3, v4] = 0

∧ [v1, v3] 6= 0 ∧ [v1, v4] 6= 0 ∧ [v2, v4] 6= 0).
(26)

We can put vi to be equal to zi.
Suppose that T2 has at most one vertex which is not an endpoint. If all vertices

of T2 are endpoints then Y contains one or two vertices. In this case M(Y ;T2) is
an abelian Lie algebra. Consequently, formula (26) does not hold in this algebra.

So, without loss of generality we may assume that yn2
is not an endpoint. Then

this vertex is adjacent to all other vertices and there are no other edges. So,

(27) M(Y ;T2) =M(Y ′)⊕ L(yn2
),

where Y ′ = Y \{yn2
} and [u, v] = 0 for any u ∈ M(Y ′) and any v ∈ L(yn2

). It
means that M(Y ;T2) is a direct sum of a free metabelian Lie algebra and the
one-dimensional abelian Lie algebra and Lie product of any elements from different
direct summands is equal to zero.

Suppose that u1, u2, u3 ∈M(Y ′). Let us show that if [u1, u2] = [u2, u3] = 0 then
[u1, u3] = 0.

If u2 6∈ M ′(Y ′) then Theorem 2.2 implies that there exist α, β, γ, δ ∈ Z\{0},
such that αu1 = βu2, γu2 = δu3. Consequently, αγu1 = βγu2 = βδu3, where
αγ, βδ 6= 0. It means that u1 and u3 are linearly dependent. Therefore, [u1, u3] = 0
by Theorem 2.2.

Again by Theorem 2.2, it follows that if u2 ∈ M ′(Y ′) then u1, u3 ∈ M ′(Y ′).
Therefore, [u1, u3] = 0.

Since M(X ;T1) and M(Y ;T2) are universally equivalent, formula (26) holds in
M(Y ;T2). By (27), each element vi can be represented in the form vi = ui+αiyn2

,
where ui ∈ M(Y ′). Since the multiples of yn2

are in the center of M(Y, T2), we
obtain [vi, vj ] = [ui, uj ].

Consequently, if [v1, v2] = [v2, v3] = 0 then [u1, u2] = [u2, u3] = 0 and we have
[u1, u3] = 0. Therefore, [v1, v3] = 0 and we have a contradiction to (26). Thus, at
least two vertices of T2 are not endpoints vertices. �

Lemma 5.2. Let T be a tree and let X be the set of its vertices at least m of which
are not endpoints. Then the following formula holds in M(X ;T ):

Φ(T ) =∃z1 . . . zmu1 . . . umv1 . . . vm

(
m∧

i=1

[ui, vi] 6= 0 ∧

m∧

i=1

[ui, vi, zi] = 0∧

∧

i6=j

[ui, vi, zj ] 6= 0 ∧
∧

{xi,xj}∈T

[zi, zj] = 0 ∧
∧

{xi,xj}6∈T

[zi, zj ] 6= 0


 .

(28)

Proof. Without loss of generality we may assume that x1, . . . , xm are not endpoints.
These vertices can be chosen for z1, . . . zm respectively. For each i = 1, 2, . . . ,m,
let us take two different vertices adjacent to xi as ui and vi. We have [ui, vi] 6= 0.
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Figure 2. Graph T

Indeed, if ui is adjacent to vi then (ui, vi, zi, ui) is a cycle in T and we obtain a
contradiction. Next, [ui, vi, zi] = [ui, zi, vi] + [ui, [vi, zi]] = 0 since zi is adjacent to
both ui and vi. On the other hand, if i 6= j then [ui, vi, zj] 6= 0. Indeed, otherwise
Lemma 3.2 implies that ui and vi are in the same connected component of the
subgraph of T generated by the set {ui, vi, zj}. Consequently, either ui is adjacent
to vi or the vertex zj is adjacent to both ui and vi. The former case contradicts
to the inequality [ui, vi] 6= 0. In the latter case, we have (ui, zi, vi, zj, ui) is a cycle.
Since T is a tree we again have a contradiction. Finally, it is obvious that [zi, zj] = 0
for {xi, xj} ∈ T and [zi, zj ] 6= 0 for {xi, xj} 6∈ T . �

Suppose that T has a vertex adjacent to at least two endpoints. Without loss of
generality we can assume that x is such vertex, moreover, the vertices xn−2, xn−1, xn
are adjacent to x, and, xn−1, xn are endpoints (see Figure 2).

Denote by X ′ the set X\{xn}. Let, TX′ be the subtree of T generated by X ′.
For any λ, p ∈ Z we define the map ϕλ,p : X →M(X ′;TX′) as follows:

ϕλ,p(xi) =

{
xi, if i 6= n,

λpxn−1 + λxn−2, if i = n.

It is easy to see that this map can be extended up to a homomorphism fromM(X ;T )
to M(X ′;TX′) uniquely. We denote this homomorphism by ϕλ,p as well. Let Z

+

denote the set of all positive integers.

Lemma 5.3. Let v ∈ M(X ;T )\M ′(X ;T ) and p any positive integer; then there
exists λ0 ∈ Z

+ such that ϕλ,p(v) 6= 0 for any λ > λ0.

Proof. Let v = v0 + v1, where v0 =
∑n

i=1 αixi and v1 ∈ M ′(X ;T ). Since v ∈
M(X ;T )\M ′(X ;T ), we have v0 6= 0. If αn = 0, then ϕλ,p(v) = v0+ϕλ,p(v1). Since
ϕλ,p(v1) ∈ M ′(X ;T ) one can see that v0 and ϕλ,p(v1) are linearly independent.
Thus, ϕλ,p(v) 6= 0 for any λ and we can put, for example, λ0 = 1.

If αn 6= 0, then

ϕλ,p(v) =

n−3∑

i=1

αixi + (αn−2 + λαn)xn−2 + (αn−1 + λpαn)xn−1 + ϕλ,p(v1).

Since Z is an integral domain and the polynomial αn−2+λαn does not depend on
p there exists λ0 satisfying the conditions of the lemma. So, (αn−2+λαn)xn−2 6= 0.
Since all generators are linearly independent, this summand cannot cancel with
any summand of the length 1. Therefore, ϕλ,p(v0) 6= 0. It means that ϕλ,p(v0) 6∈
M ′(X ;T ). Since ϕλ,p(v1) ∈M ′(X ;T ), we obtain ϕλ,p(v) = ϕλ,p(v0)+ϕλ,p(v1) 6= 0
for any λ > λ0. �

Let G be an arbitrary graph and let u, v ∈ B(X ;G). We write u ≈ v if the
following conditions hold:

(1) the first letters of u and v are same or the first letter of one monomial is
xn while the first letter of the other monomial is xn−1;
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(2) mdegi(u) = mdegi(v) for i = 1, 2, . . . , n− 2;
(3) mdegn−1(u) + mdegn(u) = mdegn−1(v) + mdegn(v).

This relation is obviously an equivalence.
For an arbitrary multidegree δ let be δ(k) the vector whose coordinates are

the first k coordinates of δ. Denote by w(xi, δ(n − 3), δn−2, δn−1, δn) the basis
monomial of M(X ;T ) of multidegree δ = (δ1, . . . , δn) and with the first letter
xi. Analogously, denote by w′(xi, γ(n − 3), γn−2, γn−1) the basis monomial v′ of
M(X ′;T ′) of multidegree γ = (γ1, . . . .γn−1) and with the first letter xi.

The following statement holds:

Lemma 5.4. Let u, v ∈ B(X ;G), where G is an arbitrary graph. Then for any
λ, p ∈ Z\{0} the largest monomials of ϕλ,p(u) and ϕλ,p(v) are linearly dependent
if and only if u ≈ v. Moreover, if u 6≈ v and u ≻ v then the largest monomial of
ϕλ,p(u) is greater than the largest monomial of ϕλ,p(v) in the sense of the standard
order.

Proof. For an arbitrary monomial s = w(xd, δ(n − 3), δn−2, δn−1, δn), if xd 6= xn
then

ϕλ,p(s) = λδn
δn∑

i=0

pi
(
δn
i

)
w′(xd, δ(n− 3), δn−2 + δn − i, δn−1 + i).

Consequently,

(29) ϕλ,p(s) = λδnpδnw′(xd, δ(n− 3), δn−2, δn−1 + δn).

If xd = xn then

ϕλ,p(s) = λδn
δn−1∑

i=0

pi+1

(
δn − 1

i

)
w′(xn−1, δ(n− 3), δn−2 + δn − i− 1, δn−1 + i+ 1)

+ λδn
δn−1∑

i=0

pi
(
δn − 1

i

)
w′(xn−2, δ(n− 3), δn−2 + δn − i, δn−1 + i).

Therefore,

(30) ϕλ,p(s) = λδnpδnw′(xn−1, δ(n− 3), δn−2, δn−1 + δn).

Note that the following equations hold:

(31) mdegi(ϕλ,p(s)) = xdegi+1(s), for i = 1, 2, . . . n− 1;

Let u, v ∈ B(X ;G) such that u ≈ v. By the definition of “≈”, the first letters
of u and v are same or one of them is xn while the other is xn−1. Moreover,

(31) implies that mdeg(ϕλ,p(u)) = mdeg(ϕλ,p(v)). This means that the largest
monomials of ϕλ,p(u) and ϕλ,p(v) are multiples of the same element in B(X ′;G′).

Conversely, if the largest monomials of u and v are multiples of the same element
in B(X ′;G′) then u ≈ v by (29), (30), and (31).

Next, let u 6≈ v and u ≻ v. There are three cases possible:

1. Let xdegi(u) = xdegi(v) for i = k + 1, . . . , n and xdegk(u) > xdegk(v) for some

k 6= 1. Then we obviously have ϕλ,p(u) > ϕλ,p(v).

2. Suppose that xdeg1(u) > xdeg1(v). Since u 6≈ v, the first letter of u is greater
than the first letter of v. Moreover, either the first letter of u is not equal to xn or the
first letter of v is not equal to xn−1. Consequently, we also obtain ϕλ,p(u) > ϕλ,p(v).

3. Finally, let xdeg(u) = xdeg(v). As in case 2, the first letter of u is greater than
the first letter of v and either the first letter of u is not equal xn or the first letter
of v is not equal to xn−1. So, in this case, the statement also holds. �
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Lemma 5.5. For any v ∈ M ′(X ;T )\{0} there exist positive integers λ0 and p0
such that p0 = p0(v), λ0 = λ0(v, p0), and ϕλ,p(v) 6= 0 for any λ > λ0 and p > p0.

Proof. Consider a non-zero element v in M ′(X ;T ). Let

v = αa,j,kw(xa, δ(n− 3), i, j, k)

be the largest summand (in the sense of the order “�”) of v. Note that αa,j,k 6= 0.
There is the decomposition

(32) v =
∑

s

vs,

where each polynomial vs is a linear combination of basis elements equivalent to
each other (in the sense of “≈”). Denote by v the summand in (32), containing the
monomial v. There are several cases possible.

1. If xn does not appear in v, then the statement obviously holds. Indeed, ϕλ,p

acts identically on each such word for any λ and p and one can put λ0 = p0 = 1.

Remind that x is a vertex adjacent to xn, xn−1, and xn−2. Moreover, we can order
the vertices in such a way that x is the smallest vertex of T .
2. Let xn and x appear in v. In this case, these vertices are in the same connected
component of Tv. If xn−1 or xn−2 appears in v then the corresponding vertex is in
the same connected component as x. So, xa 6= xn−2, xn−1, xn in v. There is the
following representation:

v =

k∑

k′=0

αa,i,k′w(xa, δ(n− 3), i, j + k − k′, k′).

We obtain

ϕλ,p(v) = ϕλ,p

(
k∑

k′=0

αa,i,k′w(xa, δ(n− 3), i, j + k − k′, k′)

)

=

(
k∑

k′=0

αa,i,k′λk
′

pk
′

)
w′(xa, δ(n− 3), i, j + k) + h,

where h is a linear combination of monomials less than w′(xa, δ(n − 3), i, j + k).
Consequently, the coefficient by the largest monomial of ϕλ,p(v) is equal to

k∑

k′=0

αa,i,k′λk
′

pk
′

.

This polynomial in two variables is non-zero, as αa,i,k 6= 0. Substituting any pos-
itive integer instead of p we obtain a non-zero polynomial in one variable. So, we
can set λ0(p) to be any integer greater than the greatest root of this polynomial.
Then for any λ > λ0 the value of the obtained polynomial is not equal to zero.
Consequently, we can choose any positive integer as p0. For instance, we can put
p0 = 1. Therefore, in this case ϕλ,p(v) 6= 0. Hence, ϕλ,p(v) 6= 0.

3. Suppose that xn is a letter of v and x does not appear in v. Then those letters
out of xn−2, xn−1, xn that appear in v belong to the different connected compo-
nents. If v = αa,i,kw(xa, δ(n− 3), i, j, k), where xa 6= xn−1, xn, then the first vertex
belongs to a connected component not containing xn−1 and xn. Therefore, the
proof is analogous to one in case 2.
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4. Let the first letter of v be xn−1 or xn and let the smallest letter of this monomial
be not equal to xn−1. In this case, we have

v =
k∑

k′=0

αn,i,k′w(xn, δ(n− 3), i, j + k − k′, k′)

+

k∑

k′′=0

αn−1,i,k′′w(xn−1, δ(n− 3), i, j + k − k′′, k′′),

where at least one of the numbers αn,i,k and αn−1,i,k is not equal to zero. Then

ϕλ,p(v) = ϕλ,p

(
k∑

k′=0

αn,i,k′w(xn, δ(n− 3), i, j + k − k′, k′)

)

+ ϕλ,p

(
k∑

k′′=0

αn−1,i,k′′w(xn−1, δ(n− 3), i, j + k − k′′, k′′)

)

=

(
k∑

k′=0

αn,i,k′λk
′

pk
′

)
w′(xn−1, δ(n− 3), i, j + k)

+

(
k∑

l′=1

αn,i,l′λ
l′pl

′−1(l′ − 1)

)
w′(xn−1, δ(n− 3), i+ 1, j + k − 1)

+

(
k∑

k′′=0

αn−1,i,k′′λk
′′

pk
′′

)
w′(xn−1, δ(n− 3), i, j + k)

+

(
k∑

l′′=1

αn−1,i,l′′λ
l′′pl

′′−1l′′

)
w′(xn−1, δ(n− 3), i+ 1, j + k − 1)

+ h

=

(
k∑

k′=0

(αn,i,k′ + αn−1,i,k′ )λk
′

pk
′

)
w′(xn−1, δ(n− 3), i, j + k)

+

(
k∑

l′=1

λl
′

pl
′−1(αn,i,l′ (l

′ − 1) + αn−1,i,l′ l
′)

)
w′(xn−1, δ(n− 3), i+ 1, j + k − 1)

+ h,

(33)

where h is the monomial consisting of smaller summands.
So, we obtain the formula for the coefficient by the largest monomial of ϕλ,p(v):

(34)

k∑

k′=0

λk
′

pk
′

(αn,j,k′ + αn−1,j,k′).

Consequently, if αn,j,k′ + αn−1,j,k′ 6= 0 for at least one value of k′ then we can put
p0 to be equal any positive number. For example, let p0 = 1. Then, substituting
an arbitrary p > p0 in (34), we obtain a polynomial in the variable λ. Therefore,
we can set λ0 to be a number greater than the largest root of this polynomial and
for any λ > λ0 we obtain ϕλ,p(v) 6= 0. Thus, ϕλ,p(v) 6= 0.

5. Consider the case αn,j,k′ = −αn−1,j,k′ for all k′ = 0, 1, . . . , k − 1. By (33), we
obtain

(35) ϕλ,p(v) = −

(
k∑

k′=1

λk
′

pk
′−1αn,i,k′

)
w′(xn−1, δ(n− 3), i+ 1, j + k − 1) + h.
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It is easy to see that except the way indicated in (35), there is the only way to
obtain w′(xn−1, δ(n− 3), i+1, j+ k− 1). Namely, it can be obtained as the largest
summand of ϕλ,p(v̌), where

v̌ =

j+k−1∑

k′=0

αn,i+1,k′w(xn, δ(n− 3), i+ 1, j + k − k′ − 1, k′)

+

j+k−1∑

k′′=0

αn−1,i+1,k′′w(xn−1, δ(n− 3), i+ 1, j + k − k′′ − 1, k′′).

In this case,

ϕλ,p(v̌) = ϕλ,p

(
j+k−1∑

k′=0

αn,i+1,k′w(xn, δ(n− 3), i+ 1, j + k − k′ − 1, k′)

)

+ ϕλ,p

(
j+k−1∑

k′′=0

αn−1,i+1,k′′w(xn−1, δ(n− 3), i+ 1, j + k − k′′ − 1, k′′)

)

=

(
j+k−1∑

k′=0

(αn,i+1,k′ + αn−1,i+1,k′ )λk
′

pk
′

)
w′(xn−1, δ(n− 3), i+ 1, j + k − 1)

+ h′

(36)

By (35) and (36), one can find the coefficient by w′(xn−1, δ(n−3), i+1, j+k−1) in
ϕλ,p as a polynomial in λ and p. Let us consider the monomials of this polynomial
containing λk. Notice that since αn−1,j,k 6= 0, j > 1. Therefore, k + j − 1 > k and
we obtain

−λkpk−1αn,i,k + λkpk(αn,i+1,k + αn−1,i+1,k)

= λkpk−1(−αn,i,k + p(αn,i+1,k + αn−1,i+1,k)).
(37)

There is a linear polynomial in p in the right-hand side of (37). Consequently,
one can choose p0 in such a way that the expression in parentheses is not equal
to 0 for p > p0. To achieve this it is sufficient to put p larger than the root of
this polynomial. The only exception is the case αn,i,k = αn,i+1,k + αn−1,i+1,k =
0, but the case αn,i,k = 0 is impossible because at least one of the coefficients
αn,i,k, αn−1,i,k in g is not equal to zero. But in this case αn,i,k = −αn−1,i,k.

So, choose an arbitrary p > p0. Then substituting this value in (37) we
obtain a monomial with non-zero coefficient. Consequently, the coefficient by
w′(xn−1, δ(n−3), i+1, j+k−1) is a non-zero polynomial in λ for any p > p0. This
means that one can choose λ0 in such a way that for any λ > λ0 this coefficient is
not equal to 0. Therefore, in this case we also obtain ϕλ,p(v) 6= 0.

6. Let xn−1 be the smallest letter of v. We have Xv = {xn−1, xn}. If an el-
ement of B(X ;T ) contains the letters xn−1 and xn only then it is of the form

[xnxn−1].x
j−1
n−1x

k−1
n . So, for each multidegree of the form δ = (0, . . . , 0, δn−1, δn)

with non-zero coordinates δn−1 and δn there is a unique monomial in B(X ;T )
having this multidegree.

Consider the element [v, xn−2]. If u1 ≺ u2 for monomials u1, u2 ∈ B(X ;T ) then,
obviously, [u1, xn−2] ≺ [u2, xn−2]. So, the greatest summand of [v, xn−2] (in the
sense of the order “≺”) is [v, xn−2].
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Figure 3. Graphs T ′ and T ∗.

Let v = αn,j,k[xn, xn−1].x
j−1
n−1x

k−1
n . Note, that αn,j,k 6= 0. Then

[v, xn−2] = αnjk[xn, xn−1].x
j−1
n−1x

k−1
n xn−2

= αnjk[xn, xn−2].x
j
n−1x

k−1
n − αnjk[xn−1, xn−2].x

j−1
n−1x

k
n

(38)

Let us remind that if u ∈ M(X ;T ) is a homogeneous polynomial and f ∈ Z[X ]
is a commutative associative monomial, then the inequality u.f 6= 0 implies
mdeg(u.f) = mdeg(u) + mdeg(f). Consequently, [v, xn−2] has no summands of
the multidegree δ = (0, . . . , 0, 1, j, k) but ones in the right-hand side of (38). Since
the right-hand side of (38) is a non-trivial linear combination of different basis el-
ements, we have [v, xn−2] 6= 0. Therefore, [v, xn−2] 6= 0. By cases 4 and 5 there
exist λ0 and p0 such that 0 6= ϕλ,p([v, xn−2]) = [ϕλ,p(v), xn−2] for any λ > λ0 and
p > p0. Moreover, p0 does not depend on λ0. Thus, ϕλ,p(v) 6= 0 and the proof is
complete. �

Let T be a tree with the set of vertices X . We say that an endpoint z of T is
unnecessary if the vertex adjacent to z has degree not less than 3.

Let X∗ denote the set of all vertices which are not endpoints of T and let T ∗ be
a subgraph of T generated by X∗.

Now, we describe the procedure such that for any tree T it gives a tree T ′ with
no unnecessary vertices. If there are unnecessary vertices in T then we delete one of
them as well as the edge incident to it. If the obtained graph still has unnecessary
vertices we repeat the step described in the last sentence. Let us continue this
procedure until the resulting graph has no unnecessary vertices. Denote by T ′ the
obtained tree and by X ′ the set of its vertices (Figure 3 gives an example).
It is easy to see that the obtained graphs are isomorphic no matter what vertices
are deleted.

Lemma 5.6. Let L1 and L2 be two Lie algebras and let ϕλ,p : L1 → L2 be the set
of homomorphisms with integer parameters λ and p. Suppose that for any g ∈ L1

there are integers p0 and λ0 = λ0(p0) such that ϕλ,p(g) 6= 0 whenever p > p0 and
λ > λ0. Then for any finite set G = {g1, . . . , gm} of elements in L1 there exist
integers λ and p such that the restriction of ϕλ,p on G (with partial Lie algebra
operations) is an inclusion.
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Proof. Let us extend G = {g1, . . . , gm} adding the elements gi − gj , gi + gj − gk,

[gi, gj ]− gk for all i, j, k = 1, 2 . . . ,m. Denote by G the obtained set. It is sufficient
to show that there exist λ and p such that the kernel of ϕλ,p : L1 → L2 is disjoint

with G. Indeed, if it is the case then the images of the elements in G are distinct.
Moreover, if gi 6= gj + gk or gi 6= [gj , gk] then the images of gi and gj + gk (images
of gi and [gj, gk] respectively) are not equal either.

By Lemmas 5.3 and 5.5, for each g ∈ G one can choose p0(g) and λ0(g, p) such
that ϕλ,p(g) 6= 0 for any p > p0(g) and λ > λ0(g, p). First, let us choose p0(g) for

each g ∈ G. Denote by p0 the maximal value out of p0(g). For this p0, we find
λ0(g, p0) for each g. Let λ0 be the maximal among them. Then, for any λ > λ0,
p > p0, and g ∈ G we obtain ϕλ,p(g) 6= 0. The proof is complete. �

Lemma 5.7. T ∗
1 ≃ T ∗

2 if and only if T ′
1 ≃ T ′

2.

Proof. Note that if T is a tree then so is T ∗. The graph T ′ is obtained from the
graph T ∗ as follows: for each endpoint x of the graph T ∗, we should add a new
vertex y and the edge {x, y}. Indeed, all vertices of T ∗ are not endpoints in T .
It means that their degrees in T ′ are at least 2. If an edge of T ′ is not contained
in T ∗ then it cannot connect two vertices of X∗, otherwise, there is a cycle in T ′.
Moreover, different endpoints of T ′ are adjacent to different vertices, because each
vertex of X∗ cannot be adjacent to more than one endpoint in T ′. We are left to
notice that if x is not an endpoint in T ∗ then its degree in T ∗ is at least 2. It means
that if T has an endpoint adjacent to x, then there are no these vertices in T ′. Let
T ∗
1 ≃ T ∗

2 . Since T
′ can be obtained from T ∗ uniquely, we have T ′

1 ≃ T ′
2.

The inverse statement is obvious, i.e. if T ′
1 ≃ T ′

2 then T ∗
1 ≃ T ∗

2 . �

Theorem 5.8. Let T1 and T2 be trees with the sets of vertices X = {x1, x2, . . . xn1
}

and Y = {y1, y2, . . . , yn2
}, respectively, n1, n2 > 2. The algebras M(X ;T1) and

M(Y ;T2) are universally equivalent if and only if the trees T ∗
1 and T ∗

2 are isomor-
phic.

Proof. Let the algebras M(X ;T1) and M(Y ;T2) be universally equivalent. We
prove that T ∗

1 and T ∗
2 are isomorphic.

If all vertices of T1 are endpoints then n1 = 2. Consequently, M(X ;T1) is the
free two-generated abelian Lie algebra. So, the formula

(39) ∃v1v2([v1, v2] 6= 0)

does not hold in M(X ;T1). Therefore, this formula does not hold in M(Y ;T2)
either. But if n2 > 3 then T2 is not a complete graph (because T2 is a tree).
Consequently, [yi1 , yi2 ] 6= 0 for some vertices yi1 , yi2 ∈ Y . So, formula (39) holds.
We get a contradiction. Therefore, n2 = 2 but all trees with two vertices are
isomorphic. It means that T1 ≃ T2, therefore, T

∗
1 ≃ T ∗

2 and we are done. Note
that, in this case, T ∗

1 and T ∗
2 are empty graphs.

Let T1 and T2 have by one vertex which is not an endpoint. Then |X∗| = |Y ∗| = 1
and the graphs T ∗

1 and T ∗
2 are isomorphic.

Lemma 5.1 implies that if m > 2 vertices of T1 are not endpoints then at least
two vertices of T2 are not endpoints.

By Lemma 5.2, the formula Φ(T1) constructed by T1 (see (28)) holds in
M(X ;T1). Since M(X ;T1) and M(Y ;T2) are universally equivalent, Φ(T1) also
holds in M(Y ;T2). Elements zi can be written as zi = di + ci, where di =∑n

j=1 αi,jyj for some αi,j ∈ Z and ci ∈ M ′(Y ;T2). Since [ui, vi] ∈ M ′(Y ;T2),

we obtain [ui, vi, zi] = [ui, vi, di+ ci] = [ui, vi, di]. Therefore, [ui, vi] ∈ C(di). But if
the sum di =

∑n
j=1 αijyj has at least two non-zero summands, then C(di) = 0. On

the other hand, if di = 0 (i.e. zi ∈ M ′(Y ;T2)), then [us, vs, zi] = 0 for each s 6= i.
Therefore, zi = βiyki

+ ci, where βi 6= 0.
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Let us prove some conditions of the elements zi in M(Y ;T2).

1. If i 6= j, then yki
6= ykj

.
Indeed, if the equality yki

= ykj
holds for some i and j, then we obtain

0 = [ui, vi, zi] = [ui, vi, βiyki
+ ci] = βi[ui, vi, yki

]. So, [ui, vi, yki
] = 0. On the other

hand, using the same arguments for [ui, vi, zj] gives 0 6= [ui, vi, ykj
] = [ui, vi, yki

].
We get a contradiction.

2. The vertices yk1
, yk2

. . . , ykm
are not endpoints.

Let yki
be an endpoint. We have 0 = [ui, vi, zi] = [ui, vi, βiyki

+ ci] =
βi[ui, vi, yki

]. Consequently, [ui, vi] ∈ C(yki
). So, by Theorem 4.9 [ui, vi] = 0.

It is a contradiction.

3. If xi and xj are adjacent in T1, then yki
and ykj

are adjacent in T2.
If there is the edge {xi, xj} in T1, then [zi, zj ] = 0. Therefore, we have in

M(Y ;T2):

0 = [βiyki
+ ci, βjykj

+ cj ]

= βiβj [yki
, ykj

] + βi[yki
, cj ] + βj [ci, ykj

]
(40)

Since the lengthes of all summands in representations of [yki
, cj] and βj [ci, ykj

] as
linear combinations of basis elements are greater than 2, [yki

, ykj
] = 0. This means

that yki
and ykj

are adjacent in T2.
Consider the map ϕ : T ∗

1 → T ∗
2 defined as follows: ϕ(xi) = yki

. By the properties
proved above ϕ is an injective homomorphism. Interchanging T1 and T2 and using
the same arguments, we obtain there exists an injective homomorphism ψ : T ∗

2 →
T ∗
1 . So, in particular |X∗| = |Y ∗|. Therefore, ϕ is an isomorphism of the trees T ∗

1

and T ∗
2 .

Conversely, suppose that T ∗
1 ≃ T ∗

2 . Let us show that M(X ;T1) and M(Y ;T2)
are universally equivalent.

Suppose that T̃ is the tree obtained from T by deleting the unnecessary vertex

xn and that X̃ = X\{xn}. Let us show that the universal theories ofM(X ;T ) and

M(X̃; T̃ ) coinside. By Theorem 2.11, we are left to prove that any finite submodel

of M(X ;T ) has an isomorphic submodel in M(X̃; T̃ ) and vice versa.

In one direction the statement is obviously true because M(X̃; T̃ ) is a subalge-

bra of M(X ;T ). Therefore, any finite submodel {g1, . . . , gm} of M(X̃; T̃ ) can be
considered as a finite submodel of M(X ;T ). In the other direction, the statement
holds by Lemma 5.6.

So, the universal theories of M(X ;T ) and M(X̃; T̃ ) coinside.
Consider the trees T1 and T2. Deleting unnecessary vertices of these graphs one

by one, we obtain the graphs T ′
1 and T ′

2. As we just proved, the algebrasM(X ′;T ′
1)

and M(X ;T1) are universally equivalent. Analogously, the algebras M(Y ′;T ′
2) and

M(Y ;T2) are also universally equivalent. Since T ∗
1 ≃ T ∗

2 we have T ′
1 ≃ T ′

2 as
was shown above. Therefore, the universal theories of M(X ′;T ′

1) and M(Y ′;T ′
2)

coincide. Consequently, the algebrasM(X ;T1) andM(Y ;T2) are universally equiv-
alent. �

Let us note that partially commutative metabelian groups and their theories
were studied in [4, 7, 5]. In [7], the criterium of universal equivalence for partially
commutative metabelian groups whose defining graphs are trees was obtained. The
obtained there necessary and sufficient conditions for universal equivalence of groups
are same as the conditions of Theorem 5.8.
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