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## 0 Introduction

In this paper we study the regularity of solutions of the following free boundary problem

$$
\begin{cases}\Delta \sigma=\tau_{1} \sigma+\beta & \text { in } \Omega(t), t>0,  \tag{1}\\ \Delta \beta=\tau_{2} \beta & \text { in } \Omega(t), t>0, \\ \Delta p=-\eta(\sigma-\tilde{\sigma}-\iota \beta) & \text { in } \Omega(t), t>0, \\ \sigma=\bar{\sigma}, \beta=\bar{\beta} & \text { on } \Gamma(t), t>0, \\ p=\gamma \kappa & \text { on } \Gamma(t), t>0, \\ V=-\partial_{\hat{\nu}} p & \text { on } \Gamma(t), t>0, \\ \Gamma(0)=\Gamma_{0} & \text { for } t=0 .\end{cases}
$$

[^0]Here $\sigma=\sigma(t, x), \beta=\beta(t, x)$ and $p=p(t, x)$ are unknown functions defined on the time－space manifold $\cup_{t \geq 0}(\{t\} \times \Omega(t))$ ，where $\Omega(t)$ is an a priori unknown time－dependent domain in $\mathbb{R}^{n}$ whose boundary，which we denote by $\Gamma(t)$ ，is free and has to be determined together with $\sigma, \beta$ and $p$ ．The given initial data $\Gamma_{0}$ is a smooth closed hypersurface in $\mathbb{R}^{n}$ and encloses a bounded domain $\Omega_{0}$ such that $\Omega(0)=\Omega_{0}$ ．In this model，$\Delta$ represents the Laplacian in the $x$－variable， $V, \kappa$ and $\hat{\nu}$ denote the normal velocity，the mean curvature and the outward unit normal field， respectively，of the free boundary $\Gamma(t)$ ，and $\tau_{1}, \tau_{2}, \eta, \iota, \tilde{\sigma}, \bar{\sigma}, \bar{\beta}$ and $\gamma$ are positive constants．The $\operatorname{sign}$ of $\kappa$ is fixed on by the convention that $\kappa \geq 0$ at points where $\Gamma(t)$ is convex with respect to $\Omega(t)$ ．

This problem is a classical mathematical model describing the growth of solid tumors cultivated in laboratory $[1,2,3]$ ．In this model $\Omega(t)$ stands for the domain occupied by the tumor at time $t, \sigma$ represents the nutrient concentration，$\beta$ represents the inhibitor concentration，$p$ denotes the internal pressure．The tumor region is regarded as a porous medium，so that Darcy＇s law and the law of conservation of mass yield the third equation in（1）．The conditions $\sigma=\bar{\sigma}, \beta=\bar{\beta}$ on $\Gamma(t)$ mean that the tumor receives constant nutrient and inhibitor supply from the tumor surface，and the relation $p=\gamma \kappa$ reflects the cell－to－cell adhesiveness of the tumor． Finally，the equation $V=-\partial_{\hat{\nu}} p$ follows from the Stefan condition on $\Gamma(t)$ ．

The problem（1）has been well studied in the past a few years．More precisely，Cui and Escher considered the inhibitor－free case（i．e．$\beta=0$ ）of this problem with general nonlinear terms，and studied existence of non－radial stationary solutions［4］and the stability of radial stationary solutions under small non－radial perturbation［5］．Then the work［6］extended the analysis given in［5］to the inhibitor－present case（i．e．$\beta \neq 0$ ）．If the stationary diffusion equations $\Delta \sigma=\tau_{1} \sigma+\beta$ and $\Delta \beta=\tau_{2} \beta$ in（1）are replaced by their non－stationary versions，the resulting problem and its certain forms are also studied，cf．$[7,8,9,10,11,12,13,14]$ ．

In this paper our interest is to investigate the regularity of solutions of（1）．We shall show that the free boundary is real analytic in time and space variables，even if the given initial data admit less regularity．This result is far from evident，by the fact that the system（1）is a nonlinear problem involving non－local terms．Our analysis relies on the employment of the functional analytic method and the theory of maximal regularity $[15,16,17,18]$ ，and some techniques developed in $[19,20]$ ．

To give a precise statement of our main result，we first introduce some notations．Given $m \in \mathbb{N}, \alpha \in(0,1)$ and a bounded domain $\Omega$ in $\mathbb{R}^{n}$ ，we denote by $h^{m+\alpha}(\bar{\Omega})$ the so－called little Hölder space on $\Omega$ of index $m+\alpha$ ，i．e．，the closure of $C^{\infty}(\bar{\Omega})$ in the usual Hölder space $C^{m+\alpha}(\bar{\Omega})$ ． Hereafter we shall fix $\alpha \in(0,1)$ ．We use the notation $C^{\omega}$ to denote real analytic dependence． Assume that $\Gamma_{0}$ is a compact hypersurface in $\mathbb{R}^{3}$ of class $h^{3+\alpha}$ ．Let $\Gamma_{*}$ be a compact embedded analytic hypersurface in $\mathbb{R}^{3}$ near $\Gamma_{0}$ ，such that $\Gamma_{0}$ is a $h^{3+\alpha}$－perturbation of $\Gamma_{*}$ in the following sense：There exists a $h^{3+\alpha}$－function $\rho_{0}$ defined on $\Gamma_{*}$ ，with a sufficiently small $C^{1}$－norm，such
that $\Gamma_{0}$ is the image of the mapping $x \mapsto x+\rho_{0}(x) \mathbf{n}(x), x \in \Gamma_{*}$ ，where $\mathbf{n}$ denotes the outward unit normal field on $\Gamma_{*}$ ．Let $\Omega_{0}$ and $\Omega_{*}$ be the bounded domain enclosed by $\Gamma_{0}$ and $\Gamma_{*}$ ， respectively．$\Omega_{*}$ will be used as the reference domain．In this paper，we identify a function $u:[0, T] \rightarrow C\left(\Gamma_{*}\right)$ with the corresponding function on $\Gamma_{*} \times[0, T]$ defined by $u(t, x)=u(t)(x)$ for $t \in[0, T]$ and $x \in \Gamma_{*}$ ．Similarly we identify a function $v:[0, T] \rightarrow C\left(\bar{\Omega}_{*}\right)$ with the corresponding function on $\bar{\Omega}_{*} \times[0, T]$ defined by $v(t, x)=v(t)(x)$ for $t \in[0, T]$ and $x \in \bar{\Omega}_{*} .(\sigma, \beta, p, \Gamma)$ is called a solution of（1）（strict solution，in the sense of Lunardi［18］）if it satisfies：
（i）There exist $T>0$ and $\rho \in C\left([0, T), h^{3+\alpha}\left(\Gamma_{*}\right)\right) \cap C^{1}\left([0, T), h^{\alpha}\left(\Gamma_{*}\right)\right)$ such that the boundary $\Gamma(t)$ of $\Omega(t)$ is the image of the mapping $x \mapsto x+\rho(t, x) \nu(x), x \in \Gamma_{*}$ for each $t \in[0, T)$ ．
（ii）There exists $\Theta \in C\left([0, T], h^{3+\alpha}\left(\Omega_{*}, \mathbb{R}^{n}\right)\right) \cap C^{1}\left([0, T), h^{\alpha}\left(\Omega_{*}, \mathbb{R}^{n}\right)\right)$ such that $\Theta(t, \cdot) \in \operatorname{Diff}^{3+\alpha}$ $\left(\Omega_{*}, \Omega(t)\right)$ for each $t \in[0, T)$ ，and by writing $u(t, x):=\sigma(t, \Theta(t, x)), w(t, x):=\beta(t, \Theta(t, x))$ and $v(t, x):=p(t, \Theta(t, x))$ ，there holds $(u(t, \cdot), w(t, \cdot), v(t, \cdot)) \in h^{3+\alpha}\left(\bar{\Omega}_{*}\right) \times h^{3+\alpha}\left(\bar{\Omega}_{*}\right) \times$ $h^{1+\alpha}\left(\bar{\Omega}_{*}\right)$ for each $t \in[0, T)$ ．
（iii）$(\sigma, \beta, p, \Gamma)$ satisfies（1．1）pointwise．
Then our main result is formulated below：
Theorem 1．Let $\Gamma_{0}$ be a compact hypersurface in $\mathbb{R}^{n}$ of class $h^{3+\alpha}$ ．Then the problem（1）has a unique solution $(\sigma, \beta, p, \Gamma)$ on some time interval $\left[0, t^{+}\right)$with $t^{+}>0$ ．Moreover，the time－ space manifold $\bigcup_{t \in\left(0, t^{+}\right)}(\{t\} \times \Gamma(t))$ is real analytic，and $(\sigma(t, \cdot), \beta(t, \cdot), p(t, \cdot)) \in C^{\omega}(\bar{\Omega}(t)) \times$ $C^{\omega}(\bar{\Omega}(t)) \times C^{\omega}(\bar{\Omega}(t))$ for each $t \in\left(0, t^{+}\right)$．

The remainder of this paper is organized as follows．In the next section，we give local well－ posedness of the problem（1）．Section 2 aims at introducing a parameter－dependent mapping． In the last section，we give the proof of Theorem 1.

## 1 Local well－posedness

In this section，we establish local well－posedness of（1）．
Let $\Gamma_{*}$ be the compact embedded analytic hypersurface in $\mathbb{R}^{n}$ near $\Gamma_{0}$ introduced before． Recall that it encloses the reference domain $\Omega_{*}$ ．Let $a_{0}>0$ and define

$$
\mathcal{U}:=\left\{\rho \in h^{2+\alpha}\left(\Gamma_{*}\right) ;\|\rho\|_{C^{1}\left(\Gamma_{*}\right)}<a_{0}\right\} .
$$

For each $\rho \in \mathcal{U}$ ，we introduce a mapping

$$
\theta_{\rho}: \Gamma_{*} \rightarrow \mathbb{R}^{n}, \quad \theta_{\rho}(x):=x+\rho(x) \nu(x),
$$

where $\nu$ stands for the outward unit normal field of $\Gamma_{*}$ ．For each $\rho \in \mathcal{U}$ ，define an embedded hypersurface $\Gamma_{\rho}$ in $\mathbb{R}^{n}$ by $\Gamma_{\rho}:=\operatorname{im}\left(\theta_{\rho}\right)=\left\{\theta_{\rho}(x) ; x \in \Gamma_{*}\right\}$ ．It is not difficult to see that the
operator $\theta_{\rho}$ is near the identity and $\theta_{\rho} \in \operatorname{Diff}^{2+\alpha}\left(\Gamma_{*}, \Gamma_{\rho}\right)$ provided $a_{0}>0$ is small enough which is assumed to be satisfied later on．Noticing that $\Gamma_{*}$ is of class $C^{\omega}$ ，one can easily find that

$$
\begin{equation*}
\left[\rho \mapsto \theta_{\rho}\right] \in C^{\omega}\left(h^{m+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U},\left(h^{m+\alpha}\left(\Gamma_{*}\right)\right)^{n}\right), \quad m \in \mathbb{N} \tag{2}
\end{equation*}
$$

for sufficiently small $a_{0}>0$ ．We denote by $\Omega_{\rho}$ the bounded domain enclosed by $\Gamma_{\rho}$ ．Let $\pi \in \mathcal{L}\left(h^{m+\alpha}\left(\Gamma_{*}\right), h^{m+\alpha}\left(\bar{\Omega}_{*}\right)\right)$ denote the right inverse of the trace operator $\operatorname{tr}(u)=\left.u\right|_{\Gamma_{*}}$ which can be defined as follows：Given $\varphi \in h^{m+\alpha}\left(\Gamma_{*}\right)$ ，define $\pi(\varphi):=u$ ，where $u \in h^{m+\alpha}\left(\bar{\Omega}_{*}\right)$ is the solution of the elliptic boundary value problem

$$
\Delta u=0 \text { in } \Omega_{*}, \quad u=\varphi \text { on } \Gamma_{*} .
$$

It is obvious that $\operatorname{tr}(\pi(\varphi))=\varphi$ for $\varphi \in h^{m+\alpha}\left(\Gamma_{*}\right)$ ．Given $\rho \in \mathcal{U}$ ，define an operator

$$
\Theta_{\rho}: \Omega_{*} \rightarrow \Omega_{\rho}, \quad \Theta_{\rho}:=\operatorname{Id}_{\Omega_{*}}+\pi\left(\theta_{\rho}-\operatorname{Id}_{\Gamma_{*}}\right)
$$

It can be verified that $\Theta_{\rho}$ is near the identity and $\Theta_{\rho} \in \operatorname{Diff}^{2+\alpha}\left(\Omega_{*}, \Omega_{\rho}\right)$ for sufficiently small $a_{0}$ ．Moreover，it follows from（2）that

$$
\begin{equation*}
\left[\rho \mapsto \Theta_{\rho}\right] \in C^{\omega}\left(h^{m+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U},\left(h^{m+\alpha}\left(\bar{\Omega}_{*}\right)\right)^{n}\right), \quad m \in \mathbb{N} \tag{3}
\end{equation*}
$$

provided $a_{0}>0$ is small enough．It is obvious that $\left.\Theta_{\rho}\right|_{\Gamma_{*}}=\theta_{\rho}$ ．
The corresponding pull－back and push－forward operators induced by $\Theta_{\rho}$ will be denoted by $\Theta_{\rho}^{*}$ and $\Theta_{*}^{\rho}$ ，respectively，i．e．，

$$
\Theta_{\rho}^{*} u:=u \circ \Theta_{\rho} \text { for } u \in C\left(\bar{\Omega}_{\rho}\right), \quad \Theta_{*}^{\rho} v:=v \circ \Theta_{\rho}^{-1} \text { for } v \in C\left(\bar{\Omega}_{*}\right)
$$

Given $\rho \in \mathcal{U}$ ，we define the transformed differential operators $\mathcal{A}(\rho)$ and $\mathcal{B}(\rho)$ by

$$
\mathcal{A}(\rho) u:=\Theta_{\rho}^{*} \Delta\left(\Theta_{*}^{\rho} u\right), \quad \mathcal{B}(\rho) u:=\theta_{\rho}^{*}\left\langle\Upsilon_{1} \nabla\left(\Theta_{*}^{\rho} u\right), \hat{\nu}\right\rangle \quad \text { for } u \in C^{2}\left(\bar{\Omega}_{*}\right)
$$

where $\Upsilon_{1}$ stands for the trace operator on $\Gamma_{\rho}, \hat{\nu}$ represents the outward normal field on $\Gamma_{\rho}$ ，and $\langle\cdot, \cdot\rangle$ denotes the Euclidean inner product in $\mathbb{R}^{n}$ ．It follows from lemma 2.2 in［20］that

$$
\begin{align*}
& {[\rho \mapsto \mathcal{A}(\rho)] \in C^{\omega}\left(h^{m+2+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}, \mathcal{L}\left(h^{m+2+\alpha}\left(\bar{\Omega}_{*}\right), h^{m+\alpha}\left(\bar{\Omega}_{*}\right)\right)\right)} \\
& {[\rho \mapsto \mathcal{B}(\rho)] \in C^{\omega}\left(h^{m+2+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}, \mathcal{L}\left(h^{m+2+\alpha}\left(\bar{\Omega}_{*}\right), h^{m+1+\alpha}\left(\Gamma_{*}\right)\right)\right)} \tag{4}
\end{align*}
$$

for $m \in \mathbb{N}$ and sufficiently small $a_{0}>0$ ，where $\mathcal{L}\left(Z_{1}, Z_{0}\right)$ denotes the Banach space of all linear continuous mappings from the Banach space $Z_{1}$ to the Banach space $Z_{0}$ ．We introduce the transformed mean curvature operator $\mathcal{N}$ by $\mathcal{N}(\rho):=\theta_{\rho}^{*} \kappa$ ，where $\kappa$ is the mean curvature of the hypersurface $\Gamma_{\rho}$ ．From Lemma 3.1 in［20］we know that there exist

$$
\left(\mathcal{P}_{1}, \mathcal{P}_{2}\right) \in C^{\omega}\left(h^{m+1+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}, \mathcal{L}\left(h^{m+2+\alpha}\left(\Gamma_{*}\right), h^{m+\alpha}\left(\Gamma_{*}\right)\right) \times h^{m+\alpha}\left(\Gamma_{*}\right)\right)
$$

such that

$$
\begin{align*}
& \mathcal{N} \in C^{\omega}\left(h^{m+2+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}, h^{m+\alpha}\left(\Gamma_{*}\right)\right), \quad m \in \mathbb{N}, \\
& \mathcal{N}(\rho)=\mathcal{P}_{1}(\rho) \rho+\mathcal{P}_{2}(\rho) \quad \text { for } \quad \rho \in h^{m+2+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U} . \tag{5}
\end{align*}
$$

With these preparations we can transform the free boundary problem（1）to a new system defined on the fixed reference domain $\Omega_{*}$ ．For this，we define $\mathcal{O}:=h^{3+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}$ ．Let $T>0$ be given and consider a function $\rho \in C([0, T], \mathcal{O}) \cap C^{1}\left([0, T], h^{\alpha}\left(\Gamma_{*}\right)\right)$ ．Denote $\Gamma(t):=\Gamma_{\rho(t)}$ and $\Omega(t):=\Omega_{\rho(t)}$ for $t \in[0, T]$ ．Using these notations and denoting $u(t):=\Theta_{\rho}^{*} \sigma(t, \cdot), w(t):=$ $\Theta_{\rho}^{*} \beta(t, \cdot)$ and $v(t):=\Theta_{\rho}^{*} p(t, \cdot)$ ，we see that the problem（1）is converted into the following problem：

$$
\begin{cases}\mathcal{A}(\rho) u=\tau_{1} u+w & \text { in } \Omega_{*}, t>0  \tag{6}\\ \mathcal{A}(\rho) w=\tau_{2} w & \text { in } \Omega_{*}, t>0, \\ \mathcal{A}(\rho) v=-\eta(u-\tilde{\sigma}-\iota w) & \text { in } \Omega_{*}, t>0, \\ u=\bar{\sigma}, w=\bar{\beta} & \text { on } \Gamma_{*}, t>0, \\ v=\gamma \mathcal{N}(\rho) & \text { on } \Gamma_{*}, t>0, \\ \partial_{t} \rho=-\mathcal{B}(\rho) v & \text { on } \Gamma_{*}, t>0, \\ \rho(0)=\rho_{0} & \text { for } t=0,\end{cases}
$$

where $\rho_{0}$ is the function introduced before to define the initial data $\Gamma_{0}$ ．
In the following，we fuse the system（6）into an evolution equation containing the unknown $\rho$ merely．To do so，let $\rho \in \mathcal{O}$ be given and firstly consider the elliptic boundary value problem

$$
\begin{equation*}
\mathcal{A}(\rho) w=\tau_{2} w \text { in } \Omega_{*}, \quad w=\bar{\beta} \text { on } \Gamma_{*} . \tag{7}
\end{equation*}
$$

By the theory of elliptic PDEs and the perturbation theory for operators we know that（7）has a unique solution $w \in h^{3+\alpha}\left(\bar{\Omega}_{*}\right)$ depending on $\rho$ ，which we denote by $w=\mathcal{Q}_{1}(\rho)$ ．By defining

$$
\mathbb{K}: \mathcal{O} \times h^{3+\alpha}\left(\bar{\Omega}_{*}\right) \rightarrow h^{1+\alpha}\left(\bar{\Omega}_{*}\right) \times h^{3+\alpha}\left(\Gamma_{*}\right), \quad \mathbb{K}(\rho, w):=\left(\mathcal{A}(\rho) w-\tau_{2} w, \Upsilon_{0} w-\bar{\beta}\right)
$$

and by using the implicit function theorem and the analytic dependence of $\mathbb{K}(\rho, w)$ on $(\rho, w)$ ， we can prove

$$
\begin{equation*}
\left[\rho \mapsto \mathcal{Q}_{1}(\rho)\right] \in C^{\omega}\left(\mathcal{O}, h^{3+\alpha}\left(\bar{\Omega}_{*}\right)\right) \cap C^{\omega}\left(\mathcal{U}, h^{2+\alpha}\left(\bar{\Omega}_{*}\right)\right) . \tag{8}
\end{equation*}
$$

Next，we consider the problem

$$
\begin{equation*}
\left.\mathcal{A}(\rho) u=\tau_{1} u+\mathcal{Q}_{1}(\rho)\right) \text { in } \Omega_{*}, \quad u=\bar{\sigma} \text { on } \Gamma_{*}, \tag{9}
\end{equation*}
$$

where we have replaced $w$ with $\mathcal{Q}_{1}(\rho)$ ．Following the same step we see that the problem（9） has a unique solution $u=\mathcal{Q}(\rho)$ satisfying

$$
\begin{equation*}
[\rho \mapsto \mathcal{Q}(\rho)] \in C^{\omega}\left(\mathcal{O}, h^{3+\alpha}\left(\bar{\Omega}_{*}\right)\right) \cap C^{\omega}\left(\mathcal{U}, h^{2+\alpha}\left(\bar{\Omega}_{*}\right)\right) . \tag{10}
\end{equation*}
$$

Then we consider the following elliptic boundary value problem

$$
\begin{equation*}
\mathcal{A}(\rho) v=-\eta\left(\mathcal{Q}(\rho)-\tilde{\sigma}-\iota \mathcal{Q}_{1}(\rho)\right) \text { in } \Omega_{*}, \quad v=\gamma \mathcal{N}(\rho) \text { on } \Gamma_{*} \tag{11}
\end{equation*}
$$

where we have replaced $u, w$ with $\mathcal{Q}(\rho)$ and $\mathcal{Q}_{1}(\rho)$ ．Given $\rho \in \mathcal{O}$ ，we introduce two operators $\mathcal{T}_{1}(\rho)$ and $\mathcal{T}_{2}(\rho)$ by defining $v_{1}=\mathcal{T}_{1}(\rho) h_{1}$ and $v_{2}=\mathcal{T}_{2}(\rho) h_{2}$ to be solutions of the problems

$$
\left\{\begin{array} { l l } 
{ \mathcal { A } ( \rho ) v _ { 1 } = 0 } & { \text { in } \Omega _ { * } , } \\
{ v _ { 1 } = h _ { 1 } } & { \text { on } \Gamma _ { * } }
\end{array} \quad \text { and } \quad \left\{\begin{array}{ll}
\mathcal{A}(\rho) v_{2}=h_{2} & \text { in } \Omega_{*} \\
v_{2}=0 & \text { on } \Gamma_{*}
\end{array}\right.\right.
$$

We use the theory of elliptic PDEs to get a unique solution of（11），which is written as

$$
v=\gamma \mathcal{T}_{1}(\rho) \mathcal{N}(\rho)-\mathcal{T}_{2}(\rho) \eta\left(\mathcal{Q}(\rho)-\tilde{\sigma}-\iota \mathcal{Q}_{1}(\rho)\right)
$$

Arguing as above one can prove that

$$
\begin{align*}
& {\left[\rho \mapsto \mathcal{T}_{1}(\rho)\right] \in C^{\omega}\left(h^{m+2+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}, \mathcal{L}\left(h^{m+1+\alpha}\left(\Gamma_{*}\right), h^{m+1+\alpha}\left(\bar{\Omega}_{*}\right)\right)\right)} \\
& {\left[\rho \mapsto \mathcal{T}_{2}(\rho)\right] \in C^{\omega}\left(h^{m+2+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}, \mathcal{L}\left(h^{m+\alpha}\left(\bar{\Omega}_{*}\right), h^{m+2+\alpha}\left(\bar{\Omega}_{*}\right)\right)\right), \quad m \in \mathbb{N}} \tag{12}
\end{align*}
$$

We introduce two mappings

$$
\begin{align*}
& R(\rho):=\gamma \mathcal{B}(\rho) \mathcal{T}_{1}(\rho) \mathcal{P}_{2}(\rho)-\mathcal{B}(\rho) \mathcal{T}_{2}(\rho) \eta\left(\mathcal{Q}(\rho)-\tilde{\sigma}-\iota \mathcal{Q}_{1}(\rho)\right)  \tag{13}\\
& \Phi(\rho):=\gamma \mathcal{B}(\rho) \mathcal{T}_{1}(\rho) \mathcal{P}_{1}(\rho) \quad \text { for } \quad \rho \in \mathcal{U}
\end{align*}
$$

It follows from（2）－（5），（8），（10），（12），（13）and the fact that the composition of analytic mappings is also analytic that

$$
\begin{equation*}
[\rho \mapsto \Phi(\rho)] \in C^{\omega}\left(\mathcal{U}, \mathcal{L}\left(h^{3+\alpha}\left(\Gamma_{*}\right), h^{\alpha}\left(\Gamma_{*}\right)\right)\right), \quad[\rho \mapsto R(\rho)] \in C^{\omega}\left(\mathcal{U}, h^{\alpha}\left(\Gamma_{*}\right)\right) \tag{14}
\end{equation*}
$$

By writing

$$
\begin{equation*}
\Psi(\rho):=\Phi(\rho) \rho+R(\rho) \quad \text { for } \quad \rho \in \mathcal{O} \tag{15}
\end{equation*}
$$

we see that the system（6）is fused into the following evolution equation for the unknown $\rho$ ：

$$
\begin{equation*}
\frac{d \rho}{d t}+\Psi(\rho)=0, \quad \rho(0)=\rho_{0} \tag{16}
\end{equation*}
$$

Summarizing the above deductions we get：
Lemma 1．The problem（16）is equivalent to the problem（6）．Moreover，the nonlinear mapping $\Psi$ introduced in（15）satisfies

$$
\begin{equation*}
[\rho \mapsto \Psi(\rho)] \in C^{\omega}\left(\mathcal{O}, h^{\alpha}\left(\Gamma_{*}\right)\right) \tag{17}
\end{equation*}
$$

We shall treat the problem（16）as a fully nonlinear evolution equation and establish the maximal regularity for the linearization in the sense of Da Prato and Grisvard［17］．Due to this point，given $T>0$ ，set $I:=[0, T]$ and

$$
E_{\Upsilon}:=h^{3+\alpha}\left(\Gamma_{*}\right), \quad \mathbb{E}_{0}(I):=C\left([0, T], h^{\alpha}\left(\Gamma_{*}\right)\right), \quad \mathbb{E}_{1}(I):=C\left([0, T], h^{3+\alpha}\left(\Gamma_{*}\right)\right) \cap C^{1}\left([0, T], h^{\alpha}\left(\Gamma_{*}\right)\right)
$$

Write $\Upsilon$ for the（temporal）trace operator in $\mathbb{E}_{1}(I)$ ，i．e．

$$
\Upsilon: \mathbb{E}_{1}(I) \rightarrow E_{\Upsilon}, \quad u \mapsto u(0) .
$$

Let $X_{0}$ and $X$ be Banach spaces such that $X_{0}$ is continuously injected and dense in $X$ ．Denote by $\mathcal{H}\left(X_{0}, X\right)$ the subset of all $A \in \mathcal{L}\left(X_{0}, X\right)$ such that $-A$ ，considered as an unbounded operator on $X$ ，generates a strongly continuous analytic semigroup on $X$ ．Write $\Psi^{\prime}(\rho)$ for the Fréchet derivative of $\Psi$ at $\rho$ ．Let $\mathcal{L}_{i s}(X, Y)$ represent the set of all bounded isomorphisms from the Banach space $X$ into the Banach space $Y$ ．We have the following result：

Lemma 2．Let $\rho \in \mathcal{O}$ be given．Then $\left(\mathbb{E}_{1}(I), \mathbb{E}_{0}(I)\right)$ is a pair of maximal regularity for $\Psi^{\prime}(\rho)$ ， that is，

$$
\left(\frac{d}{d t}+\Psi^{\prime}(\rho), \Upsilon\right) \in \mathcal{L}_{i s}\left(\mathbb{E}_{1}(I), \mathbb{E}_{0}(I) \times E_{\Upsilon}\right), \quad \rho \in \mathcal{O}
$$

Proof．Given $\rho \in \mathcal{O}$ ，it follows from（15）that

$$
\Psi^{\prime}(\rho) \xi=\Phi(\rho) \xi+\left[\Phi^{\prime}(\rho) \xi\right] \rho-R^{\prime}(\rho) \xi \quad \text { for } \xi \in h^{3+\alpha}\left(\Gamma_{*}\right) .
$$

Noticing $\gamma>0$ ，arguing similarly as in the proof of Theorem 4.1 in［20］we can prove

$$
\Phi(\rho) \in \mathcal{H}\left(h^{3+\alpha}\left(\Gamma_{*}\right), h^{\alpha}\left(\Gamma_{*}\right)\right), \quad \rho \in \mathcal{O} .
$$

On the other hand，from（14）we know that

$$
\left[\Phi^{\prime}(\rho) \cdot\right] \rho \in \mathcal{L}\left(\mathcal{U}, h^{\alpha}\left(\Gamma_{*}\right)\right), \quad R^{\prime}(\rho) \in \mathcal{L}\left(\mathcal{U}, h^{\alpha}\left(\Gamma_{*}\right)\right), \quad \rho \in \mathcal{O} .
$$

It follows from the well－known perturbation result of generators（cf．Section 2.4 in［18］）that

$$
\Psi^{\prime}(\rho) \in \mathcal{H}\left(h^{3+\alpha}\left(\Gamma_{*}\right), h^{\alpha}\left(\Gamma_{*}\right)\right), \quad \rho \in \mathcal{O} .
$$

Combining this with the fact that little Hölder spaces are stable under continuous interpolation method $(\cdot, \cdot)_{\theta, \infty}^{0}, \theta \in(0,1)$ of Da Prato and Grisvard（cf．［16，17，18］），we get the assertion．

Then we obtain the following local well－posedness of（16）（see also Theorem 2.7 in［16］）：
Theorem 2．Given $\rho_{0} \in \mathcal{O}$ ，there exist $t^{+}:=t^{+}\left(\rho_{0}\right)>0$ and a unique maximal solution

$$
\rho:=\rho\left(\cdot, \rho_{0}\right) \in C\left(\left[0, t^{+}\right), \mathcal{O}\right) \cap C^{1}\left(\left[0, t^{+}\right), h^{\alpha}\left(\Gamma_{*}\right)\right)
$$

of the problem（16）．The map $\left(t, \rho_{0}\right) \mapsto \rho\left(t, \rho_{0}\right)$ defines a local smooth semiflow on $\mathcal{O}$ ．

## 2 Transformation

In this section we introduce a parameter－dependent transformation and study its smooth－ ing．

Recall that $\Gamma_{*}$ is a compact embedded analytic hypersurface in $\mathbb{R}^{n}$ ．We denote by $\mathcal{V}^{\omega}\left(\Gamma_{*}\right)$ the vector space of all real analytic vector fields on $\Gamma_{*}$ ．For each point $x \in \Gamma_{*}$ ，let $T_{x} \Gamma_{*}$ stand for the tangent space of $\Gamma_{*}$ at $x$ ．We rely on the following result of Escher and Prokert［19］：

Lemma 3．（［19］）There exist an integer $N \in \mathbb{N}$ and a mapping

$$
\begin{equation*}
\Pi \in C^{\omega}\left(\mathbb{R}^{N} \times \mathbb{R} \times \Gamma_{*}, \Gamma_{*}\right) \tag{18}
\end{equation*}
$$

satisfying the following properties：

$$
\begin{gather*}
\Pi(\mu, t, \cdot) \in \operatorname{Diff}^{\omega}\left(\Gamma_{*}\right) \quad \text { for }(\mu, t) \in \mathbb{R}^{N} \times \mathbb{R},  \tag{19}\\
\left\{V_{\mu}(x):=\left.\frac{\partial}{\partial t} \Pi(\mu, t, x)\right|_{t=0} ; \mu \in \mathbb{R}^{N}\right\}=T_{x} \Gamma_{*} \quad \text { for } x \in \Gamma_{*},  \tag{20}\\
{\left[\mu \mapsto V_{\mu}(\cdot)\right] \in \operatorname{Hom}\left(\mathbb{R}^{N}, \mathcal{V}^{\omega}\left(\Gamma_{*}\right)\right) .} \tag{21}
\end{gather*}
$$

In the following，we will convert the problem（16）into a new problem with the help of the mapping $\Pi$ ．For this，like in Section 1 ，given $(\mu, t) \in \mathbb{R}^{N} \times \mathbb{R}$ ，we denote by $\Pi(\mu, t, \cdot)^{*}$ and $\Pi(\mu, t, \cdot)_{*}$ the pull－back and push－forward operators induced by the mapping $\Pi(\mu, t, \cdot)$ ，i．e．，

$$
\Pi(\mu, t, \cdot)^{*} u:=u \circ \Pi(\mu, t, \cdot), \quad \Pi(\mu, t, \cdot)_{*} v:=v \circ \Pi^{-1}(\mu, t, \cdot) \quad \text { for } u, v \in C\left(\Gamma_{*}\right)
$$

Given $(\mu, x) \in \mathbb{R}^{N} \times \Gamma_{*}$ ，from the proof of Lemma 3.1 in［19］we know that $\Pi(\mu, \cdot, x)$ is the unique global solution to the initial value problem

$$
\begin{equation*}
z^{\prime}(t)=V_{\mu}(z), \quad z(0)=x \tag{22}
\end{equation*}
$$

Given $(\mu, t) \in \mathbb{R}^{N} \times \mathbb{R}$ ，define an operator $S_{\mu}(t): h^{3 i+\alpha}\left(\Gamma_{*}\right) \rightarrow h^{3 i+\alpha}\left(\Gamma_{*}\right), i=0,1$ ，by

$$
S_{\mu}(t) v:=\Pi(\mu, t, \cdot)^{*} v \quad \text { for } v \in h^{3 i+\alpha}\left(\Gamma_{*}\right), i=0,1
$$

Our next lemma shows that $\left[t \rightarrow S_{\mu}(t)\right]$ is a strongly continuous group on $h^{3 i+\alpha}\left(\Gamma_{*}\right), i=0,1$ ． Then the infinitesimal generator of $\left\{S_{\mu}(t) ; t \in \mathbb{R}\right\}$ on $h^{\alpha}\left(\Gamma_{*}\right)$ will be denoted by $D_{\mu}$ ．It follows from［21］that $D_{\mu}$ is a closed operator on $h^{\alpha}\left(\Gamma_{*}\right)$ ．Thus its domain $\operatorname{dom}\left(D_{\mu}\right)$ ，endowed with the graph norm of $D_{\mu}$ ，is a well－defined Banach space．

Lemma 4．Let $S_{\mu}(t)$ and $D_{\mu}$ be defined as above．Then
（i）Given $\mu \in \mathbb{R}^{N},\left[t \rightarrow S_{\mu}(t)\right]$ is a strongly continuous group on $h^{3 i+\alpha}\left(\Gamma_{*}\right), i=0,1$ ．
（ii）$h^{1+\alpha}\left(\Gamma_{*}\right) \hookrightarrow \operatorname{dom}\left(D_{\mu}\right)$ and $D_{\mu} u(x)=T_{x} u V_{\mu}(x)$ for $x \in \Gamma_{*}$ and $u \in h^{3+\alpha}\left(\Gamma_{*}\right)$ ．
（iii）$\left[(\mu, u) \rightarrow D_{\mu} u\right] \in \mathcal{L}^{2}\left(\mathbb{R}^{N} \times h^{3+\alpha}\left(\Gamma_{*}\right), h^{\alpha}\left(\Gamma_{*}\right)\right)$ ．
Proof．（ $i$ ）Observe the fact that $\Pi(\mu, \cdot, \cdot)$ is a flow on $\Gamma_{*}$ ，so that the group properties of $S_{\mu}(t)$ follow readily．It remains to show that $S_{\mu}(t)$ is strongly continuous on $h^{3 i+\alpha}\left(\Gamma_{*}\right), i=0,1$ ． This can be easily verified with the help of the density of $C^{\infty}\left(\Gamma_{*}\right)$ in $h^{3 i+\alpha}\left(\Gamma_{*}\right), i=0,1$ ．
（ii）A elementary calculation shows that

$$
\left.\frac{d}{d t} u(\Pi(\mu, t, x))\right|_{t=0}=\left.T_{x} u \frac{\partial}{\partial t} \Pi(\mu, t, x)\right|_{t=0}=T_{x} u V_{\mu}(x), \quad x \in \Gamma_{*}, u \in h^{1+\alpha}\left(\Gamma_{*}\right)
$$

where $T_{x} u$ denotes the derivative of $u$ in the tangent space $T_{x} \Gamma_{*}$ ．If $u \in h^{1+\alpha}\left(\Gamma_{*}\right)$ then

$$
\left\|\frac{S_{\mu}(t) u-u}{t}\right\|_{h^{\alpha}\left(\Gamma_{*}\right)}=\left\|\frac{u \circ \Pi(\mu, t, \cdot)-u \circ \Pi(\mu, 0, \cdot)}{t}\right\|_{h^{\alpha}\left(\Gamma_{*}\right)} \leq C\|D u\|_{h^{\alpha}\left(\Gamma_{*}\right)},
$$

so that $\left\|T_{x} u V_{\mu}(x)\right\|_{h^{\alpha}\left(\Gamma_{*}\right)} \leq C\|D u\|_{h^{\alpha}\left(\Gamma_{*}\right)}$ ．Thus we have

$$
\begin{align*}
& D_{\mu} u(x)=T_{x} u V_{\mu}(x) \text { for } x \in \Gamma_{*}, u \in h^{1+\alpha}\left(\Gamma_{*}\right),  \tag{23}\\
& h^{3+\alpha}\left(\Gamma_{*}\right) \hookrightarrow h^{1+\alpha}\left(\Gamma_{*}\right) \hookrightarrow \operatorname{dom}\left(D_{\mu}\right) \hookrightarrow h^{\alpha}\left(\Gamma_{*}\right) . \tag{24}
\end{align*}
$$

（iii）From the inclusion（24）we know that $\left[w \rightarrow D_{\mu} w\right] \in \mathcal{L}\left(h^{3+\alpha}\left(\Gamma_{*}\right), h^{\alpha}\left(\Gamma_{*}\right)\right)$ for any $\mu \in \mathbb{R}^{N}$ ．Combining this with（21）and（23）we get（iii）．

Let $\rho_{0} \in \mathcal{O}$ be given and let $\rho=\rho\left(\cdot, \rho_{0}\right)$ be the unique maximal solution to the problem （16），guaranteed by Theorem 2 ．By subdividing the interval $\left[0, t^{+}\right.$）we may assume without loss of generality that $t^{+} \leq 1$ ．Hereafter we consider the solution on the interval $I:=[0, T]$ with fixed $T \in\left(0, t^{+}\right)$．Let $B_{\mathbb{R}^{N}}\left(0, r_{0}\right)$ denote the ball of radius $r_{0}$ centered at the origin of $\mathbb{R}^{N}$ ，where $r_{0}>0$ is small enough and is assumed to be satisfied later on．Since $\operatorname{dist}(\rho[0, T], \partial \mathcal{O})>0$ ，we know that there exist an open neighborhood $\tilde{\mathcal{O}} \subset \mathcal{O}$ of $\rho[0, T]$ and $r_{0}>0$ such that $S_{\mu}(t) \tilde{\mathcal{O}} \subset \mathcal{O}$ and $S_{\mu}(t)(\rho[0, T]) \subset \tilde{\mathcal{O}}$ for all $\mu \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right), t \in I$ ．It follows from the compactness of $I$ and the fact that $\tilde{\mathcal{O}}$ is open in $h^{3+\alpha}\left(\Gamma_{*}\right)$ that $\mathbb{O}(I):=C([0, T], \tilde{\mathcal{O}}) \cap C^{1}\left([0, T], h^{\alpha}\left(\Gamma_{*}\right)\right)$ is an open subset of $\mathbb{E}_{1}(I)$ ．Choose $\varepsilon_{0}>0$ sufficiently small such that $\lambda t \in\left[0, t^{+}\right)$for $t \in I$ and $\lambda \in\left(1-\varepsilon_{0}, 1+\varepsilon_{0}\right)$ ． Given $(\lambda, \mu) \in\left(1-\varepsilon_{0}, 1+\varepsilon_{0}\right) \times B_{\mathbb{R}^{N}}\left(0, r_{0}\right)$ ，define

$$
\begin{equation*}
\rho_{\lambda, \mu}(t):=S_{\mu}(t) \rho(\lambda t)=\Pi(\mu, t, \cdot)^{*} \rho(\lambda t)=\rho(\lambda t, \Pi(\mu, t, \cdot)), \quad t \in I . \tag{25}
\end{equation*}
$$

We calculate that

$$
\begin{aligned}
\frac{d}{d t}\left(\rho_{\lambda, \mu}(t)\right) & =D_{\mu} S_{\mu}(t) \rho(\lambda t)+\lambda S_{\mu}(t) \frac{d \rho}{d t}(\lambda t)=D_{\mu} S_{\mu}(t) \rho(\lambda t)-\lambda S_{\mu}(t) \Psi(\rho(\lambda t)) \\
& =D_{\mu} \rho_{\lambda, \mu}(t)-\lambda S_{\mu}(t) \Psi\left(\Pi(\mu, t, \cdot)_{*} \Pi(\mu, t, \cdot)^{*} \rho(\lambda t)\right) \\
& =D_{\mu} \rho_{\lambda, \mu}(t)-\lambda \Pi(\mu, t, \cdot)^{*} \Psi\left(\Pi(\mu, t, \cdot)_{*} \rho_{\lambda, \mu}(t)\right),
\end{aligned}
$$

where we used（16），（25）and the fact that $S_{\mu}(t)$ and $D_{\mu}$ commute on $h^{3+\alpha}\left(\Gamma_{*}\right)$ ．By writing

$$
\begin{equation*}
\mathbb{F}(\mu, v)(t):=\Pi(\mu, t, \cdot)^{*} \Psi\left(\Pi(\mu, t, \cdot)_{*} v(t)\right), \tag{26}
\end{equation*}
$$

we see that $\rho_{\lambda, \mu}(t)$ solves the following problem：

$$
\begin{equation*}
\frac{d}{d t} h+\lambda \mathbb{F}(\mu, h)-D_{\mu} h=0, \quad h(0)=\rho_{0} . \tag{27}
\end{equation*}
$$

Moreover，we have the following result：
Lemma 5．Let $\mathbb{F}(\mu, v)$ be defined as in（26）．There hold
（i）$\quad\left[(\mu, w) \mapsto D_{\mu} w\right] \in \mathcal{L}^{2}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathbb{E}_{1}(I), \mathbb{E}_{0}(I)\right)$ ．
（ii）$[(\mu, v) \mapsto \mathbb{F}(\mu, v)] \in C^{\omega}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathbb{O}(I), \mathbb{E}_{0}(I)\right)$ ．

To give the proof of Lemma 5，we need some preparations．Given $(\mu, \xi) \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{U}$ and $t=1$ ，define

$$
\begin{equation*}
\rho:=\Pi(\mu, 1, \cdot)_{*} \xi=\xi \circ \Pi^{-1}(\mu, 1, \cdot) \tag{28}
\end{equation*}
$$

It is obvious that $\rho \in \mathcal{U}$ for each fixed $\mu \in \mathbb{R}^{N}$ ．From the proof of Lemma 3.1 in［19］we know that $V_{0}=0$ for $\mu=0$ and $\Pi(\mu, \cdot, x)$ is the unique global solution of（22）．It follows that

$$
\begin{equation*}
\Pi(0,1, \cdot)=\operatorname{Id}_{\Gamma_{*}} \text { and } \rho \equiv \xi \quad \text { for } \mu=0 \tag{29}
\end{equation*}
$$

Given $(\mu, \xi) \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{U}$ ，we denote by $\theta_{\mu, \xi}$ the composition of the two mappings $\Pi(\mu, 1, \cdot)$ ： $\Gamma_{*} \rightarrow \Gamma_{*}$ and $\theta_{\rho}: \Gamma_{*} \rightarrow \Gamma_{\rho}$ ，that is，

$$
\begin{equation*}
\theta_{\mu, \xi}: \Gamma_{*} \rightarrow \Gamma_{\rho}, \quad \theta_{\mu, \xi}:=\theta_{\rho}(\cdot) \circ \Pi(\mu, 1, \cdot)=\Pi(\mu, 1, \cdot)+\xi(\cdot)(\nu \circ \Pi(\mu, 1, \cdot)), \tag{30}
\end{equation*}
$$

where as before $\nu$ stands for the unit outward normal field of $\Gamma_{*}, \theta_{\rho}$ is defined in the beginning of Section 2 and we have used the relation（28）．Since $\Gamma_{*}$ is of class $C^{\omega}$ and $\Pi \in C^{\omega}\left(\mathbb{R}^{N} \times \mathbb{R} \times\right.$ $\Gamma_{*}, \Gamma_{*}$ ）（cf．（18）），we can prove

$$
[\mu \mapsto \nu \circ \Pi(\mu, 1, \cdot)] \in C^{\omega}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right),\left(h^{m+\alpha}\left(\Gamma_{*}\right)\right)^{n}\right), \quad m \in \mathbb{N}
$$

Thus for sufficiently small $r_{0}>0$ and $a_{0}>0$ ，we have $\theta_{\mu, \xi} \in \operatorname{Diff}^{2+\alpha}\left(\Gamma_{*}, \Gamma_{\rho}\right)$ and

$$
\begin{equation*}
\left[(\mu, \xi) \mapsto \theta_{\mu, \xi}\right] \in C^{\omega}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times\left(h^{m+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}\right),\left(h^{m+\alpha}\left(\Gamma_{*}\right)\right)^{n}\right), \quad m \in \mathbb{N} \tag{31}
\end{equation*}
$$

Given $(\mu, \xi) \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{U}$ ，define an operator

$$
\Theta_{\mu, \xi}: \Omega_{*} \rightarrow \Omega_{\rho}, \quad \Theta_{\mu, \xi}:=\operatorname{Id}_{\Omega_{*}}+\pi\left(\theta_{\mu, \xi}-\operatorname{Id}_{\Gamma_{*}}\right)
$$

From the above relation and the property of the operator $\pi$ we know that

$$
\begin{equation*}
\left[(\mu, \xi) \mapsto \Theta_{\mu, \xi}\right] \in C^{\omega}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times\left(h^{m+\alpha}\left(\Gamma_{*}\right) \cap \mathcal{U}\right),\left(h^{m+\alpha}\left(\bar{\Omega}_{*}\right)\right)^{n}\right), \quad m \in \mathbb{N} \tag{32}
\end{equation*}
$$

Obvious there holds $\left.\Theta_{\mu, \xi}\right|_{\Gamma_{*}}=\theta_{\mu, \xi}$ ．The corresponding pull－back and push－forward operators induced by $\Theta_{\mu, \xi}$ are respectively denoted by $\Theta_{\mu, \xi}^{*}$ and $\Theta_{*}^{\mu, \xi}$ ，i．e．，

$$
\Theta_{\mu, \xi}^{*} u:=u \circ \Theta_{\mu, \xi} \text { for } u \in C\left(\bar{\Omega}_{\rho}\right), \quad \Theta_{*}^{\mu, \xi} v:=v \circ \Theta_{\mu, \xi}^{-1} \quad \text { for } v \in C\left(\bar{\Omega}_{*}\right)
$$

By parallel argument like in Section 1，we can convert（1）into a new system by using $\Theta_{\mu, \xi}^{*}$ ． For this，given $(\mu, \xi) \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{U}$ ，we introduce the transformed differential operators

$$
\mathcal{A}_{\mu}(\xi) u:=\Theta_{\mu, \xi}^{*} \Delta\left(\Theta_{*}^{\mu, \xi} u\right), \quad \mathcal{B}_{\mu}(\xi) u:=\theta_{\mu, \xi}^{*}\left\langle\Upsilon_{1} \nabla\left(\Theta_{*}^{\mu, \xi} u\right), \hat{\nu}\right\rangle, \quad \mathcal{N}_{\mu}(\xi):=\theta_{\mu, \xi}^{*} \kappa \quad \text { for } u \in C^{2}\left(\bar{\Omega}_{*}\right)
$$

With the help of（31）and（32），arguing similarly as in the proof of Lemma 2.2 and Lemma 3.3 in［20］we can prove the analytic dependence of $\mathcal{A}_{\mu}(\xi), \mathcal{B}_{\mu}(\xi)$ and $\mathcal{N}_{\mu}(\xi)$ on $(\mu, \xi)$ for small
$r_{0}>0$ and $a_{0}>0$ ．By denoting $\tilde{u}(t):=\Theta_{\mu, \xi}^{*} \sigma(t, \cdot), \tilde{w}(t):=\Theta_{\mu, \xi}^{*} \beta(t, \cdot)$ and $\tilde{v}(t):=\Theta_{\mu, \xi}^{*} p(t, \cdot)$ ， we can transform（1）to the following equivalent problem

$$
\begin{cases}\mathcal{A}_{\mu}(\xi) \tilde{u}=\tau_{1} \tilde{u}+\tilde{w} & \text { in } \Omega_{*}, t>0  \tag{33}\\ \mathcal{A}_{\mu}(\xi) \tilde{w}=\tau_{2} \tilde{w} & \text { in } \Omega_{*}, t>0 \\ \mathcal{A}_{\mu}(\xi) \tilde{v}=-\eta(\tilde{u}-\tilde{\sigma}-\iota \tilde{w}) & \text { in } \Omega_{*}, t>0 \\ \tilde{u}=\bar{\sigma}, \tilde{w}=\bar{\beta} & \text { on } \Gamma_{*}, t>0 \\ \tilde{v}=\gamma \mathcal{N}_{\mu}(\xi) & \text { on } \Gamma_{*}, t>0 \\ \partial_{t} \xi=-\mathcal{B}_{\mu}(\xi) \tilde{v} & \text { on } \Gamma_{*}, t>0 \\ \xi(0)=\xi_{0} & \text { for } t=0\end{cases}
$$

where $\xi_{0}=\rho_{0}$ by the fact that $\Pi(\mu, 0, \cdot)=\operatorname{Id}_{\Gamma_{*}}$（cf．（29））．Moreover，by following the same reduction process like in Section 1 and using similar notations，we fuse（33）into the equation：

$$
\begin{equation*}
\frac{d \xi}{d t}+\Psi_{\mu}(\xi)=0, \quad \xi(0)=\xi_{0} \tag{34}
\end{equation*}
$$

where

$$
\begin{align*}
& \Psi_{\mu}(\xi):=\Phi_{\mu}(\xi) \xi+R_{\mu}(\xi) \quad \text { for } \quad(\mu, \xi) \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{O}, \\
& {\left[(\mu, \xi) \mapsto \Phi_{\mu}(\xi)\right] \in C^{\omega}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{U}, \mathcal{L}\left(h^{3+\alpha}\left(\Gamma_{*}\right), h^{\alpha}\left(\Gamma_{*}\right)\right)\right),}  \tag{35}\\
& {\left[(\mu, \xi) \mapsto R_{\mu}(\xi)\right] \in C^{\omega}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{U}, h^{\alpha}\left(\Gamma_{*}\right)\right)}
\end{align*}
$$

Comparing the above steps carefully with those in Section 1 we get
Lemma 6．Let $\Psi$ and $\Psi_{\mu}$ be defined by（15）and（3．18），respectively．Then

$$
\begin{gather*}
{\left[(\mu, \xi) \mapsto \Psi_{\mu}(\xi)\right] \in C^{\omega}\left(B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{O}, h^{\alpha}\left(\Gamma_{*}\right)\right),}  \tag{36}\\
\Psi_{\mu}(\xi)=\Pi(\mu, 1, \cdot)^{*} \Psi\left(\Pi(\mu, 1, \cdot)_{*} \xi\right) \quad \text { for }(\mu, \xi) \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathcal{O} . \tag{37}
\end{gather*}
$$

Now we can give the proof of Lemma 5.
Proof of Lemma 5．The assertion（i）in Lemma 5 follows readily from Lemma 4 and the fact that $I$ is compact．In the following，we prove（ii）．

It is not difficult to prove that

$$
\begin{equation*}
\Pi(t \mu, 1, \cdot)=\Pi(\mu, t, \cdot) \quad \text { for }(\mu, t) \in \mathbb{R}^{N} \times \mathbb{R} . \tag{38}
\end{equation*}
$$

Thus it follows from（25），（26），（37）and（38）that

$$
\begin{equation*}
\mathbb{F}(\mu, v)(t)=\Pi(\mu, t, \cdot)^{*} \Psi\left(\Pi(\mu, t, \cdot)_{*} v(t)\right)=\Pi(t \mu, 1, \cdot)^{*} \Psi\left(\Pi(t \mu, 1, \cdot \cdot)_{*} v(t)\right)=\Psi_{t \mu}(v(t)) \tag{39}
\end{equation*}
$$

for $(\mu, t, v) \in B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times I \times \mathbb{O}(I)$ ．Observing that（36）is valid for time－independent functions $v \in \tilde{\mathcal{O}}$ and the fact that $I$ is compact，by employing the perturbation argument like in the proof of Lemma 3.5 in［19］，we can prove that for time－dependent functions $v \in \mathbb{O}(I)$ ，there holds

$$
\begin{equation*}
\left[(\mu, v) \mapsto \Psi_{t \mu}(v(t))\right] \in C^{\omega}\left(\mathbb{B}_{\mathbb{R}^{N}}(0, r) \times \mathbb{O}(I), \mathbb{E}_{0}(I)\right) . \tag{40}
\end{equation*}
$$

Combining（39）and（40）we complete the proof of the assertion（ii）in Lemma 5.

## 3 Proof of Theorem 1

In this section we give the proof of Theorem 1.
Let $\rho_{0} \in \tilde{\mathcal{O}}$ be given and let $\rho=\rho\left(\cdot, \rho_{0}\right)$ be the unique maximal solution of the problem （16）．Recall that $I=[0, T]$ for $T \in\left(0, t^{+}\right)$and $\rho_{\lambda, \mu}(t)$ is defined in（25）．

Theorem 3．There exists an open neighborhood $\Lambda(\varepsilon):=(1-\varepsilon, 1+\varepsilon) \times(-\varepsilon, \varepsilon)^{N} \subset\left(1-\varepsilon_{0}, 1+\right.$ $\left.\varepsilon_{0}\right) \times \mathbb{B}_{\mathbb{R}^{N}}\left(0, r_{0}\right)$ of $(1,0)$ such that $\left[(\lambda, \mu) \mapsto \rho_{\lambda, \mu}\right] \in C^{\omega}(\Lambda(\varepsilon), \mathbb{O}(I))$ ．

Proof．Recall that $\rho_{\lambda, \mu}$ is the solution of（27）．Define

$$
\mathbb{G}((\lambda, \mu), h):=\left(\frac{d}{d t} h+\lambda \mathbb{F}(\mu, h)-D_{\mu} h, h(0)-\rho_{0}\right) .
$$

It follows from Lemma 5 that

$$
\begin{equation*}
[((\lambda, \mu), h) \mapsto \mathbb{G}((\lambda, \mu), h)] \in C^{\omega}\left(\mathbb{R} \times B_{\mathbb{R}^{N}}\left(0, r_{0}\right) \times \mathbb{O}(I), \mathbb{E}_{0}(I) \times E_{\Upsilon}\right) \tag{41}
\end{equation*}
$$

Given $h \in \mathbb{E}_{1}(I)$ ，we get from（29），（37）and（39）that

$$
\begin{equation*}
\partial_{2} \mathbb{G}((1,0), \rho) h=\left.\frac{d}{d \varepsilon} \mathbb{G}((1,0), \rho+\varepsilon h)\right|_{\varepsilon=0}=\left(\frac{d}{d t} h+\Psi^{\prime}(\rho) h, h(0)\right), \quad \rho \in \mathbb{O}(I) \tag{42}
\end{equation*}
$$

From Lemma 2 we know that for fixed time－independent functions $\rho \in \tilde{\mathcal{O}} \subset \mathcal{O}$ ，there holds

$$
\left(\frac{d}{d t}+\Psi^{\prime}(\rho), \Upsilon\right) \in \mathcal{L}_{i s}\left(\mathbb{E}_{1}(I), \mathbb{E}_{0}(I) \times E_{\Upsilon}\right)
$$

Combining Lemma 2 with Remark III 3．4．2（c）in［15］we get that，given $(\phi, \varphi) \in \mathbb{E}_{0}(I) \times E_{\Upsilon}$ ， there is a unique solution $u \in \mathbb{E}_{1}(I)$ to the inhomogeneous evolution equation

$$
\frac{d}{d t} u+\Psi^{\prime}(\rho(t)) u=\phi(t), \quad u(0)=\varphi
$$

that is，$\left(\frac{d}{d t}+\Psi^{\prime}(\rho), \Upsilon\right)$ is surjective．Combining this with the open mapping theorem we get

$$
\begin{equation*}
\partial_{2} \mathbb{G}((1,0), \rho)=\left(\frac{d}{d t}+\Psi^{\prime}(\rho(t)), \Upsilon\right) \in \mathcal{L}_{i s}\left(\mathbb{E}_{1}(I), \mathbb{E}_{0}(I) \times E_{\Upsilon}\right), \quad \rho \in \mathbb{O}(I) \tag{43}
\end{equation*}
$$

Since $\mathbb{G}((\lambda, \mu), h)=(0,0)$ holds if and only if $h$ is a solution of（27），the implicit function theorem on Banach spaces and（41）－（43）yield that there is a neighborhood $\Lambda(\varepsilon):=(1-\varepsilon, 1+$ $\varepsilon) \times(-\varepsilon, \varepsilon)^{N} \subset\left(1-\varepsilon_{0}, 1+\varepsilon_{0}\right) \times \mathbb{B}_{\mathbb{R}^{N}}\left(0, r_{0}\right)$ of $(1,0)$ such that

$$
\left[(\lambda, \mu) \mapsto \rho_{\lambda, \mu}\right] \in C^{\omega}(\Lambda(\varepsilon), \mathbb{O}(I))
$$

We are now ready to give the proof of Theorem 1.
Proof of Theorem 1．Local well－posedness of（1）is guaranteed by Theorem 2 and the equivalences between（1），（6）and（16）．In the following we prove the analyticity．

Let $\Lambda(\varepsilon)$ be the neighborhood of $(1,0)$ in $\mathbb{R} \times \mathbb{R}^{N}$ ，ensured by Theorem 3 ．Pick a point $\left(t_{0}, x_{0}\right) \in\left(0, t^{+}\right) \times \Gamma_{*}$ ．Let $T \in\left(0, t^{+}\right)$be given with $T>t_{0}$ ，and set $I=[0, T]$ as before．It follows from Lemma 3 that there exists a series of unit vectors $\mu_{1}, \mu_{2}, \cdots, \mu_{n} \in \mathbb{R}^{N}$ such that $\left(V_{\mu_{1}}, V_{\mu_{2}}, \cdots, V_{\mu_{n}}\right)$ forms a basis of $T_{x_{0}} \Gamma_{*}$ ．Given a vector $a=\left(a_{1}, a_{2}, \cdots, a_{n}\right) \in \mathbb{R}^{n}$ ，we write

$$
\tilde{a}:=\left(a_{1}, a_{2}, \cdots, a_{n}, 0, \cdots, 0\right) \in \mathbb{R}^{N}, \quad \tilde{\mu}:=\sum_{k=1}^{n} a_{k} \mu_{k} \in \mathbb{R}^{N}
$$

For sufficiently small $\delta \in(0, \varepsilon)$ ，define a neighborhood $\tilde{\mathbb{A}}(\delta):=(1-\delta, 1+\delta) \times(-\delta, \delta)^{n} \times\{0\} \subset$ $\mathbb{R}^{N+1}$ ．We introduce a mapping

$$
\Xi: \tilde{\mathbb{A}}(\delta) \rightarrow\left(0, t^{+}\right) \times \Gamma_{*}, \quad(\lambda, \tilde{a}) \mapsto\left(\lambda t_{0}, \Pi\left(\tilde{\mu}, t_{0}, x_{0}\right)\right)
$$

By virtue of Lemma 3 we know that

$$
\begin{equation*}
\Xi \in C^{\omega}\left(\tilde{\mathbb{A}}(\delta),\left(0, t^{+}\right) \times \Gamma_{*}\right) \tag{44}
\end{equation*}
$$

and

$$
T_{(1,0)} \Xi(\eta, \tilde{b})=t_{0}\left(\eta, \sum_{k=1}^{n} b_{k} V_{\mu_{k}}\right) \in \mathbb{R} \times T_{x_{0}} \Gamma_{*}
$$

for all $\eta \in \mathbb{R}$ and $\tilde{b}:=\left(b_{1}, b_{2}, \cdots, b_{n}, 0, \cdots, 0\right) \in \mathbb{R}^{N}$ ，which indicates that $T_{(1,0)} \Xi$ is bijective． Hence it follows from（44）and the inverse function theorem that $\Xi$ is an analytic parametriza－ tion of an open neighborhood $O_{\left(t_{0}, x_{0}\right)}$ of $\left(t_{0}, x_{0}\right)$ in $\left(0, t^{+}\right) \times \Gamma_{*}$ ，provided $\delta>0$ is chosen small enough．Noticing the obvious inclusion $\mathbb{O}(I) \subset C\left(I, C\left(\Gamma_{*}\right)\right)$ ，we see that the evaluation map－ ping $\mathbb{O}(I) \rightarrow \mathbb{R}, f \mapsto f\left(t_{0}\right)\left(x_{0}\right)$ is well－defined and analytic，which combined with Theorem 3 yields

$$
\begin{equation*}
\left[(\lambda, \tilde{a}) \mapsto \rho_{\lambda, \tilde{\mu}}\left(t_{0}\right)\left(x_{0}\right)\right] \in C^{\omega}(\tilde{\mathbb{A}}(\delta), \mathbb{R}) \tag{45}
\end{equation*}
$$

On the other hand，it follows from the definition of $\Xi$ and（24）that

$$
\begin{equation*}
\Xi^{*} \rho(\lambda, \tilde{a})=\rho(\lambda, \tilde{a}) \circ \Xi=\rho\left(\lambda t_{0}, \Pi\left(\tilde{\mu}, t_{0}, x_{0}\right)\right)=\rho_{\lambda, \tilde{\mu}}\left(t_{0}\right)\left(x_{0}\right), \quad(\lambda, \tilde{a}) \in \tilde{\mathbb{A}}(\delta) \tag{46}
\end{equation*}
$$

Combining（44）－（46）we get $\rho \in C^{\omega}\left(O_{\left(t_{0}, x_{0}\right)}, \mathbb{R}\right)$ ．Since $\left(t_{0}, x_{0}\right)$ can be chosen anywhere in $\left(0, t^{+}\right) \times \Gamma_{*}$ ，this implies

$$
\begin{equation*}
\rho \in C^{\omega}\left(\left(0, t^{+}\right) \times \Gamma_{*}\right), \tag{47}
\end{equation*}
$$

that is，the time－space manifold $\bigcup_{t \in\left(0, t^{+}\right)}(\{t\} \times \Gamma(t))$ is real analytic．
To verify that the components $\sigma(t, \cdot)$ and $p(t, \cdot)$ belong to $C^{\omega}(\bar{\Omega}(t))$ for each $t \in\left(0, t^{+}\right)$，we first consider the boundary value problem（7）．It follows from Section 1 that the problem（7） has a unique solution $w=\mathcal{Q}_{1}(\rho)$ satisfying（11），which combined with（47）and the inclusion $h^{3+\alpha}\left(\bar{\Omega}_{*}\right) \subset C\left(\bar{\Omega}_{*}\right)$ yields $w(t, \cdot) \in C^{\omega}\left(\bar{\Omega}_{*}\right)$ for each $t \in\left(0, t^{+}\right)$．Since $\beta(t, \cdot)=\Theta_{*}^{\rho} w(t, \cdot)$ ，we conclude from（3），（47）and the above relation that $\beta(t, \cdot) \in C^{\omega}(\bar{\Omega}(t))$ ．Similarly we can prove that $\sigma(t, \cdot), p(t, \cdot) \in C^{\omega}(\bar{\Omega}(t))$ ．This completes the proof of Theorem 1 ．

## Acknowledgements

This work is supported by the National Natural Science Foundation of China under the grant numbers 10901057 and 11001192，the Specialized Research Fund for the Doctoral Pro－ gram of Higher Education under the grant numbers 200805611027 and 20103201120017，the Natural Science Fund for Colleges and Universities of Jiangsu Province under the grant num－ ber 10KJB110008，and the Fundamental Research Funds for the Central Universities of SCUT under the grant number 2009ZM0294．

## 参考文献（References）

［1］H．M．Byrne and M．A．J．Chaplain，Growth of non－necrotic tumors in the presence and absence of inhibitors，Math．Biosci．，130（1995），151－181．
［2］H．M．Byrne and M．A．J．Chaplain，Growth of necrotic tumors in the presence and absence of inhibitors，Math．Biosci．，135（1996），187－216．
［3］W．Mueller－Klieser，Three dimensional cell cultures：from molecular mechanisms to clinical applications，Am．J．Cell Physiol，273（1997），1109－1123．
［4］S．Cui and J．Escher，Bifurcation analysis of an elliptic free boundary problem modeling stationary growth of avascular tumors，SIAM J．Math．Anal．，39（2007），210－235．
［5］S．Cui and J．Escher，Asymptotic behavior of solutions of a multidimensional moving bound－ ary problem modeling tumor growth，Comm．Part．Diff．Eqns，33（2008），636－655．
［6］J．Wu and and S．Cui，Asmyptotic behavior of solutions of a free boundary problem modeling the growth of tumors in the presence of inhibitors，Nonlinearity，20（2007），2389－2408．
［7］B．Bazaliy and A．Friedman，Global existence and asymptotic stability for an elliptic－ parabolic free boundary problem：an application to a model of tumor growth，Indiana Univ．Math．J．，52（2003），1265－1304．
［8］S．Cui，Analysis of a free boundary problem modeling tumor growth，Acta Math．Sinica （English Series），21（2005），1071－1082．
［9］S．Cui，Lie group action and stability analysis of stationary solutions for a free boundary problem modeling tumor growth，J．Diff．Eqns，246（2009），1845－1882．
［10］J．Escher，Classical solutions to a moving boundary problem for an elliptic－parabolic sys－ tem，Interfaces Free Bound．，6（2004），175－193．
［11］A．Friedman and B．Hu，Asymptotic stability for a free boundary problem arising in a tumor model，J．Diff．Eqns，227（2006），598－639．
［12］A．Friedman and B．Hu，Bifurcation from stability to instability for a free boundary prob－ lem arising in a tumor model，Arch．Rational Mech．Anal．，180（2006），293－330．
［13］A．Friedman and F．Reitich，Analysis of a mathematical model for the growth of tumors， J．Math．Biol．，38（1999），262－284．
［14］J．Wu and and S．Cui，Asymptotic behavior of solutions for parabolic differential equa－ tions with invariance and applications to a free boundary modeling tumor growth，Discrete Contin．Dyn．Syst．，26（2010），737－765．
［15］H．Amann，Linear and Quasilinear Parabolic Problems，Vol．I，Birkhäuser，Basel， 1995.
［16］S．Angenent，Nonlinear analytic semiflows，Proc．Roy．Soc．Edinburgh，115A（1990），91－107．
［17］G．Da Prato and P．Grisvard，Equations d＇évolution abstraites nonlinéaires de type parabolique，Ann．Mat．Pura Appl．，120（4）（1979），329－396．
［18］A．Lunardi，Analytic Semigroups and Optimal Regularity in Parabolic Problems， Birkhäuser，Basel， 1995.
［19］J．Escher and G．Prokert，Analyticity of solutions to nonlinear parabolic equations on manifolds and an application to Stokes flow，J．Math．Fluid Mech．，8（2006），1－35．
［20］J．Escher and G．Simonett，Classical solutions for Hele－Shaw models with surface tension， Adv．Diff．Eqns，2（1997），619－642．
［21］A．Pazy，Semigroups of Linear Operators and Applications to Partial Differential Equations， 2nd Edition，Springer－Verlag，New York， 1992.


[^0]:    基金项目：Specialized Research Fund for the Doctoral Program of Higher Education（200805611027，20103201120017）
    作者简介：Correspondence author：Zhou Fujun（1981－），male，associate professor，major research direction：PDEs．

