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Consider the following stochastic high-order nonlinear systems described by

$$
\begin{align*}
\mathrm{d} \eta_{1} & =\eta_{2}^{r} \mathrm{~d} t+\boldsymbol{\psi}_{1}\left(\eta_{1}\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
\mathrm{~d} \eta_{2} & =\eta_{3}^{r} \mathrm{~d} t+\boldsymbol{\psi}_{2}\left(\eta_{1}, \eta_{2}\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
& \vdots \\
\mathrm{~d} \eta_{n} & =v^{r} \mathrm{~d} t+\boldsymbol{\psi}_{n}\left(\eta_{1}, \cdots, \eta_{n}\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega}  \tag{1}\\
y & =\eta_{1}
\end{align*}
$$

where $\boldsymbol{\eta}=\left(\eta_{1}, \cdots, \eta_{n}\right)^{\mathrm{T}} \in \mathbf{R}^{n}, v \in \mathbf{R}$, and $y \in \mathbf{R}$ are the system state, input, and output, respectively. $\eta_{2}, \cdots, \eta_{n}$ are unmeasurable. $r \in \mathbf{R}^{*}=\{s \in \mathbf{R}: s=q / p \geq 1$ for any positive odd integers $p, q\} . \boldsymbol{\omega}$ is an $m$-dimensional standard Wiener process defined on a probability space $(\Omega, \mathcal{F}, P)$ with $\Omega$ being a sample space, $\mathcal{F}$ being a filtration, and $P$ being a probability measure. The mappings $\boldsymbol{\psi}_{i}: \mathbf{R}^{i} \rightarrow \mathbf{R}^{m}$, $i=1, \cdots, n$, are assumed to be at least $\mathcal{C}^{1}$ functions with $\boldsymbol{\psi}_{i}(0, \cdots, 0)=\mathbf{0}$.

When $r=1$, system (1) reduces to the well-known normal form, whose design of globally asymptotically stable (GAS) output-feedback controller design was firstly given by Deng and Krstić in [1]. Since then, by adopting different approaches, much research work has been focused on the output-feedback for more general stochastic nonlinear systems under various structures or growth conditions, e.g, $[2-4]$ and references therein.

For the case of $r$ being positive odd integer and $r>1$, similar to its deterministic counterpart in [5] and the related papers, some interesting features of (1) are that the Jacobian linearization of the system is neither controllable nor feedback linearizable, so the existing design tools are hardly applicable to (1). Reference [6] firstly considered this class of systems. Subsequently, [7-11] further addressed the different control problems for more general stochastic high-order nonlinear systems with different structures. All the results are achieved under the assumption that the power of stochastic nonlinear system is positive odd integer. While for more general systems in which system's power is only a ratio of odd integers (i.e., $r \in \mathbf{R}^{*}$ ),

[^0]to the best of authors' knowledge, the problem of outputfeedback stabilization has not yet been considered.

In this paper, extending the adding a power integrator technique, introducing a new rescaling transformation, and choosing an appropriate Lyapunov function, we develop a systematic design algorithm that achieves a smooth outputfeedback controller, which ensures that the equilibrium at the origin of the closed-loop system is globally asymptotically stable (GAS) in probability and the output can be regulated to the origin almost surely. Based on the result, we further address the problem of inverse optimal stabilization in probability.

Notations. The following notations are to be used throughout the paper. $\mathbf{R}_{+}$denotes the set of all nonnegative real numbers, and $\mathbf{R}^{n}$ denotes the real $n$-dimensional space. $\overline{\boldsymbol{x}}_{i}=\left(x_{1}, \cdots, x_{i}\right)^{\mathrm{T}}, \overline{\boldsymbol{x}}_{n}=\boldsymbol{x}$. For a given vector or matrix $X, X^{\mathrm{T}}$ denotes its transpose, $\operatorname{tr}\{X\}$ denotes its trace when $X$ is square, and $|\boldsymbol{X}|$ is the Euclidean norm of a vector $\boldsymbol{X} . C^{i}$ denotes the set of all functions with continuous $i$-th partial derivatives. $\mathcal{K}$ denotes the set of all functions: $\mathbf{R}_{+} \rightarrow \mathbf{R}_{+}$, which are continuous, strictly increasing and vanishing at zero; $\mathcal{K}_{\infty}$ denotes the set of all functions which are of class $\mathcal{K}$ and unbounded; $\mathcal{K} \mathcal{L}$ denotes the set of all functions $\beta(s, t): \mathbf{R}_{+} \times \mathbf{R}_{+} \rightarrow \mathbf{R}_{+}$, which are of $\mathcal{K}$ for each fixed $t$ and decrease to zero as $t \rightarrow \infty$ for each fixed $s$. For a class $\mathcal{K}_{\infty}$ function $\gamma$ whose derivative exists and is also a class $\mathcal{K}_{\infty}$ function, $\ell_{\gamma}$ denotes the transform $\ell_{\gamma}(s)=s(\dot{\gamma})^{-1}(s)-\gamma\left((\dot{\gamma})^{-1}(s)\right)$, where $(\dot{\gamma})^{-1}(s)$ stands for the inverse function of $\frac{\mathrm{d} \gamma(s)}{\mathrm{d} s}$ for any variable $s, L_{\boldsymbol{f}} V(\boldsymbol{x})=\frac{\partial V}{\partial \boldsymbol{x}} \boldsymbol{f}(\boldsymbol{x})$.

## 1 Mathematics preliminaries

Consider the following stochastic nonlinear system

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\boldsymbol{f}(\boldsymbol{x}) \mathrm{d} t+g(\boldsymbol{x})^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega}, \quad \boldsymbol{x}(\mathbf{0})=\boldsymbol{x}_{0} \in \mathbf{R}^{n} \tag{2}
\end{equation*}
$$

where $\boldsymbol{x} \in \mathbf{R}^{n}$ is the state of the system and $\boldsymbol{\omega}$ is an $m$-dimensional standard Wiener process defined on the complete probability space $(\Omega, \mathcal{F}, P)$. The Borel measurable functions $\boldsymbol{f}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ and $g^{\mathrm{T}}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n \times m}$ are locally Lipschitz in $\boldsymbol{x} \in \mathbf{R}^{n}$.

The following conclusions will be used throughout the paper.
Definition $1^{[12]}$. For any given $V(\boldsymbol{x}) \in \mathcal{C}^{2}$ associated with stochastic nonlinear system (2), the differential operator $\mathcal{L}$ is defined as

$$
\begin{equation*}
\mathcal{L} V(\boldsymbol{x})=\frac{\partial V}{\partial \boldsymbol{x}} \boldsymbol{f}(\boldsymbol{x})+\frac{1}{2} \operatorname{tr}\left\{g(\boldsymbol{x}) \frac{\partial^{2} V}{\partial \boldsymbol{x}^{2}} g(\boldsymbol{x})^{\mathrm{T}}\right\} \tag{3}
\end{equation*}
$$

Definition $2^{[12]}$. For the stochastic nonlinear system (2) with $\boldsymbol{f}(\mathbf{0})=\mathbf{0}$ and $g(\mathbf{0})=0$, the equilibrium $\boldsymbol{x}(t)=\mathbf{0}$ of (2) is GAS in probability if for any $\varepsilon>0$, there exists a class $\mathcal{K} \mathcal{L}$ function $\beta(\cdot, \cdot)$ such that $P\left\{|\boldsymbol{x}(t)|<\beta\left(\left|\boldsymbol{x}_{0}\right|, t\right)\right\} \geq 1-\varepsilon$ for any $t \geq 0$ and $\boldsymbol{x}_{0} \in \mathbf{R}^{n} \backslash\{\mathbf{0}\}$.

Lemma $1^{[12]}$. Consider the stochastic nonlinear system (2). If there exist a $\mathcal{C}^{2}$ function $V(\boldsymbol{x})$, class $\mathcal{K}_{\infty}$ functions $\alpha_{1}$ and $\alpha_{2}$, constants $c_{1}>0, c_{2} \geq 0$, and a nonnegative function $W(\boldsymbol{x})$ such that $\alpha_{1}(|\boldsymbol{x}|) \leq V(\boldsymbol{x}) \leq \alpha_{2}(|\boldsymbol{x}|)$ and $\mathcal{L} V \leq-c_{1} W(\boldsymbol{x})+c_{2}$, then

1) For (2), there exists an almost surely unique solution on $[0, \infty)$;
2) When $c_{2}=0, \boldsymbol{f}(\mathbf{0})=\mathbf{0}, g(\mathbf{0})=0$, and $W(\boldsymbol{x})=$ $\alpha_{3}(|\boldsymbol{x}|)$, where $\alpha_{3}(\cdot)$ is a class $\mathcal{K}$ function, the equilibrium $\boldsymbol{x}=\mathbf{0}$ is GAS in probability, and $P\left\{\lim _{t \rightarrow \infty}|\boldsymbol{x}(t)|=0\right\}=1$.

Lemma $\mathbf{2}^{[13]}$. For $x \in \mathbf{R}, y \in \mathbf{R}$, and $p \geq 1$ is a constant, we have $|x+y|^{p} \leq 2^{p-1}\left|x^{p}+y^{p}\right|$, if $p \in \overline{\mathbf{R}}^{*}$, then $|x-y|^{p} \leq 2^{p-1}\left|x^{p}-y^{p}\right|$.

Lemma $3^{[14]}$. Let $c, d$ be positive constants. For any positive number $\gamma>0$, then $|x|^{c}|y|^{d} \leq \frac{c}{c+d} \gamma|x|^{c+d}+$ $\frac{d}{c+d} \gamma^{-\frac{c}{d}}|y|^{c+d}$.
Lemma $4^{[1]]}$. If $x_{1}, \cdots, x_{n}, p$ are positive real numbers, then $\left(x_{1}+\cdots+x_{n}\right)^{p} \leq \max \left\{n^{p-1}, 1\right\}\left(x_{1}^{p}+\cdots+x_{n}^{p}\right)$.

Lemma $5^{[13]}$. Let $p \in \mathbf{R}^{*}$ and $x, y$ be real-valued functions. For a constant $c>0$, one has $\left|x^{p}-y^{p}\right| \leq$ $p|x-y|\left(x^{p-1}+y^{p-1}\right) \leq c\left|x-y \|(x-y)^{p-1}+y^{p-1}\right|$.

Lemma 6. If $x, y$ are any real numbers and $p \in \mathbf{R}^{*}$, then $-(x-y)\left(x^{p}-y^{p}\right) \leq-\frac{1}{2^{p-1}}(x-y)^{p+1}$.

Proof. Since $p \in \mathbf{R}^{*}$, from Lemma 2, one has

$$
\begin{equation*}
|x-y|^{p} \leq 2^{p-1}\left|x^{p}-y^{p}\right| \tag{4}
\end{equation*}
$$

Multiplying inequality (4) on both sides by $|x-y|$, we obtain

$$
\begin{equation*}
|x-y|^{p+1} \leq 2^{p-1}|x-y|\left|x^{p}-y^{p}\right| \tag{5}
\end{equation*}
$$

We consider two cases.

1) When $x-y>0$, (5) becomes $(x-y)^{p+1} \leq 2^{p-1}(x-$ $y)\left|x^{p}-y^{p}\right|$. It is easy to prove that for any $\bar{x} \in \mathbf{R}, p \in$ $\mathbf{R}^{*}, f(x)=x^{p}$ is a increasing function, hence $x^{p} \geq y^{p}$, from which $(x-y)^{p+1} \leq 2^{p-1}(x-y)\left(x^{p}-y^{p}\right)$ holds.
2) By the symmetry property, it is similar to deduce that the inequality $(x-y)^{p+1} \leq 2^{p-1}(x-y)\left(x^{p}-y^{p}\right)$ also holds for $x-y<0$. Combining 1) with 2) leads to the inequality.

Consider the following stochastic nonlinear system

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\hat{\boldsymbol{f}}(\boldsymbol{x}) \mathrm{d} t+\hat{g}_{1}(\boldsymbol{x}) \mathrm{d} \boldsymbol{\omega}+\hat{\boldsymbol{g}}_{2}(\boldsymbol{x}) u^{r} \mathrm{~d} t, \quad \boldsymbol{x}_{0} \in \mathbf{R}^{n} \tag{6}
\end{equation*}
$$

where $\boldsymbol{x}$ and $\boldsymbol{\omega}$ have the same definitions as those in (2), $\hat{\boldsymbol{f}}$ : $\mathbf{R}^{n} \rightarrow \mathbf{R}^{n}, \hat{g}_{1}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n \times m}$, and $\hat{\boldsymbol{g}}_{2}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ are some Borel measurable functions, and $u$ is the input. We give the result on the problem of inverse optimal stabilization in probability.

Lemma $\boldsymbol{7}^{[7]}$. Consider the control law

$$
\begin{align*}
u= & \alpha(\boldsymbol{x})= \\
& -\left[R(\boldsymbol{x})^{-1}\left(L_{\hat{\boldsymbol{g}}_{2}} V\right)^{\mathrm{T}} \frac{\ell_{\gamma}\left(\left|\left(L_{\hat{\boldsymbol{g}}_{2}} V\right) R(\boldsymbol{x})^{-\frac{1}{2}}\right|\right)}{\left|\left(L_{\boldsymbol{g}_{2}} V\right) R(\boldsymbol{x})^{-\frac{1}{2}}\right|^{2}}\right]^{\frac{1}{r}} \tag{7}
\end{align*}
$$

where $V(\boldsymbol{x})$ is a Lyapunov function candidate, $\gamma(\cdot)$ is a class $\mathcal{K}_{\infty}$ function whose derivative exists and is also a class $\mathcal{K}_{\infty}$ function, and $R(\boldsymbol{x})=R(\boldsymbol{x})^{\mathrm{T}}>0$ is a matrix-valued function. If the control law (7) achieves GAS in probability
for (6) with respect to $V(\boldsymbol{x})$, then the control law

$$
\begin{align*}
u^{*}= & \alpha^{*}(\boldsymbol{x})= \\
& -\left[\frac{\beta}{2} R(\boldsymbol{x})^{-1}\left(L_{\hat{\boldsymbol{g}}_{2}} V\right)^{\mathrm{T}} \frac{(\dot{\gamma})^{-1}\left(\left|\left(L_{\hat{\boldsymbol{g}}_{2}} V\right) R(\boldsymbol{x})^{-\frac{1}{2}}\right|\right)}{\left|\left(L_{\hat{\boldsymbol{g}}_{2}} V\right) R(\boldsymbol{x})^{-\frac{1}{2}}\right|}\right]^{\frac{1}{r}} \tag{8}
\end{align*}
$$

solves the problem of inverse optimal stabilization in probability for (6) by minimizing the cost function

$$
\begin{equation*}
J(u)=\mathrm{E}\left\{\int_{0}^{\infty}\left[l(\boldsymbol{x})+\beta^{2} \gamma\left(\frac{2}{\beta}\left|R(\boldsymbol{x})^{\frac{1}{2}} u^{r}\right|\right)\right] \mathrm{d} \tau\right\} \tag{9}
\end{equation*}
$$

where $l(\boldsymbol{x})=2 \beta\left[\ell_{\gamma}\left(\left|\left(L_{\hat{\boldsymbol{g}}_{2}} V\right) R(\boldsymbol{x})^{-\frac{1}{2}}\right|\right)-L_{\hat{\boldsymbol{f}}} V-\right.$
$\left.\frac{1}{2} \operatorname{tr}\left\{\hat{g}_{1}(\boldsymbol{x})^{\mathrm{T}} \frac{\partial^{2} V(\boldsymbol{x})}{\partial \boldsymbol{x}^{2}} \hat{g}_{1}(\boldsymbol{x})\right\}\right]+\beta(\beta-2) \ell_{\gamma}\left(\left|\left(L_{\hat{\boldsymbol{g}}_{2}} V\right) R(\boldsymbol{x})^{-\frac{1}{2}}\right|\right)$, $\beta \geq 2$.

## 2 Output-feedback controller design

The objective of this paper is to design an outputfeedback controller for system (1) such that the closed-loop system is GAS in probability at the origin, the output can be regulated to the origin almost surely, and the controller is also optimal in probability.

In this paper, we need the following assumption.
Assumption 1. Given $r$ defined in (1), there exists a nonnegative constant $a$ such that

$$
\left|\boldsymbol{\psi}_{i}\left(\eta_{1}, \cdots, \eta_{i}\right)\right| \leq a\left(\left|\eta_{1}\right|^{\frac{1+r}{2}}+\left|\eta_{2}\right|^{\frac{1+r}{2}}+\cdots+\left|\eta_{i}\right|^{\frac{1+r}{2}}\right)
$$

Remark 1. To obtain a linear smooth state-feedback controller and use the certainty equivalence principle in [15] to achieve an implementable controller, Assumption 1 is necessary.
Before giving the design of controller, we first introduce a new rescaling transformation

$$
\begin{align*}
\eta_{1} & =x_{1}, \quad \eta_{i}=N^{\frac{1}{r}+\cdots+\frac{1}{r^{i-1}}} x_{i}, \quad i=2, \cdots, n \\
v & =p_{0} N^{\frac{1}{r}+\cdots+\frac{1}{r^{n}}} u \tag{10}
\end{align*}
$$

with which (1) can be expressed as

$$
\begin{align*}
\mathrm{d} x_{1} & =N x_{2}^{r} \mathrm{~d} t+\boldsymbol{\varphi}_{1}\left(x_{1}\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
\mathrm{~d} x_{2} & =N x_{3}^{r} \mathrm{~d} t+\boldsymbol{\varphi}_{2}\left(\overline{\boldsymbol{x}}_{2}\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
& \vdots \\
\mathrm{~d} x_{n} & =N p_{0}^{r} u^{r} \mathrm{~d} t+\boldsymbol{\varphi}_{n}\left(\overline{\boldsymbol{x}}_{n}\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega}  \tag{11}\\
y & =x_{1}
\end{align*}
$$

where $N \geq 1$ and $p_{0}>0$ are rescaling factors to be assigned later, $\varphi_{1}=\boldsymbol{\psi}_{1}, \boldsymbol{\varphi}_{i}=\frac{\psi_{i}}{N^{\frac{1}{r}+\cdots+\frac{1}{r^{i-1}}}}, i=2, \cdots, n$. Using $N \geq 1$ and Assumption 1, it is easy to deduce that

$$
\begin{align*}
& \left|\boldsymbol{\varphi}_{1}\right|=\left|\boldsymbol{\psi}_{1}\right| \leq a\left|\eta_{1}\right|^{\frac{1+r}{2}}=a\left|x_{1}\right|^{\frac{1+r}{2}} \\
& \left|\boldsymbol{\varphi}_{i}\right| \leq a N^{\frac{1}{2}-\frac{1}{2 r^{i-1}}}\left(\left|x_{1}\right|^{\frac{1+r}{2}}+\cdots+\left|x_{i}\right|^{\frac{1+r}{2}}\right) \tag{12}
\end{align*}
$$

where $i=2, \cdots, n$.
The design procedure of output-feedback controller can be divided into two steps.

### 2.1 State-feedback design

In this subsection, under the assumption that all the states are available for measurement, one will construct a partial state-feedback linear controller.

Step 1. Introduce $\xi_{1}=x_{1}$ and construct the first Lyapunov function $V_{1}\left(\xi_{1}\right)=\frac{1}{4} p_{1} \xi_{1}^{4}$, where $p_{1}>0$ is a constant. With the help of (3), (11), (12), and $N \geq 1$, it can be verified that

$$
\begin{gather*}
\mathcal{L} V_{1}\left(\xi_{1}\right)=N p_{1} \xi_{1}^{3} x_{2}^{r}+\frac{3}{2} p_{1} \xi_{1}^{2} \operatorname{tr}\left\{\boldsymbol{\varphi}_{1}\left(x_{1}\right) \boldsymbol{\varphi}_{1}\left(x_{1}\right)^{\mathrm{T}}\right\} \leq \\
N\left(p_{1} \xi_{1}^{3} x_{2}^{r}+\frac{3}{2} a^{2} p_{1} \xi_{1}^{3+r}\right) \tag{13}
\end{gather*}
$$

Choosing the first smooth virtual controller

$$
\begin{equation*}
x_{2}^{*}=-b_{1} \xi_{1}, \quad b_{1}=\left(\frac{c_{1,1}}{p_{1}}+\frac{3}{2} a^{2}\right)^{\frac{1}{r}}, \quad c_{1,1}>0 \tag{14}
\end{equation*}
$$

leads to

$$
\begin{equation*}
\mathcal{L} V_{1}\left(\xi_{1}\right) \leq N\left(-c_{1,1} \xi_{1}^{3+r}+p_{1} \xi_{1}^{3}\left(x_{2}^{r}-x_{2}^{* r}\right)\right) \tag{15}
\end{equation*}
$$

Step $\boldsymbol{i}(\boldsymbol{i}=\mathbf{2}, \cdots, \boldsymbol{n})$. Suppose that at step $i-1$, there exist a set of virtual controllers $x_{1}^{*}, \cdots, x_{i}^{*}$ defined by

$$
\begin{align*}
& x_{1}^{*}=0, \quad \xi_{1}=x_{1}-x_{1}^{*}=x_{1} \\
& x_{k}^{*}=-b_{k-1} \xi_{k-1}, \quad \xi_{k}=x_{k}-x_{k}^{*}=x_{k}+b_{k-1} \xi_{k-1} \tag{16}
\end{align*}
$$

such that the $(i-1)$-th Lyapunov function $V_{i-1}\left(\overline{\boldsymbol{\xi}}_{i-1}\right)=$ $\frac{1}{4} \sum_{j=1}^{i-1} p_{j} \xi_{j}^{4}$ satisfies

$$
\begin{align*}
& \mathcal{L} V_{i-1}\left(\overline{\boldsymbol{\xi}}_{i-1}\right) \leq \\
& \quad N\left(-\sum_{j=1}^{i-1} c_{i-1, j} \xi_{j}^{3+r}+p_{i-1} \xi_{i-1}^{3}\left(x_{i}^{r}-x_{i}^{* r}\right)\right) \tag{17}
\end{align*}
$$

where $k=2, \cdots, i, b_{1}, \cdots, b_{i-1}>0$ are designed parameters and $c_{i-1, j}, p_{j}, j=1, \cdots, i-1$, are positive constants. We will prove that (17) still holds for Step $i$.

By (11) and (16), one has

$$
\begin{align*}
\mathrm{d} \xi_{i}= & N\left(x_{i+1}^{r}+\sum_{k=1}^{i-1} b_{i-1} \cdots b_{k} x_{k+1}^{r}\right) \mathrm{d} t+ \\
& \left(\boldsymbol{\varphi}_{i}\left(\overline{\boldsymbol{x}}_{i}\right)+\sum_{k=1}^{i-1} b_{i-1} \cdots b_{k} \boldsymbol{\varphi}_{k}\left(\overline{\boldsymbol{x}}_{k}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \tag{18}
\end{align*}
$$

Consider the following Lyapunov function candidate

$$
\begin{equation*}
V_{i}\left(\overline{\boldsymbol{\xi}}_{i}\right)=V_{i-1}\left(\overline{\boldsymbol{\xi}}_{i-1}\right)+\frac{1}{4} p_{i} \xi_{i}^{4} \tag{19}
\end{equation*}
$$

where $p_{i}>0$ is a constant. From (17) $\sim(19)$, it follows that

$$
\begin{align*}
\mathcal{L} V_{i}\left(\overline{\boldsymbol{\xi}}_{i}\right) \leq & N\left(-\sum_{j=1}^{i-1} c_{i-1, j} \xi_{j}^{3+r}+p_{i} \xi_{i}^{3} x_{i+1}^{r}+\right. \\
& p_{i-1} \xi_{i-1}^{3}\left(x_{i}^{r}-x_{i}^{* r}\right)+p_{i} \xi_{i}^{3} \sum_{k=1}^{i-1} b_{i-1} \cdots b_{k} x_{k+1}^{r}+ \\
& \left.\frac{3}{2} p_{i} \xi_{i}^{2}\left|\boldsymbol{\varphi}_{i}\left(\overline{\boldsymbol{x}}_{i}\right)+\sum_{k=1}^{i-1} b_{i-1} \cdots b_{k} \boldsymbol{\varphi}_{k}\left(\overline{\boldsymbol{x}}_{k}\right)\right|^{2}\right) \tag{20}
\end{align*}
$$

Using (12), (16), and Lemmas $2 \sim 5$, one gets

$$
\begin{align*}
& p_{i-1} \xi_{i-1}^{3}\left(x_{i}^{r}-x_{i}^{* r}\right) \leq \\
& \quad\left(b_{i, i-1,1}+b_{i, i, 1}\right) \xi_{i-1}^{3+r}+\rho_{i, 1} \xi_{i}^{3+r}  \tag{21}\\
& p_{i} \xi_{i}^{3} \sum_{k=1}^{i-1} b_{i-1} \cdots b_{k} x_{k+1}^{r} \leq \\
& b_{i, 1,2} \xi_{1}^{3+r}+\cdots+b_{i, i-1,2} \xi_{i-1}^{3+r}+\rho_{i, 2} \xi_{i}^{3+r}  \tag{22}\\
& \frac{3}{2} p_{i} \xi_{i}^{2}\left|\boldsymbol{\varphi}_{i}\left(\overline{\boldsymbol{x}}_{i}\right)+\sum_{k=1}^{i-1} b_{i-1} \cdots b_{k} \boldsymbol{\varphi}_{k}\left(\overline{\boldsymbol{x}}_{k}\right)\right|^{2} \leq \\
& \quad b_{i, 1,3} \xi_{1}^{3+r}+\cdots+b_{i, i-1,3} \xi_{i-1}^{3+r}+\rho_{i, 3} \xi_{i}^{3+r} \tag{23}
\end{align*}
$$

where $\rho_{i, 1}, \rho_{i, 2}, \rho_{i, 3}, b_{i, i-1,1}, b_{i, i, 1}, b_{i, 1,2}, \cdots, b_{i, i-1,2}$, and $b_{i, 1,3}, \cdots, b_{i, i-1,3}$ are positive constants. Choosing $c_{i, 1}=$ $c_{i-1,1}-b_{i, 1,2}-b_{i, 1,3}>0, \cdots c_{i, i-2}=c_{i-1, i-2}-b_{i, i-2,2}-$ $b_{i, i-2,3}>0, c_{i, i-1}=c_{i-1, i-1}-b_{i, i-1,1}-b_{i, i, 1}-b_{i, i-1,2}-$ $b_{i, i-1,3}>0$, and substituting (21) $\sim(23)$ into (20), one has $\mathcal{L} V_{i}\left(\bar{\xi}_{i}\right) \leq N\left(-\sum_{j=1}^{i-1} c_{i, j} \xi_{j}^{3+r}+p_{i} \xi_{i}^{3}\left(x_{i+1}^{r}-x_{i+1}^{* r}\right)+\right.$ $p_{i} \xi_{i}^{3} x_{i+1}^{* r}+\rho_{i} \xi_{i}^{3+r}$ ), where $\rho_{i}=\rho_{i, 1}+\rho_{i, 2}+\rho_{i, 3}$ is a positive real number, which together with the $i$-th smooth virtual controller

$$
\begin{equation*}
x_{i+1}^{*}=-b_{i} \xi_{i}, \quad b_{i}=\left(\frac{c_{i, i}+\rho_{i}}{p_{i}}\right)^{\frac{1}{r}}, \quad c_{i, i}>0 \tag{24}
\end{equation*}
$$

lead to

$$
\begin{equation*}
\mathcal{L} V_{i}\left(\overline{\boldsymbol{\xi}}_{i}\right) \leq N\left(-\sum_{j=1}^{i} c_{i, j} \xi_{j}^{3+r}+p_{i} \xi_{i}^{3}\left(x_{i+1}^{r}-x_{i+1}^{* r}\right)\right) \tag{25}
\end{equation*}
$$

Step $\boldsymbol{n}$. Consider the Lyapunov function candidate

$$
\begin{equation*}
V_{n}\left(\overline{\boldsymbol{\xi}}_{n}\right)=V_{n-1}\left(\overline{\boldsymbol{\xi}}_{n-1}\right)+\frac{1}{4} p_{n} \xi_{n}^{4} \tag{26}
\end{equation*}
$$

where $p_{n}>0$ is an appropriate constant. By (11), (12), (16), (25), and (26), one gets

$$
\begin{align*}
\mathcal{L} V_{n}\left(\overline{\boldsymbol{\xi}}_{n}\right) \leq & N\left(-\sum_{j=1}^{n-1} c_{n, j} \xi_{j}^{3+r}+p_{n} p_{0}^{r} \xi_{n}^{3}\left(u^{r}(x)-x_{n+1}^{* r}\right)+\right. \\
& \left.p_{n} p_{0}^{r} \xi_{n}^{3} x_{n+1}^{* r}+\rho_{n} \xi_{n}^{3+r}\right) \tag{27}
\end{align*}
$$

where $\rho_{n}, c_{n, j}, j=1, \cdots, n-1$, are positive constants. Choosing $p_{0}=p_{n}^{-\frac{1}{r}}$ and defining the $n$-th smooth virtual control law

$$
\begin{equation*}
x_{n+1}^{*}=-b_{n} \xi_{n}, \quad b_{n}=\left(c_{n, n}+\rho_{n}\right)^{\frac{1}{r}}, \quad c_{n, n}>0 \tag{28}
\end{equation*}
$$

and by (27) and (28), one gets

$$
\begin{equation*}
\mathcal{L} V_{n}\left(\overline{\boldsymbol{\xi}}_{n}\right) \leq N\left(-\sum_{j=1}^{n} c_{n, j} \xi_{j}^{3+r}+\xi_{n}^{3}\left(u^{r}-x_{n+1}^{* r}\right)\right) \tag{29}
\end{equation*}
$$

By (14), (16), (24), and (28), one gets the smooth statefeedback control law

$$
\begin{equation*}
x_{n+1}^{*}=-b_{n} \xi_{n}=-\left(\beta_{1} x_{1}+\beta_{2} x_{2}+\cdots+\beta_{n} x_{n}\right) \tag{30}
\end{equation*}
$$

where $\beta_{i}=\prod_{j=i}^{n} b_{j}, i=1, \cdots, n$.
Remark 2. For general system (11), under the assumption that $x_{1}, x_{2}, \cdots, x_{n}$ are measurable, in the design procedure of controller, we can only give the existence of $\rho_{i, 1}, \rho_{i, 2}$, and $\rho_{i, 3}, i=2, \cdots, n$, obtained by using Lemmas $2 \sim 5$ rather than their explicit definitions. While for a practical example, by appropriately choosing design parameters, $\rho_{i, 1}, \rho_{i, 2}$, and $\rho_{i, 3}, i=2, \cdots, n$, can be concretely achieved; see Section 4 for details.

### 2.2 Output-feedback design

Since $\left(x_{2}, \cdots, x_{n}\right)$ of (11) are unmeasurable, in this subsection, by constructing a reduced-order observer and using the certainty equivalence principle in [15], an outputfeedback controller is designed.

Introduce the unmeasurable variables

$$
\begin{equation*}
z_{i}=x_{i}-\ell_{i} \cdots \ell_{2} x_{1}, \quad i=2, \cdots, n \tag{31}
\end{equation*}
$$

where the parameters $\ell_{2}, \cdots, \ell_{n} \geq 1$ are gain constants to be determined later. From (31) and (11), it follows that

$$
\begin{align*}
& \mathrm{d} z_{2}=N\left(x_{3}^{r}-\ell_{2} x_{2}^{r}\right) \mathrm{d} t+\left(\boldsymbol{\varphi}_{2}\left(\overline{\boldsymbol{x}}_{2}\right)-\ell_{2} \boldsymbol{\varphi}_{1}\left(x_{1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
& \vdots \\
& \mathrm{~d} z_{n-1}= \\
& \quad N\left(x_{n}^{r}-\ell_{n-1} \cdots \ell_{2} x_{2}^{r}\right) \mathrm{d} t+ \\
& \quad\left(\boldsymbol{\varphi}_{n-1}\left(\overline{\boldsymbol{x}}_{n-1}\right)-\ell_{n-1} \cdots \ell_{2} \boldsymbol{\varphi}_{1}\left(x_{1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega}  \tag{32}\\
& \mathrm{~d} z_{n}=N\left(p_{0}^{r} u^{r}-\ell_{n} \cdots \ell_{2} x_{2}^{r}\right) \mathrm{d} t+ \\
& \quad\left(\boldsymbol{\varphi}_{n}\left(\overline{\boldsymbol{x}}_{n}\right)-\ell_{n} \cdots \ell_{2} \boldsymbol{\varphi}_{1}\left(x_{1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega}
\end{align*}
$$

In view of (32), one can construct the ( $n-1$ )-dimensional observer as follows

$$
\begin{align*}
& \dot{\hat{z}}_{2}=N\left(\hat{z}_{3}+\ell_{3} \ell_{2} x_{1}\right)^{r}-N \ell_{2}\left(\hat{z}_{2}+\ell_{2} x_{1}\right)^{r} \\
& \quad \vdots \\
& \dot{\hat{z}}_{n-1}=N\left(\hat{z}_{n}+\ell_{n} \cdots \ell_{2} x_{1}\right)^{r}-N \ell_{n-1} \cdots \ell_{2}\left(\hat{z}_{2}+\ell_{2} x_{1}\right)^{r}  \tag{33}\\
& \dot{\hat{z}}_{n}=N p_{0}^{r} u^{r}-N \ell_{n} \cdots \ell_{2}\left(\hat{z}_{2}+\ell_{2} x_{1}\right)^{r}
\end{align*}
$$

It is obvious that the reduced-order observer (33) is implementable, and the estimate $\hat{x}_{i}$ of $x_{i}$ can be obtained by

$$
\begin{equation*}
\hat{x}_{i}=\hat{z}_{i}+\ell_{i} \cdots \ell_{2} x_{1}, \quad i=2, \cdots, n \tag{34}
\end{equation*}
$$

Let $e_{i}=x_{i}-\hat{x}_{i}=z_{i}-\hat{z}_{i}, i=2, \cdots, n$. By (32) and (33), the error dynamics are given by

$$
\begin{align*}
& \mathrm{d} e_{2}= N\left(\left(x_{3}^{r}-\hat{x}_{3}^{r}\right)-\ell_{2}\left(x_{2}^{r}-\hat{x}_{2}^{r}\right)\right) \mathrm{d} t+ \\
&\left(\boldsymbol{\varphi}_{2}\left(\overline{\boldsymbol{x}}_{2}\right)-\ell_{2} \boldsymbol{\varphi}_{1}\left(x_{1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
& \vdots \\
& \mathrm{~d} e_{n-1}= N\left(\left(x_{n}^{r}-\hat{x}_{n}^{r}\right)-\ell_{n-1} \cdots \ell_{2}\left(x_{2}^{r}-\hat{x}_{2}^{r}\right)\right) \mathrm{d} t+ \\
&\left(\boldsymbol{\varphi}_{n-1}\left(\overline{\boldsymbol{x}}_{n-1}\right)-\ell_{n-1} \cdots \ell_{2} \boldsymbol{\varphi}_{1}\left(x_{1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
& \mathrm{~d} e_{n}=- N \ell_{n} \cdots \ell_{2}\left(x_{2}^{r}-\hat{x}_{2}^{r}\right) \mathrm{d} t+  \tag{35}\\
&\left(\boldsymbol{\varphi}_{n}\left(\overline{\boldsymbol{x}}_{n}\right)-\ell_{n} \cdots \ell_{2} \boldsymbol{\varphi}_{1}\left(x_{1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega}
\end{align*}
$$

Using the certainty equivalence principle, from (30) one achieves the implementable controller

$$
\begin{equation*}
u=-b_{n} \hat{\xi}_{n}=-\left(\beta_{1} x_{1}+\beta_{2} \hat{x}_{2}+\cdots+\beta_{n} \hat{x}_{n}\right) \tag{36}
\end{equation*}
$$

To estimate $\xi_{n}^{3}\left(u^{r}-x_{n+1}^{* r}\right)$ in (29), we first use Lemmas $3 \sim 5$ to develop the following estimation.

$$
\begin{align*}
\left|\xi_{n}^{3}\left(u^{r}-x_{n+1}^{* r}\right)\right| \leq \hat{c}\left|\xi_{n}\right|^{3} & \sum_{i=2}^{n} \beta_{i}\left|e_{i}\right|\left(\sum_{i=2}^{n} e_{i}^{r-1}+\sum_{i=1}^{n} \xi_{i}^{r-1}\right) \leq \\
& \sum_{i=1}^{n} \hat{c}_{n, i} \xi_{i}^{3+r}+\sum_{i=2}^{n} \hat{\rho}_{i} e_{i}^{3+r} \tag{37}
\end{align*}
$$

where $\hat{c}, \hat{\rho}_{i}, i=2, \cdots, n$, and $0<\hat{c}_{n, i}<c_{n, i}$ are constants independent of $\ell_{2}, \cdots, \ell_{n}, N$. Substituting (37) into (29), one has

$$
\begin{equation*}
\mathcal{L} V_{n}\left(\overline{\boldsymbol{\xi}}_{n}\right) \leq N\left(-\sum_{i=1}^{n}\left(c_{n, i}-\hat{c}_{n, i}\right) \xi_{i}^{3+r}+\sum_{i=2}^{n} \hat{\rho}_{i} e_{i}^{3+r}\right) \tag{38}
\end{equation*}
$$

To determine the observer gains $\ell_{2}, \cdots, \ell_{n}$, one considers the change of coordinates:

$$
\begin{equation*}
\tilde{e}_{2}=e_{2}, \quad \tilde{e}_{3}=e_{3}-\ell_{3} e_{2}, \cdots, \tilde{e}_{n}=e_{n}-\ell_{n} e_{n-1} \tag{39}
\end{equation*}
$$

By (39) and Lemma 4, (38) can be represented as

$$
\begin{align*}
\mathcal{L} V_{n} \leq & N\left(-\sum_{i=1}^{n}\left(c_{n, i}-\hat{c}_{n, i}\right) \xi_{i}^{3+r}+\hat{c}_{2}\left(\ell_{3}, \cdots, \ell_{n}\right) \tilde{e}_{2}^{3+r}+\right. \\
& \left.\cdots+\hat{c}_{n-1}\left(\ell_{n}\right) \tilde{e}_{n-1}^{3+r}+\hat{c}_{n} \tilde{e}_{n}^{3+r}\right) \tag{40}
\end{align*}
$$

where $\hat{c}_{2}\left(\ell_{3}, \cdots, \ell_{n}\right), \cdots, \hat{c}_{n-1}\left(\ell_{n}\right)$ are positive real numbers independent of $N$, and $\hat{c}_{n}>0$ is a known constant independent of $N$ and all the $\ell_{i}$ s. By (35) and (39), thus

$$
\begin{align*}
& \mathrm{d} \tilde{e}_{2}= N\left(\left(x_{3}^{r}-\hat{x}_{3}^{r}\right)-\ell_{2}\left(x_{2}^{r}-\hat{x}_{2}^{r}\right)\right) \mathrm{d} t+ \\
&\left(\boldsymbol{\varphi}_{2}\left(\overline{\boldsymbol{x}}_{2}\right)-\ell_{2} \boldsymbol{\varphi}_{1}\left(x_{1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
& \vdots \\
& \mathrm{~d} \tilde{e}_{n-1}= N\left(\left(x_{n}^{r}-\hat{x}_{n}^{r}\right)-\ell_{n-1}\left(x_{n-1}^{r}-\hat{x}_{n-1}^{r}\right)\right) \mathrm{d} t+ \\
&\left(\boldsymbol{\varphi}_{n-1}\left(\overline{\boldsymbol{x}}_{n-1}\right)-\ell_{n-1} \boldsymbol{\varphi}_{n-2}\left(\overline{\boldsymbol{x}}_{n-2}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega} \\
& \mathrm{~d} \tilde{e}_{n}=- N \ell_{n}\left(x_{n}^{r}-\hat{x}_{n}^{r}\right) \mathrm{d} t+  \tag{41}\\
&\left(\boldsymbol{\varphi}_{n}\left(\overline{\boldsymbol{x}}_{n}\right)-\ell_{n} \boldsymbol{\varphi}_{n-1}\left(\overline{\boldsymbol{x}}_{n-1}\right)\right)^{\mathrm{T}} \mathrm{~d} \boldsymbol{\omega}
\end{align*}
$$

Considering the following Lyapunov function

$$
\begin{equation*}
W_{n}(\tilde{\boldsymbol{e}})=\frac{1}{4} \ell \sum_{i=2}^{n} \tilde{e}_{i}^{4} \tag{42}
\end{equation*}
$$

where $\ell>0$ is a constant and $\tilde{\boldsymbol{e}}=\left(\tilde{e}_{2}, \cdots, \tilde{e}_{n}\right)$, a direct calculation leads to

$$
\begin{align*}
\mathcal{L} W_{n}= & N\left(-\sum_{i=2}^{n} \ell \ell_{i} \tilde{e}_{i}^{3}\left(\left(\hat{x}_{i}+\tilde{e}_{i}\right)^{r}-\hat{x}_{i}^{r}\right)+\right. \\
& \sum_{i=3}^{n} \ell\left(x_{i}^{r}-\hat{x}_{i}^{r}\right) \tilde{e}_{i-1}^{3}-\sum_{i=2}^{n} \ell \ell_{i} \tilde{e}_{i}^{3}\left(x_{i}^{r}-\left(\hat{x}_{i}+\tilde{e}_{i}\right)^{r}\right)+ \\
& \left.\sum_{i=2}^{n} \frac{3 \ell}{2 N} \tilde{e}_{i}^{2}\left|\varphi_{i}\left(\overline{\boldsymbol{x}}_{i}\right)-\ell_{i} \boldsymbol{\varphi}_{i-1}\left(\overline{\boldsymbol{x}}_{i-1}\right)\right|^{2}\right) \tag{43}
\end{align*}
$$

We concentrate on each term on the right-hand side of (43). By Lemma 6, one has

$$
\begin{equation*}
-\ell \ell_{i} \tilde{e}_{i}^{3}\left(\left(\hat{x}_{i}+\tilde{e}_{i}\right)^{r}-\hat{x}_{i}^{r}\right) \leq-\frac{\ell \ell_{i}}{2^{r-1}} \tilde{e}_{i}^{3+r}, i=2, \cdots, n \tag{44}
\end{equation*}
$$

Using (16) and (39), Lemmas $2 \sim 4$, and $e_{i}=x_{i}-\hat{x}_{i}$, for $i=3, \cdots, n$, one obtains

$$
\begin{align*}
& \left|\ell\left(x_{i}^{r}-\hat{x}_{i}^{r}\right) \tilde{e}_{i-1}^{3}\right| \leq \\
& \quad \ell\left|\tilde{e}_{i-1}\right|^{3}\left(2^{r-1}\left(2^{r-1}+1\right)\left(\left|\xi_{i}\right|^{r}+\left|b_{i-1} \xi_{i-1}\right|^{r}\right)+\right. \\
& \left.\quad(i-1)^{r} 2^{r-1}\left(\ell_{i}^{r} \cdots \ell_{3}^{r}\left|\tilde{e}_{2}\right|^{r}+\cdots+\ell_{i}^{r}\left|\tilde{e}_{i-1}\right|^{r}+\left|\tilde{e}_{i}\right|^{r}\right)\right) \leq \\
& \quad \varrho_{1, i}\left(\xi_{i-1}^{3+r}+\xi_{i}^{3+r}\right)+\tilde{c}_{i, 2}\left(\ell_{3}, \cdots, \ell_{i}\right) \tilde{e}_{2}^{3+r}+\cdots+ \\
& \quad \tilde{c}_{i, i-2}\left(\ell_{i-1}, \ell_{i}\right) \tilde{e}_{i-2}^{3+r}+\tilde{c}_{i, i-1}\left(\varrho_{1, i}, \ell_{i}\right) \tilde{e}_{i-1}^{3+r}+\tilde{c}_{i, i} \tilde{e}_{i}^{3+r}(45 \tag{45}
\end{align*}
$$

where $\tilde{c}_{i, 2}\left(\ell_{3}, \cdots, \ell_{i}\right), \cdots, \tilde{c}_{i, i-2}\left(\ell_{i-1}, \ell_{i}\right), \tilde{c}_{i, i-1}\left(\varrho_{1, i}, \ell_{i}\right)$, $\tilde{c}_{i, i}$ are positive real numbers independent of $N$, and $\varrho_{1, i}>$ 0 is a constant independent of $N$ and $\ell_{i}$. Using (16), Lemmas $2 \sim 5$, and $x_{i}-\hat{x}_{i}-\tilde{e}_{i}=e_{i}-\tilde{e}_{i}=\ell_{i} \cdots \ell_{3} \tilde{e}_{2}+\cdots+\ell_{i} \tilde{e}_{i-1}$
for $i=2, \cdots, n$, one has

$$
\begin{align*}
& \left|-\ell \ell_{i} \tilde{e}_{i}^{3}\left(x_{i}^{r}-\left(\hat{x}_{i}+\tilde{e}_{i}\right)^{r}\right)\right| \leq \\
& r \ell \ell_{i}\left|\tilde{e}_{i}\right|^{3}\left(\ell_{i} \cdots \ell_{3}\left|\tilde{e}_{2}\right|+\cdots+\ell_{i}\left|\tilde{e}_{i-1}\right|\right) \mid\left(\xi_{i}-b_{i-1} \xi_{i-1}\right)^{r-1}+ \\
& \left(\xi_{i}-b_{i-1} \xi_{i-1}-\ell_{i} \cdots \ell_{3} \tilde{e}_{2}-\cdots-\ell_{i} \tilde{e}_{i-1}\right)^{r-1} \mid \leq \\
& \tilde{d}_{i}\left(\ell_{i}^{2} \cdots \ell_{3}\left|\tilde{e}_{2}\right|+\cdots+\ell_{i}^{2}\left|\tilde{e}_{i-1}\right|\right)\left(\left|\xi_{i}\right|^{2+r}+\left|b_{i-1} \xi_{i-1}\right|^{2+r}+\right. \\
& \left.\left(\ell_{i} \cdots \ell_{3}\right)^{2+r}\left|\tilde{e}_{2}\right|^{2+r}+\cdots+\ell_{i}^{2+r}\left|\tilde{e}_{i-1}\right|^{2+r}+\left|\tilde{e}_{i}\right|^{2+r}\right) \leq \\
& \varrho_{2, i}\left(\xi_{i-1}^{3+r}+\xi_{i}^{3+r}\right)+\hat{c}_{i, 2}\left(\varrho_{2, i}, \ell_{3}, \cdots, \ell_{i}\right) \tilde{e}_{2}^{3+r}+\cdots+ \\
& \hat{c}_{i, i-1}\left(\varrho_{2, i}, \ell_{i}\right) \tilde{e}_{i-1}^{3+r}+\hat{c}_{i, i} \tilde{e}_{i}^{3+r} \tag{46}
\end{align*}
$$

where $\varrho_{2, i}>0, \tilde{d}_{i}>0$ are constants independent of $N$ and $\ell_{i} \mathrm{~s}$, and $\hat{c}_{i, 2}\left(\varrho_{2, i}, \ell_{3}, \cdots, \ell_{i}\right), \cdots, \hat{c}_{i, i-1}\left(\varrho_{2, i}, \ell_{i}\right), \hat{c}_{i, i}$ are positive real numbers independent of $N$. Using (12), (16), Lemmas $2 \sim 4$, and $\ell_{i} \geq 1$ for $i=2, \cdots, n$, one gets

$$
\begin{align*}
& \frac{3 \ell}{2 N} \tilde{e}_{i}^{2}\left|\boldsymbol{\varphi}_{i}-\ell_{i} \boldsymbol{\varphi}_{i-1}\right|^{2} \leq \\
& \quad \frac{3 i a^{2} \ell}{N^{\frac{1}{r^{i-1}}}} \tilde{e}_{i}^{2}\left(\left(1+\ell_{i}^{2}\right)\left|x_{1}\right|^{1+r}+\cdots+\right. \\
& \left.\quad\left(1+\ell_{i}^{2}\right)\left|x_{i-1}\right|^{1+r}+\left|x_{i}\right|^{1+r}\right) \leq \\
& \quad \varrho_{3, i}\left(\xi_{1}^{3+r}+\xi_{2}^{3+r}+\cdots+\xi_{i}^{3+r}\right)+\frac{\hat{d}_{i}\left(\varrho_{3, i}\right) \ell_{i}^{3+r}}{N^{\frac{3+r}{2 r^{i-1}}}} \tilde{e}_{i}^{3+r}( \tag{47}
\end{align*}
$$

where $\varrho_{3, i}>0$ and $\hat{d}_{i}\left(\varrho_{3, i}\right)>0$ are positive constants independent of $N$ and $\ell_{i}$ s. Substituting (44) $\sim(47)$ into (43), a tedious but straightforward calculation leads to

$$
\begin{align*}
\mathcal{L} W_{n} \leq & N\left(\sum_{i=1}^{n} \varrho_{4, i} \xi_{i}^{3+r}-\sum_{i=2}^{n} \frac{\ell \ell_{i}}{2^{r-1}} \tilde{e}_{i}^{3+r}+\right. \\
& \left(\tilde{c}_{2}\left(\varrho_{1,3}, \varrho_{2,3}, \cdots, \varrho_{2, n}, \ell_{3}, \cdots, \ell_{n}\right)+\right. \\
& \left.\frac{\hat{d}_{2}\left(\varrho_{3,2}\right) \ell_{2}^{3+r}}{N^{\frac{3+r}{2 r}}}\right) \tilde{e}_{2}^{3+r}+\cdots+ \\
& \left(\tilde{c}_{n-1}\left(\varrho_{1, n}, \varrho_{2, n}, \ell_{n}\right)+\frac{\hat{d}_{n-1}\left(\varrho_{3, n-1}\right) \ell_{n-1}^{3+r}}{\left.N^{\frac{3+r}{2 r^{n-2}}}\right) \tilde{e}_{n-1}^{3+r}+}\right. \\
& \left.\left(\tilde{c}_{n}+\frac{\hat{d}_{n}\left(\varrho_{3, n}\right) \ell_{n}^{3+r}}{N^{\frac{3+r}{2 r n-1}}}\right) \tilde{e}_{n}^{3+r}\right) \tag{48}
\end{align*}
$$

where $\tilde{c}_{2}\left(\varrho_{1,3}, \varrho_{2,3}, \cdots \varrho_{2, n}, \ell_{3}, \cdots, \ell_{n}\right), \cdots, \tilde{c}_{n-1}\left(\varrho_{1, n}, \varrho_{2, n}\right.$, $\ell_{n}$ ) are positive real numbers independent of $N, 0<\varrho_{4, i}<$ $c_{n, i}-\hat{c}_{n, i}$, and $\tilde{c}_{n}>0$ are known constants independent of $N$ and all the $\ell_{i} \mathrm{~s}$. Considering the following Lyapunov function

$$
\begin{equation*}
U_{n}\left(\overline{\boldsymbol{\xi}}_{n}, \tilde{\boldsymbol{e}}\right)=V_{n}\left(\overline{\boldsymbol{\xi}}_{n}\right)+W_{n}(\tilde{\boldsymbol{e}}) \tag{49}
\end{equation*}
$$

by (40) and (48), one has

$$
\begin{align*}
\mathcal{L} U_{n} \leq & -N\left(\sum_{i=1}^{n} \varrho_{i} \xi_{i}^{3+r}+\left(\frac{\ell \ell_{2}}{2^{r-1}}-\bar{d}_{2}\left(\varrho_{1,3}, \varrho_{2,3}, \cdots, \varrho_{2, n},\right.\right.\right. \\
& \left.\left.\ell_{3}, \cdots, \ell_{n}\right)-\frac{\hat{d}_{2}\left(\varrho_{3,2}\right) \ell_{2}^{3+r}}{N^{\frac{3+r}{2 r}}}\right) \tilde{e}_{2}^{3+r}+\cdots+\left(\frac{\ell \ell_{n-1}}{2^{r-1}}-\right. \\
& \left.\bar{d}_{n-1}\left(\varrho_{1, n}, \varrho_{2, n}, \ell_{n}\right)-\frac{\hat{d}_{n-1}\left(\varrho_{3, n-1}\right) \ell_{n-1}^{3+r}}{N \frac{3+r}{2 r^{n-2}}}\right) \tilde{e}_{n-1}^{3+r}+ \\
& \left(\frac{\ell \ell_{n}}{2^{r-1}}-\bar{d}_{n}-\frac{\hat{d}_{n}\left(\varrho_{3, n}\right) \ell_{n}^{3+r}}{N^{\frac{3+r}{2 r^{n-1}}}}\right) \tilde{e}_{n}^{3+r} \tag{50}
\end{align*}
$$

where $\bar{d}_{2}\left(\varrho_{1,3}, \varrho_{2,3}, \cdots \varrho_{2, n}, \ell_{3}, \cdots, \ell_{n}\right), \cdots, \bar{d}_{n-1}\left(\varrho_{1, n}, \varrho_{2, n}\right.$, $\ell_{n}$ ) are positive real numbers independent of $N$, and $d_{n}>0, \varrho_{i}=c_{n, i}-\hat{c}_{n, i}-\varrho_{4, i}>0$ are known constants independent of $N$ and all the $\ell_{i} \mathrm{~s}$. If the gain parameters $\ell_{i} \mathrm{~s}$ and $N$ are assigned one by one in the following manner: $\quad \ell_{n} \geq \max \left\{1, \frac{2^{r-1}}{\ell}\left(\alpha_{n}+1+\bar{d}_{n}\right)\right\}, \ell_{n-1} \geq$ $\max \left\{1, \frac{2^{r-1}}{\ell}\left(\alpha_{n-1}+1+\bar{d}_{n-1}\left(\varrho_{1, n}, \varrho_{2, n}, \ell_{n}\right)\right)\right\}, \cdots, \ell_{2} \geq$ $\max \left\{1, \frac{2^{r-1}}{\ell}\left(\alpha_{2}+1+\bar{d}_{2}\left(\varrho_{1,3}, \varrho_{2,3}, \cdots, \varrho_{2, n}, \ell_{3}, \cdots, \ell_{n}\right)\right)\right\}$, $N \geq \max \left\{1, \hat{d}_{2}^{\frac{2 r}{3+r}}\left(\varrho_{3,2}\right) \ell_{2}^{2 r}, \hat{d}_{3}^{\frac{2 r^{2}}{3+r}}\left(\varrho_{3,3}\right) \ell_{3}^{2 r^{2}}, \cdots, \hat{d}_{n}^{\frac{2 r^{n-1}}{3+r}}\left(\varrho_{3, n}\right)\right.$ $\left.\ell_{n}^{2 n^{n-1}}\right\}$, then (50) obviously becomes

$$
\begin{equation*}
\mathcal{L} U_{n} \leq-N\left(\sum_{i=1}^{n} \varrho_{i} \xi_{i}^{3+r}+\sum_{i=2}^{n} \alpha_{i} \tilde{e}_{i}^{3+r}\right) \tag{51}
\end{equation*}
$$

where $\alpha_{i}>0(i=2, \cdots, n)$ are some constants.
Remark 3. The idea of the rescaling transformation (10) and the observer (33) originates from [16], in which a simple deterministic high-order nonlinear system was considered from the viewpoint of reducing the control effort.

Remark 4. Indeed, since this paper is based on [11], these two papers have some similarities, such as system form, most of inequalities, Assumption 1, and conclusion. However, some differences need to be emphasized: 1) This paper studies stochastic high-order nonlinear system with a ratio of odd integers power, which is much more general than that in [11]; 2) All inequalities in [11] are only suitable for the case of $r$ being positive odd integer, while for $r$ being any positive real number, these inequalities need to be reproved; 3) Compared with [11], in the design procedure of controller, the operations of most of inequalities, whose powers involve more operations between fraction and integer, are much more complicated.

## 3 Controller analysis

We state the main results in this paper.
Theorem 1. If Assumption 1 holds for stochastic highorder nonlinear system (1), under the output-feedback controller (10), (33), (34), and (36), then

1) The closed-loop system (1), (10), (33), (34), and (36) has an almost surely unique solution in $[0, \infty)$ for any initial value $\eta_{0}$;
2) The equilibrium at the origin of the closed-loop system is GAS in probability;
3) The output $y(t)$ can be regulated to the origin almost surely;
4) The control law

$$
\begin{equation*}
u^{*}(\hat{\boldsymbol{x}})=-\hat{\xi}_{n}\left(\frac{3+r}{6} \beta b_{n}^{r}\right)^{\frac{1}{r}}, \quad \beta \geq 2 \tag{52}
\end{equation*}
$$

guarantees that the equilibrium at the origin of the closedloop system is GAS in probability and also minimizes the cost functional

$$
\begin{align*}
J(u)= & \mathrm{E}\left\{\int _ { 0 } ^ { \infty } \left[l(\hat{\boldsymbol{x}}, \tilde{\boldsymbol{e}})+N p_{n} p_{0}^{r} b_{n}^{-3} \beta^{2} \frac{r}{3+r}\left(\frac{3+r}{3}\right)^{-\frac{3}{r}} \times\right.\right. \\
& \left.\left.\left(\frac{2}{\beta}\right)^{\frac{3+r}{r}} u^{3+r}\right] \mathrm{~d} \tau\right\} \tag{53}
\end{align*}
$$

where $l(\hat{\boldsymbol{x}}, \tilde{\boldsymbol{e}})$ is defined by Lemma $7, \hat{\boldsymbol{x}}=\left(x_{1}, \hat{x}_{2}, \cdots, \hat{x}_{n}\right)^{\mathrm{T}}$.
Proof. By $V_{1}\left(\xi_{1}\right)=\frac{1}{4} p_{1} \xi_{1}^{4}$, (19), (26), (42), (49), (51), and Lemma 1, 1) and 2) hold, and $P\left\{\lim _{t \rightarrow \infty}\left(\sum_{i=1}^{n}\left|\xi_{i}(t)\right|+\sum_{i=2}^{n}\left|\tilde{e}_{i}(t)\right|\right)=0\right\}=1$, from which and $\left.y(t) \stackrel{i=1}{=} \xi_{1}(t), 3\right)$ also holds.

$$
\left.\begin{array}{rl}
{\left[\begin{array}{c}
\mathrm{d} \tilde{e}_{2} \\
\vdots \\
\mathrm{~d} \\
\mathrm{~d} y \\
\vdots \\
\mathrm{~d} \hat{\tilde{x}}_{n-1} \\
\mathrm{~d} \hat{x}_{n}
\end{array}\right]=} & {\left[\begin{array}{c}
N\left(\left(\left(\tilde{e}_{3}+\ell_{3} \tilde{e}_{2}+\hat{x}_{3}\right)^{r}-\hat{x}_{3}^{r}\right)-\ell_{2}\left(\left(\tilde{e}_{2}+\hat{x}_{2}\right)^{r}-\hat{x}_{2}^{r}\right)\right) \\
\vdots \\
-N \ell_{n}\left(\left(\tilde{e}_{n}+\ell_{n} \tilde{e}_{n-1}+\cdots+\ell_{n} \cdots \ell_{3} \tilde{e}_{2}+\hat{x}_{n}\right)^{r}-\hat{x}_{n}^{r}\right) \\
N\left(\hat{x}_{2}+\tilde{e}_{2}\right)^{r} \\
\vdots \\
N\left(\hat{x}^{r}\right.
\end{array}\right] \mathrm{d} t+\left[\begin{array}{c}
\left(\boldsymbol{\varphi}_{2}^{*}\left(\overline{\hat{x}}_{2}, \tilde{e}_{2}\right)-\ell_{2} \boldsymbol{\varphi}_{1}(y)\right)^{\mathrm{T}} \\
\vdots \\
\left(\boldsymbol{\varphi}_{n}^{*}\left(\overline{\hat{\boldsymbol{x}}}_{n}, \tilde{\boldsymbol{e}}_{n}\right)-\ell_{n} \boldsymbol{\varphi}_{n-1}^{*}\left(\overline{\hat{\boldsymbol{x}}}_{n-1}, \overline{\tilde{\boldsymbol{e}}}_{n-1}\right)^{\mathrm{T}}\right. \\
\boldsymbol{\varphi}_{1}(y)^{\mathrm{T}} \\
\vdots \\
N\left(\hat{x}_{n}^{r}+\ell_{n-1} \cdots \ell_{2}\left(\left(\hat{x}_{2}+\tilde{e}_{2}\right)^{r}-\hat{x}_{2}^{r}\right)\right) \\
N \ell_{n} \cdots \ell_{2}\left(\left(\hat{x}_{2}+\tilde{e}_{2}\right)^{r}-\hat{x}_{2}^{r}\right)
\end{array}\right] \mathrm{d} \omega+} \\
\ell_{n-1} \cdots \ell_{2} \boldsymbol{\varphi}_{1}(y)^{\mathrm{T}}  \tag{54}\\
\ell_{n} \cdots \ell_{2} \boldsymbol{\varphi}_{1}(y)^{\mathrm{T}}
\end{array}\right],
$$

Now, we prove conclusion 4). By (11), (35), (39), (41), $e_{i}=x_{i}-\hat{x}_{i}$, and $x_{i}=\hat{x}_{i}+\tilde{e}_{i}+\ell_{i} \cdots \ell_{3} \tilde{e}_{2}+\cdots+\ell_{i} \tilde{e}_{i-1}$ for $i=2, \cdots, n$, one gets (54), where $\overline{\tilde{\boldsymbol{e}}}_{i}=\left(\tilde{e}_{2}, \cdots, \tilde{e}_{i}\right)^{\mathrm{T}}$, $\overline{\hat{\boldsymbol{x}}}_{i}=\left(x_{1}, \hat{x}_{2}, \cdots, \hat{x}_{i}\right)^{\mathrm{T}}, \boldsymbol{\varphi}_{i}^{*}\left(\overline{\hat{\boldsymbol{x}}}_{i}, \overline{\tilde{\boldsymbol{e}}}_{i}\right)$ is obtained by replacing $\overline{\boldsymbol{x}}_{i}$ in $\boldsymbol{\varphi}_{i}\left(\overline{\boldsymbol{x}}_{i}\right)$ with $\overline{\hat{\boldsymbol{x}}}_{i}$ and $\overline{\tilde{\boldsymbol{e}}}_{i}, i=2, \cdots, n$. By $\hat{\xi}_{i}=\hat{x}_{i}-\hat{x}_{i}^{*}, \hat{\boldsymbol{g}}_{2}=$ $\left[0, \cdots, 0, N p_{0}^{r}\right]^{\mathrm{T}}, U_{n}\left(\overline{\hat{\boldsymbol{x}}}_{n}, \overline{\boldsymbol{e}}_{n}\right)=\frac{1}{4} \sum_{i=1}^{n} p_{i} \hat{\xi}_{i}^{4}+\frac{1}{4} \ell \sum_{i=2}^{n} \tilde{e}_{i}^{4}$, one obtains

$$
\begin{equation*}
L_{\hat{\boldsymbol{g}}_{2}} U_{n}=\frac{\partial U_{n}}{\partial \hat{\boldsymbol{x}}} \hat{\boldsymbol{g}}_{2}=\frac{\partial U_{n}}{\partial \hat{x}_{n}} N p_{0}^{r}=N p_{0}^{r} p_{n} \hat{\xi}_{n}^{3} \tag{55}
\end{equation*}
$$

Thus, (7) becomes

$$
\begin{equation*}
u=-\left(N^{-1} p_{n}^{-1} p_{0}^{-r} \hat{\xi}_{n}^{-3} \ell_{\gamma}\left(\left|N p_{0}^{r} p_{n} \hat{\xi}_{n}^{3} R(\hat{\boldsymbol{x}})^{-\frac{1}{2}}\right|\right)\right)^{\frac{1}{r}} \tag{56}
\end{equation*}
$$

where $R(\hat{\boldsymbol{x}})>0$ is a scalar-valued function. Choosing

$$
\begin{equation*}
\gamma(s)=\frac{r}{3+r} s^{\frac{3+r}{r}} \tag{57}
\end{equation*}
$$

one gets $(\dot{\gamma})^{-1}(s)=s^{\frac{r}{3}}$, which one substitutes into the definition of $\ell_{\gamma}(s)$ to obtain

$$
\begin{equation*}
\ell_{\gamma}(s)=s s^{\frac{r}{3}}-\frac{r}{3+r} s^{\frac{3+r}{3}}=\frac{3}{3+r} s^{\frac{3+r}{3}} \tag{58}
\end{equation*}
$$

Choosing

$$
\begin{equation*}
R(\hat{\boldsymbol{x}})=\left(\frac{3+r}{3}\left(N p_{n}\right)^{-\frac{r}{3}} p_{0}^{-\frac{r^{2}}{3}} b_{n}^{r}\right)^{-\frac{6}{3+r}} \tag{59}
\end{equation*}
$$

by (56) and (58), one has

$$
\begin{align*}
u(\hat{\boldsymbol{x}})= & -\left(N^{-1} p_{n}^{-1} p_{0}^{-r} \hat{\xi}_{n}^{-3} \frac{3}{3+r}\left(N p_{0}^{r} p_{n} \hat{\xi}_{n}^{3}\right)^{\frac{3+r}{3}} \times\right. \\
& \left.\frac{3+r}{3}\left(N p_{n}\right)^{-\frac{r}{3}} p_{0}^{-\frac{r^{2}}{3}} b_{n}^{r}\right)^{\frac{1}{r}}=-b_{n} \hat{\xi}_{n} \tag{60}
\end{align*}
$$

which has exactly the same form as (36). Since (60) achieves GAS in probability, by (8), (55), (57), and (59), one can get the inverse optimal controller (52). From (9), (57) and (59), one gets (53).

## 4 A simulation example

Consider the following system

$$
\begin{align*}
\mathrm{d} \eta_{1} & =\eta_{2}^{\frac{5}{3}} \mathrm{~d} t+\frac{1}{10} \eta_{1}^{\frac{4}{3}} \mathrm{~d} \omega \\
\mathrm{~d} \eta_{2} & =v^{\frac{5}{3}} \mathrm{~d} t+\frac{1}{10}\left(\eta_{1}^{\frac{4}{3}}+\eta_{2}\right) \sin \eta_{2} \mathrm{~d} \omega \\
y & =\eta_{1} \tag{61}
\end{align*}
$$

where $\psi_{1}\left(\eta_{1}\right)=\frac{1}{10} \eta_{1}^{\frac{4}{3}}$ and $\psi_{2}\left(\eta_{1}, \eta_{2}\right)=\frac{1}{10}\left(\eta_{1}^{\frac{4}{3}}+\eta_{2}\right) \sin \eta_{2}$. Next, we need to prove the following inequality

$$
\begin{equation*}
\left|\frac{1}{10} \eta_{2} \sin \eta_{2}\right| \leq \frac{1}{10} \eta_{2}^{\frac{4}{3}} \tag{62}
\end{equation*}
$$

When $\left|\eta_{2}\right|=0$, one has $\left|\frac{1}{10} \eta_{2} \sin \eta_{2}\right|=\frac{1}{10} \eta_{2}^{\frac{4}{3}}$; when $0<\left|\eta_{2}\right|<1$, one has $\left|\frac{\frac{1}{10} \sin \eta_{2}}{\eta_{2}}\right| \leq \frac{1}{10} \leq \frac{1}{10}\left|\eta_{2}\right|^{-\frac{2}{3}}$, so $\left|\frac{1}{10} \eta_{2} \sin \eta_{2}\right| \leq \frac{1}{10} \eta_{2}^{\frac{4}{3}} ;$ when $\left|\eta_{2}\right| \geq 1$, one has $\left|\frac{1}{10} \eta_{2} \sin \eta_{2}\right| \leq$ $\frac{1}{10}\left|\eta_{2}\right| \leq \frac{1}{10}\left|\eta_{2}\right|^{\frac{4}{3}}$.

From (62) and the definition of $\psi_{1}\left(\eta_{1}\right)$ and $\psi_{2}\left(\eta_{1}, \eta_{2}\right)$, we get $a=1 / 10$ in Assumption 1. We apply the above design procedure to (61). Introduce

$$
\begin{equation*}
\eta_{1}=x_{1}, \quad \eta_{2}=N^{\frac{3}{5}} x_{2}, \quad v=p_{0} N^{\frac{3}{5}+\frac{9}{25}} u \tag{63}
\end{equation*}
$$

define $\xi_{1}=x_{1}, \xi_{2}=x_{2}-x_{2}^{*}=x_{2}+b_{1} \xi_{1}$, and choose $V_{2}\left(\xi_{1}, \xi_{2}\right)=\frac{1}{4} p_{1} \xi_{1}^{4}+\frac{1}{4} p_{2} \xi_{2}^{4}$. A direct calculation leads to

$$
\begin{align*}
\mathcal{L} V_{2} \leq & N\left(-\left(c_{1}-b_{2,1,1}-b_{2,2,1}-b_{2,1,2}-b_{2,1,3}\right) \xi_{1}^{\frac{14}{3}}+\right. \\
& \left.p_{2} p_{0}^{\frac{5}{3}} \xi_{2}^{3} u^{\frac{5}{3}}+\left(\rho_{2,1}+\rho_{2,2}+\rho_{2,3}\right) \xi_{2}^{\frac{14}{3}}\right) \tag{64}
\end{align*}
$$

where $N \geq 1, p_{0}>0$ are rescaling factors, and $p_{1}>0, p_{2}>0, x_{2}^{*}=-b_{1} \xi_{1}=-\left(\frac{c_{1}}{p_{1}}+\frac{3}{200}\right)^{\frac{3}{5}} x_{1}$, $\rho_{2,1}=\frac{5}{14}\left(\frac{9}{14 d_{1}}\right)^{\frac{9}{5}}\left(\frac{5 p_{1}}{3}\right)^{\frac{14}{5}}+\frac{3}{14}\left(\frac{11}{14 d_{2}}\right)^{\frac{11}{3}}\left(\frac{10 p_{1}}{3} b_{1}^{\frac{2}{3}}\right)^{\frac{14}{3}}$, $\rho_{2,2}=\frac{9}{14}\left(\frac{5}{14 d_{3}}\right)^{\frac{5}{9}}\left(2^{\frac{2}{3}} p_{2} b_{1}^{\frac{8}{3}}\right)^{\frac{14}{9}}+2^{\frac{2}{3}} b_{1} p_{2}, \quad \rho_{2,3}=$ $\frac{3}{7}\left(\frac{4}{7 d_{4}}\right)^{\frac{4}{3}}\left(\left(\frac{3 \cdot 2^{\frac{5}{3}}}{100} p_{2} b_{1}^{\frac{8}{3}}+\frac{3}{100} p_{2}\left(1+b_{1}^{2}\right)\right)^{\frac{7}{3}}+\frac{3 \cdot 2^{\frac{5}{3}}}{100} p_{2}\right)$. In simulation, we choose $c_{1}=2, c_{2}=1.75, b_{2,1,1}=0.25, b_{2,2,1}=1$, $b_{2,1,3}=0.2, b_{2,1,4}=0.05, p_{1}=0.1, p_{2}=0.001, p_{0}=1000^{\frac{3}{5}}$, and (64) becomes

$$
\begin{equation*}
\mathcal{L} V_{2} \leq N\left(-0.5 \xi_{1}^{\frac{14}{3}}-1.75 \xi_{2}^{\frac{14}{3}}+\xi_{2}^{3}\left(u^{\frac{5}{3}}-x_{3}^{* \frac{5}{3}}\right)\right) \tag{65}
\end{equation*}
$$

where $x_{3}^{*}=-b_{2} \xi_{2}=-2^{\frac{3}{5}}\left(x_{2}+b_{1} x_{1}\right)$ and $b_{2}=2^{\frac{3}{5}}$.
The reduced-order observer and the certainty equivalence controller are, respectively, chosen as

$$
\begin{align*}
& \dot{\hat{z}}_{2}=N p_{0}^{\frac{5}{3}} u^{\frac{5}{3}}-N \ell_{2} \hat{x}_{2}^{\frac{5}{3}} \\
& u=-b_{2}\left(\hat{x}_{2}+b_{1} x_{1}\right)=-2^{\frac{3}{5}}\left(\hat{x}_{2}+b_{1} x_{1}\right) \tag{66}
\end{align*}
$$

With $W_{2}=\frac{1}{4} \ell \tilde{e}_{2}^{4}, \ell=60, N=25, \ell_{2}=10$, by (65), (66), and the definition of $x_{3}^{*}$, a tedious but straightforward calculation leads to $\mathcal{L} U_{2} \leq-25\left(0.04 \xi_{1}^{\frac{14}{3}}+0.04 \xi_{2}^{\frac{14}{3}}+7 \tilde{e}_{2}^{\frac{14}{3}}\right)$, where $U_{2}\left(\xi_{1}, \xi_{2}, \tilde{e}_{2}\right)=V_{2}\left(\xi_{1}, \xi_{2}\right)+W_{2}\left(\tilde{e}_{2}\right)$.

With the initial values $\eta_{1}(0)=0.01, \eta_{2}(0)=-0.5$, and $\hat{z}_{2}(0)=-0.2$, Fig. 1 gives the response of the closed-loop system (61), (63), and (66), which demonstrates the effectiveness of the output-feedback controller.


Fig. 1 The responses of closed-loop system (61), (63), and (66)

## 5 Concluding remarks

This paper deals with the output-feedback stabilization problem for a class of stochastic high-order nonlinear systems with a ratio of odd integers power for the first time. The designed smooth output-feedback controller ensures that the equilibrium at the origin of the closed-loop system is GAS in probability, the output can be regulated to the origin. Furthermore, the problem of inverse optimal stabilization in probability is also solved.

A remaining problem is that one needs to continually choose $c_{i, j}$, which will lead to more limitations in practical applications. Our future work is to construct an effective searching algorithm to choose these coefficients by computer.
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