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Abstract. In this paper, we derive the exact analytical expressions of entropy for the Feller-
Pareto(FP) family and order statistics of FP subfamilies. The FP family is a very general
unimodal distribution which includes a hierarchy of Pareto models, Transformed beta family |,
Burr families, Generalized Pareto, and Inverse Burr distributions. These distributions apply in
reliability, actuarial science, economics, finance and telecommunications. We also present entropy
ordering property for the sample minimum and maximum of FP subfamilies.
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1. INTRODUCTION:

The concept of entropy originated in the nineteenth century by Shannon [11]. During the last
sixty years, a number of research papers and monographs discussed and extended Shannon’s
original work. Renyi [10], Cover and Tomas [3], Lazo and Rathie [8], Kapur [5], Kullback [7],
are among the researchers in this area.Also,the Shanon information of order statistics have been
studied by a few authors.Among them Wong and Chen [12], Park [9], provided some results of
Shannon entropy for order statistics.The Shannon entropy for a continuous random variable X
with probability density function fx(z) is defined as

H(X / fx(@)log fx (x / log fx (Fy(u))du. (1)

This is a mathematical measure of information which measures the average reduction of uncer-
tainty of X.The aim of this paper is to determine the exact form of the Shannon information
for the Feller-Pareto family and order statistics of FP subfamilies.The FP family includes a
variety of unimodal distributions,It includes a hierarchy of Pareto models, Transformed beta
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family, Generalized Pareto, and Inverse Burr distributions.These distributions arise as tractable
parametric models in reliability, actuarial science, economics, finance, telecommunications.The
rest of this paper is organized as follows. In Section 2 , we describe two different representations
of the FP family and some general distributions which the FP family includes as the special
cases.Also, we provide a technique by one-dimensional integral to calculate the entropy mea-
sure of the FP, Pareto (IV), Inverse Burr, and Generalized Pareto Distributions.In Section 3,we
present Shannon entropy for jth order statistic and entropy ordering property for the sample
minimum and maximum of FP subfamilies.

2. ENTROPY FOR THE FELLER-PARETO AND RELATED DISTRIBUTIONS:

The FP family traces its roots back to Feller [4], but the form we consider here was first
defined and investigated by Arnold and Laguna [2]. Feller [4] defined the FP family as follows.

Definition 2.1: The FP distribution is defined as the distribution of X = p+ (Y ! —1)7,
where Y ~ Beta(A1,A\2) , 0 > 0, and v > 0, So we write X ~ FP(u, 0, v, A1, A2). The pdf of X
is derived from the transformation of Y as

)\ 1 —(A1 2
fxle) = ﬂ(Al,lAQ)ev <x;M> <72>1 {1 i (96;”)_} - )’ e ?
P(AD)C(A2)

where 3(A1, \2) = TOu + A and I'(a) = 70t e~ dt.

There is also another definition for the FP distribution.

Definition 2.2: Let Y7 and Y5 be two independent random variables having gamma distri-
Yo\ Y
bution with scale parameter € and shape parameters A; and A9.Then X = p + 6 <?2> has
1
FP(u, 0, v, A\, A2) distribution, where fx(z) is defined in (2).

Arnold [1, chap.3] showed that the FP distribution is a generalization of the Pareto (IV)
distribution, so the density function of the Pareto (IV) (u, 6, v, «) is given by

1 1y —(at1)

= (A e () ez @

where —o0 < p < 400 is the location parameter, § > 0 is the scale parameter, v > 0 is
the inequality parameter and « > 0 is the shape parameter which characterizes the tail of
the distribution.Also, Klugman et al.[6] showed that the density function of the transformed
beta(TB) family is given by

tx(z) = m <§>W {1 + <§>V}_(a+7), x> 0. (4)

Moreover, we can see in the following summary, these families are still quite general and include
other important distributions.
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Pareto (IV)(u, 0, v, a) = FP(u, 0, v, a,1) :
Pareto (I)(6, «) = FP(0,0,1, a,1),
Pareto (IT) (i, 0, ) = FP(u, 0,1, a,1),

Pareto (I11)(u, 0, v) = FP(u, 0, v, 1,1),
e TB(Y, v, a, 7) = FP(0, 6, %, a,T)
Burr(6, v, «) = TB(, ~, a, 1),
loglogistic(#, v) = Burr(6, v, 1),
Paralogistic(0, ) = Burr(d, a, a),
e Generalized Pareto (0, a, 7) =TB(0, 1, o, 7) :
Scaled-F distribution(a,7) = Generalized Pareto(1, «,7),
Inverse Pareto(II)(f, 7) = Generalized Pareto(6, 1, 7),
e Inverse Burr (6, v, 7) =TB(0, v, 1, 7) :
loglogistic(, v) = Inverse Burr(6, ~, 1),
Inverse Pareto(d, 7) = Inverse Burr(f, 1, 7),
Inverse Paralogistic(, v) = Inverse Burr(f, ~, 1).

Now, Suppose X is a random variable with F'P(u, 6, v, A1, \2) distribution with pdf of Feller-
Pareto given in (2). Formula (1) is important for our computations. The log-density of (2) is

log fr(@) = —log (300, Aa)) — log(0) + (22 1) 0g (1)
1
—(AM 4+ A2)log [ 1+ <%) ; , (5)

and the entropy is

T(A; + A
HX) = B(~log fx(w) = log (122 “log(rn)) - log(T(22)
1
—i—(l—&)E(log (%))—F(Al—i-)\g)E log 1—|—(X9_'u>’7 . (6)
y

1

. . X —p X —p\~y

To determine an expression for H(X), we need to find £ <log <T>) and F |log | 1+ ( 7 )7

Derivation of these expectations are based on the following strategy.

A
r+—2—1

X_/JT . oo 1 T — U u%_()\l )\2)
9 '] _/u @(AM?)QV( ) )7 {1+ ( 7 )v Mt gy,

h(r) = E[(

(7)
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1
By the change of variable (%) T = 1L, 0 < u < 1, we obtain:
—u

L(ry + A2)T (A1 —77)
_ A =1y £0,—1,-2, ..
T () 1T #

Differentiating both side of (8) with respect to r we obtain:

d X — 2% X — 0
ghr) = Bl log(—5)
2 , /
= m[r (7’7 + )\2)1_‘(/\1 — 7“’)/) — F(T’y + )\2)F ()\1 . 7“’)/)}

From relation (9), at r = 0 we obtain

E [bg (X - “)] - W [T (A2)D (A1) — T()TY (A1)

1
v [(A2) —¥(A)],

d
where 1) is the digamma function defined by (\) = Y logT'(A).

Now we calculate
1 T

b = B[+ (FE)

221 1y —(Ar+A2)+r
= [ w5 ()
o ﬁ(/\l,)\Q)Q’y (9 0

By using the change of Variable(x ; ,u)

t \7
(1—15) , 0 <t <1, we obtain:

_ 1 ! Ao—1 o\ A1—ry—1
k) = B(A1, A2) /0 AR
LA 4+ )TN — 1)

FADT(AM + A2 —1)°

1\" 1
K(r) = F 1—|—<X_M>’7 log 1+<X;M>»y

6

dz.

D1+ 29) (A1 = )T + Ao = 1) =T = )T + Ao —1)]

D) DAL+ A —1))?

(10)

(11)

(12)
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Using relation (13), at 7 = 0 we have

E |log 1—|—(X_M>’y =

0

1

Putting (10) and (14) in relation (6) we have:

499
(A + A2) [CADT (A1 + A2) = TV(A)T (A + Ag]
T(A1) [C(A + M)
= P(A+ A2) —P(A\r). (14)
HX) = tog (T2 tog(r() — log(TOw)
+ (v = A2) [¥(A2) — Y(A1)]
(A1 + X2) [( A1 4+ A2) — (A1) (15)

We note that Shannon entropy for other related distributions are given in Table 1.

Table 1: Table of Shannon Entropy

family name

density function

Shannon entropy

Pareto (IV)(y, 0, v, «)

-1
T
O‘( 0 )

fx(z)

1\ o+l
T — U\~
1
07( —l—( 7 ) )

T > HE(_OO7OO)
0>0,v>0,a>0

Pareto (III)(x, 6, )

1

= (254)7

5}

x>pupeR, 6>0 v>0
[0}

H(X) =log (67) + 2

fX(m) = o a+1
Pareto (II) (i, 0, o) 0 (1 + (x 7 M)) H(X) =log (g) + O‘Z !
x> pa>0, >0
fx(x) = - 0\ a+1
z—0\\*" H(X)=1log (=) +
peto (0. ’ <1 N < 0 >) = H(P(a?ezo (II))a
r>0,a>0, >0

Transformed Beta(0, v, a, 7)

Ila+71)y [\
fx(@) = NONGE (5)

(SO0

x>0,0>0a>0,

7>0, v>0

H(X) = log(B(a, 7)) + log (%)

1
+(;—T)ww»—¢mn
ot ) [at7) — (o)
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family name

density function

Shannon entropy

Burr(0, v, a)

fx(@) = O% (%)W_l (1 N (%)7)—(06-&-1)

x>0,0>0a>0, v>0

H(X) =log (%)
ﬂ%—nwm—wm»+“+l

v [\t z\ 7\ 2
loglogistic(6, ) Ix@) =4 <§> <1 * <§> ) H(X) = log (ﬁ) +2
x>0,606>0, v>0 v
.. . o 1 T—1 (a+7) H(X) = log(ﬁ avT))
Scaled—]?(‘ dlSt)l“lbuthIl fx(z) B(a, ) x (1+2) (1= 1) [(7) — (a)]
o, T z>0,,a>0 7>0 +Ha+7) [Yla+T7) —P(a)]
_ H(X) = log %)
o2 /a\a-l 2\ o —(at1) o a
Paralogistic(6, o) Ix(@) = 9 (5) <1 + (5) > +(1 a)(d}(l) — ()
z>0,0>0,a>0 +Oz+1
Q

Generalized Pareto
0, a, 1)

X
1 _
*Y

x>0,0>0, a>0, 7>0

H(X) =log(6(a, 7)) + log ()
+ (1 =7)[¢(7) — ¥(a)]
+a+7) [pla+7) —Y(a)]

Inverse Pareto

0, 7)

=2 () (09 ™)

z>0,0>0 7>0

Inverse Burr

0, v, 7)

w36 ((0+6) )

z>0,60>0 7>0, v>0

Inverse Paralogistic

0, v)

w16 ()

x>0,0>0, v>0

3. THE SHANNON ENTROPY FOR ORDER STATISTICS OF FP SUBFAMILIES:

Let X,..., X, be a random sample from a distribution Fx(x) with density fx(z) > 0. The
order statistics of this sample is defined by the arrangement of X1, ..., X, from the smallest to

the largest, by Y1 < Ya <

fv,(y) =

... <Y,. The density of Y; , j =1,...,n, is
W () Fx )P L - Fx (@) (16)
G =Dl — e

Now, let Uy, Us, ..., U, be a random sample from U (0, 1) with the order statistics W1 < Wy <
... < W,,. The density of W; , j =1,...,n, is

ij (w)

1 . .
f— —wjfl 1_wn7.7’
Bom—jrnY 1w

0<w<1, (17)
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PG~ +1) _ (G = Di(n—j)!
I'(n+1) n! '
The entropy of the beta distribution is

where B(j,n—j+1) =

H,(Wj) = = =D [0G) o+ D] = (n=j) [p(n+1-7) —d(n+ 1] +log B(j,n —j+1),

where p(t) = T2y 4 1) = ) 4

Using the fact that W; = Fx(Y;) and Y; = F (I/Vj)7 j=1,2,...,n, are one to one transfor-
mations, the entropies of order statistics can be computed by
H(Y;) = Ha(W))— By, [log fx(Fx'(W;))]
= 1)~ [ £i(y)log fx(y)dy (19)

where H,,(W;) is the entropy and Ej, is an expectation of beta distribution. Now, we can have

an application of (18) for the pareto (IV) distribution. Let X be a random variable having
1 —Q

Pareto type (IV) (u, 6, v, @) with Fx(z) =1—-¢1+ (m ;H> v . For computing H(Y}),

we find Fy' (W) = [((1 - VVj)fé - 1)7 + ,u} and the expectation term in (18) as follows:

=

By, g (P 9)] = tor () + (1=

i-1 (1) —Y(a(n —j+k+1))
X Z(—l)kk!(j —k-D!(n—j+Ek+1)

k=0
F2 L =+ 1)~ pln + 1))
= log <5> + (1 =7)ta,(n)
L W =g+ 1) o+ 1) (19)
I i —Y(afn—j+k+1)

n—j' k'j—k—l)!(n—j-i-k—i—l)'

Now, by (18) and (19) the entropy of order statistics is

a+1
o

HY) = B (W) =g () + (<14 Dty () + = () + = = 0=+ 1))

(20)
In particular cases, the entropy for the sample minimum and maximum are

H(Y)) = —log (%) (14 7) @) — b(na)) + 22T (21)

no
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and
n—1
1) = —log () +(-1+7) ];f—nk(k N 1) (6(1) = $(alk +1))
HS - S 1) - (1), (22)
If n=2m+ 1 and 0 < v < 1, then the difference between H(Ya,,+1) and H(Y7) is
ot 2m+1 a+1
1= > (-1) ( b1 ) [Wlalk+1)) = (D)) + —— (@2m +1) —¥(1)) 2 0.
k=0

(23)
Thus, when n is odd ,the entropy about the maximum is more than the entropy about the
minimum in Pareto (IV) samples. Finally, we present Shannon entropy of order statistic and
entropy ordering property for the sample minimum and maximum of several FP subfamilies in

Table 2.
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Table 2: Entropy of order statistics and entropy ordering for FP subfamilies

FP subfamilies and Distribution function

Entropy for order statistics

Entropy ordering

Pareto (III)(x, 6, )
1\ -1

Fx(z)=1- 1+(x;“);

x>p, 6>0 0<y<1

H(Y;) = Hp(W;) + log (6)
+(y = Dt1,5(n)
+2(@(n+1) —p(n—j+1))

H(Y1) < H(Y,)
for n=2m+1

Pareto (IT)(u, 0, «)

Fy(z)=1— <1+ <x;“>)a

x>pu,a>0, >0

H(Y;) = Ha(W;) +log (£)
L((n+1) = p(n —j+1))

H(Y1) < H(Y,)
for all n

Pareto (I)(0, «)

Fk@):1—<1+<x;9>)a

x>0,a>0, >0

for all n

Transformed Beta(0, v, «, 1)

Fy(z)=1— (1 + (g)va

z>0,0>0,a>0, 0<~vy<1

+—2ta,i(n)
+OE (W(n+1) —(n—j+1))

H(Y1) < H(Y,)
for n=2m+1

Loglogistic(8, )

-1 (0 ()

x>0, 6>0, 0<y<1

H(Y;) = Hp,(Wj) + log (6)
+1215(n)
+2(W(n+1)—¢v(n—7+1))

for n=2m+1

Paralogistic(6, «)
Fx(z)=1- (1+ (%) )

x>0, >0, 0<a<l

H(Y;) = H,(W;) — 2log ()
+1log(0) + 1=%t4,(n)
+OL (Y(n+1) —g(n —j+1))

H(Y1) < H(Yn)
for n=2m+1

Generalized Pareto(6, «,1)

Fk@)_1—(1+§)
x>0, 0>0, a>0

H(Y;) = H,(W;) + log(g)
+9t (h(n +1) —p(n —j + 1))

H(Y1) < H(Yn)
for all n

Inverse Pareto(f, 1)

—1
Fy@)_l—(1+§>
x>0, 6>0

H(Y;) = Hn(Wj) + log(6)
+2((n+1) —y(n—j+1))

for all n

1
Inverse Burr( 7 1)

Fx(z)=1—(1+6z)"
z>0, >0

H(Yj) = Hn(Wj) — log(6)
+2((n+1) —y(n—j+1))

for all n
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Conclusion

We have derived the exact form of Shannon entropy for the Feller-Pareto(FP) family and
order statistics of FP Subfamilies. These families cover a wide spectrum of areas ranging from
actuarial science,economics, financial to medicine and telecommunications, for distributions of
important variables such as sizes of insurance claims, incomes in a population of people, stock
price fluctuations, and length of telephone calls. So we believe that the results that we have
presented in this paper will be important as a reference for scientists and engineers from many
areas.
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