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Sleep schedule for periodic data transmissions
in sensor networks
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Abstract; The most recent MAC protocols for sensor networks improved S-MAC from different
points of view other than periodic data transmission situation. A time-based medium access
control algorithm TB-MAC was presented specifically for periodic transmission applications.
Based on the traffic forecasting and the time interval during which each node needed to be active
previously, TB-MAC could compute the sleep/wakeup schedule. Simulation result shows that, in
comparison with SSMAC, TB-MAC has enhanced energy efficiency by at least 75% , achieving at
the same time better delay capability than S-MAC,
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Recent advancement in wireless channel access and transmission process, and is
communications and electronics has enabled the thus one of the most important issues in sensor
development of low-cost sensor networks'”. The networks. IEEE 802. 11 MAC protocol given in
MAC algorithm is the physical basis for Ref. [2] is a commercial standard used in wireless

transmission which deals with the details about traditional  networks  without  sleep/wakeup
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schedule. It is energy costly. Ref. [3] presents B-
MAC which
sampling
minimize idle listening. Ref. [4] gives S-MAC
with the sleep/wakeup schedule. Although it saves

employs an adaptive preamble

scheme to reduce duty cycles and

more power than 802. 11 MAC, it does not adapt
to network traffic very well since it uses a fixed
duty cycle for all the sensor nodes. Ref. [5~8]
improve S-MAC from different points of view
other than periodic data transmission. As periodic
transmission has a wide application in sensor
networks, TB-MAC is proposed.

There is a sensor network composed of n
sensor nodes, among which there are ¢ source
nodes which sense conditions around and one base
station used for processing all the packets. Each
source node will produce one packet per sampling
interval T. Other sensor nodes are just used for
relaying packets to the base.

TB-MAC is a CSMA type protocol on MAC
layer. The data transmission process works like S-
MAC™ . Tt needs RTS/CTS/DATA/ACK process
for one transmission. To save energy, it also uses
the sleep/wakeup schedule. In TB-MAC, the
listen period is the time interval for CS (carrier
sense) and RTS/CTS exchange; the data period is
the interval for one data packet and one ACK
transmission; the active period is the sum of the listen
period and the data period. Next, the computation
rule of the sleep/wakeup schedule is described.

During the first whole sampling period, all the
nodes keep awake without any sleep. From the
second sampling period, the nodes do sleep/
In the (£ — 1)-th (£ =2)

sampling period, when each node wants to send or

wakeup repetition.

relay a new packet, i. e. when it tries to do its first
CS process to send a new packet, it will record the
clock time, then called CStime. The CStime will
be filled into the CStime field of the corresponding
data packet. Each node that receives a new data
packet which destines to it gets the CStime value.
It chooses the minimal CStime value as the start

time of the dangerous period which is the time

interval during which we think that this node will
receive packets. The node also needs to choose the
maximum CStime value added with the length of
one listen period as the end time of the dangerous
period. The relationship of these periods is shown
in Fig. 1 where nodes j and s are trying to send
packets to node i. We call ;j and s the children
nodes of node i. To predict the traffic through
node i, we should take count of the packets i

receives in (k—1)-th sampling period, we denote it

as my—.
T >
.
node i
node j_?%:]_%_l
Zi1
node s > T ” >

(k-1)-th sampling period
:listen period [—1:data period [C1:dangerous period

k-th sampling period

Fig. 1 Relationship between different periods

In the k-th sampling period, we can predict
that the current dangerous period is the same as
that of (£ — 1)-th sampling period. As Fig. 1
shows, the interval between these two close
dangerous periods equals the interval of the
sampling period that is T. We can also predict that
in the current whole dangerous period, the node
will receive m,, data packets from its children
nodes. So we average the dangerous period with 7,
listen periods and (m;,—1 —1) sleep periods. If the
sleep period is less than the data period, then we
should correct its value to the interval of the data
period.

When a listen period comes, if node ¢ has
already received d packets in previous active
periods, then the number of packets node i will
receive in the remaining dangerous period will be
(myp—y — d).

remaining dangerous period with (m, | —d) listen

So we need to re-average the

periods and (m;—; —d — 1) sleep periods. For
example, in Fig. 2, node 7/ at time x has three
remaining packets to receive as there are three
listen periods. But it may not receive any packet in
the following listen period. Then at time (x+¢1),

see (b), it re-averages the remaining dangerous
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period with still three listen periods and two sleep
periods. If at time (x+1¢), node i already receives
a new packet, see (a), then there will be two
listen periods and one sleep period. That is, if the
future traffic is heavier, then the sleep period is
shorter; if the future traffic is lighter, then the
sleep period is longer. If the remaining dangerous
period is less than one active period, while there
will still be packets to be received or to be sent,

then the sleep period will be the same as the data

period.

b dangerous period N
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disten period [ :sleep period
Fig. 2 Sleep/wakeup schedule of node i

To indicate if each node i receives all the
packets, we introduce the more packet flag (Mpf).
The Mpf flag is filled into the corresponding Mpf
filed of any out-going data packets. The sensor
node can set the Mpf flag to 0 only if it has no
packet in its buffer and all its children nodes have
sent the data packets with Mpf flag set to 0. The
node that has Mpf flag set to 0 can go to sleep until
the dangerous period of the next sampling period
comes. The node that has Mpf flag set to 1 will
execute the sleep/wakeup schedule as the
computation rule described above.

To see the performance of TB-MAC, we first
do a simple analysis. We compare 802. 11 MAC,
S-MAC and TB-MAC

maximum end-to-end delay and total

using two metrics:

energy
consumption in one sampling period. Chain based
on topology is shown in Fig. 3, where n nodes are
deployed in one line, node 0 is the source node and
node 2 is the sink. Fig. 4 shows the converge cast
topology, where (n—1) source nodes from index 1
to (n—1) send packets at the same time to sink
node n. The notations for analysis are listed in

Tab. 1, and analysis results are listed in Tab. 2.

From these results, we can see that TB-MAC gets
the same delay as 802. 11 MAC and the same
energy consumption as S-MAC in both topologies.

O—0—0—

1 2 3 n—1 n
Fig. 3 Chain based topology

n

1 2 n-2 n—1

Fig. 4 Converge cast topology

Tab. 1 Notations for analysis

Notation Explanation

Tlisten Time interval for CS and RTS/CTS exchange

Tleep Sleep time between two listen periods

Tata Time interval for data and ACK transmission

Elisten Energy consumed in CS and RTS/CTS exchange

E. Energy consumed in data and ACK transmission

Energy consumed in the total time without listen,

Eremain

sleep and data transmission

Tab. 2 Performance Analysis

Chain-based / Converge cast Topology

Maximum end-to-end delay Total energy consumption
802. 11 =D (Tisten T Taa) 2= 1D (E +2Esten) 1 E vemmain
S-MAC (— 1) (Thisten + Taata + Tteep) (n—1) (Ei +2Eliseen)
TBMAC  (n—1) (Tisten+ Ttara) (n—1) (Epe +2Ejiten)

The simulation of TB-MAC uses NS2. The
area is 25m % 25m with uniform distribution of 16
sensor nodes, 3 source nodes and one sink node.
The duty cycle for SSMAC is set to the default
value 10. Other physical simulation parameters are
listed in Tab. 3.

consumption of the entire network in one sampling

Fig. 5 compares the energy

period. Because in TB-MAC, those nodes that are
not in the routing link can sleep all the time and
those that are in the routing link can sleep after the
transmission is done, so it gets the minimum
energy consumption. In 802. 11 MAC and S-MAC,
the total energy is increasing with a constant when
the sampling interval increases, because the active
time in these two protocols is proportional to the

sampling interval . But in TB- MAC , the energy is
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Tab.3 Simulation Parameters

Parameter Value
Transmission power 0.5 Watts
Receiving power 0. 3 Watts
Idle power 0. 05 Watts
Transmission time for RTS/CTS/ACK 0.011 s
Transmission time for one data packet 0.043 s
Communication radius 7.5 m
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Fig. 5 Total energy consumed vs. interval

of sampling period

delay
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Fig. 6 Maximum end-to-end delay

only related to the data rate. When the sampling
interval is 7. 5 s, the TB-MAC consumes less
energy than S-MAC by at least 75%. Fig. 6
compares the maximum end-to-end delay per
sampling period which means that the time interval
between the first packet being sent out to the last
packet reaching the sink node. From the
histogram, we can see that 802. 11 gets the least
delay and S-MAC gets the most delay, with TB-
MAC being in the middle,

theoretical analysis » TB- MAC gets the same delay

though in a

as 802. 11. However, in a multi-hop situation, the
average operation on a dangerous period is only a
prediction and glancing which cannot fit the real
situation perfectly. So the delay in TB-MAC is

greater than in the analysis results.
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