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#### Abstract

This paper deals with the construction of approximate solution of second-order matrix linear differential equations using matrix cubic splines. An estimation of the approximation error, an algorithm for its implementation and some illustrative examples are included.
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## 1 Introduction

A great variety of phenomena in physics and engineering can be modeled in the form of matrix differential equations. Apart from the problems where the mathematical pattern is written in matrix form, they also appear when special techniques to solve scalar or vectorial problems are used. Examples of such situations are the embedding methods for the study of linear boundary value problems [5], shooting method to solve scalar or vectorial problems with boundary value conditions [6], lines method for the numerical integration of partial differential equations [7], or homotopic methods to solve nonlinear systems equations [8].

The vectorization techniques to transform a matrix problem in a set of scalar equation or vectorial independent has several drawbacks, [9]. First, the physical sense of the magnitudes is lost with vectorization techniques. Secondly, the computational cost increases. Finally, the vectorization techniques waste the advantages of those symbolic languages adapted to matrix expressions. This work we will develop a method for the numerical integration of the second-order matrix differential linear equation given by

$$
\begin{align*}
& Y^{\prime \prime}(x)+A(x) Y^{\prime}(x)+B(x) Y(x)=C(x) \quad, \quad a \leq x \leq b  \tag{1}\\
& Y(a)=Y_{a} \quad, \quad Y^{\prime}(a)=Y_{a}^{\prime}
\end{align*}
$$

where $Y, Y_{a}, Y_{a}^{\prime} \in \mathbf{C}^{r \times q}$ and $A, B:[a, b] \rightarrow \mathbf{C}^{r \times r}$ and $C:[a, b] \rightarrow \mathbf{C}^{r \times q}$, verify $A, B \in \mathbf{C}^{1}([a, b])$, it guarantees the existence of only one solution $Y(x)$ of (1), which is continuously differentiable, [10]. In the scalar case, the cubic splines were used in [11] for the resolution of ODE, obtaining approaches that, among other advantages, they were of $\mathbf{C}^{1}$ class in the interval $[a, b]$, easily valuables and with an approach error $O\left(h^{4}\right)$. In this paper, we proposed a method using cubic matrix splines for the numerical approximation to the solution of (1). The present work extends this important advantage obtained in [12] and [13] for the first-order of (1). This paper is organized as follows. In Section 2, we develop the proposed method to solve (1), and including the study of the approximation error and a constructive algorithm. Finally some example will be presented in Section 3. Along this work we will denote by $\mathbf{C}^{p \times q}$ the set of the rectangular $p \times q$ complex matrices. If $A \in \mathbf{C}^{r \times s}$, we will denote for $\|A\|$ their 2 -norm, defined by

$$
\|A\|=\sup _{z \neq 0} \frac{\|A z\|}{\|z\|}
$$

there for a vector $z$ in $\mathbf{C}^{s},\|z\|=\left(z^{t} z\right)^{1 / 2}$ is the usual Euclidean norm of $z$. By [14],[15], it follow that

$$
\begin{equation*}
\max _{i, j}\left|a_{i, j}\right| \leq\|A\| \leq \sqrt{r s} \max _{i, j}\left|a_{i, j}\right| . \tag{2}
\end{equation*}
$$

We will denote by $P_{n}[x]$ the set of matrix polynomial with degree $n$ and real variable $x$. We will say that one matrix function $g:[a, b] \rightarrow \mathbf{C}^{r \times q}$ is of class $k \geq 0$, and we will represent it $g \in \mathbf{C}^{k}([a, b])$, if $g$ it is $k$-times differentiable , and its $k^{\text {th }}$ derivatives is continuous in $[a, b]$. Let be $[a, b] \subset \mathbf{R}$ and be

$$
\Delta=\left\{a=x_{0}<x_{1}<\ldots<x_{n}=b\right\}
$$

a partition of $[a, b]$. Given $m$ an integer bigger or equal to zero, we define the set of matrix splines of order $m$ as
$M_{-} \mathbf{C}^{r \times r}(\Delta)_{m-1}^{m}=\left\{Q:[a, b] \rightarrow \mathbf{C}^{r \times q} ;\left\{\begin{array}{l}\left.Q\right|_{\left[x_{i-1}, x_{i}\right]}(x) \in P_{m}[x] \\ Q \in \mathbf{C}^{m-1}([a, b])\end{array}, i \in\{1, \ldots, n\}\right.\right.$,
If $m=3$ the matrix splines are called matrix cubic splines,[16].

## 2 Construction of the approach

Consider a class of two-point boundary value problems of the form

$$
\begin{align*}
& Y^{\prime \prime}(x)+A(x) Y^{\prime}(x)+B(x) Y(x)=C(x), \quad a \leq x \leq b \\
& Y(a)=Y_{a}, \quad Y^{\prime}(a)=Y_{a}^{\prime} \tag{3}
\end{align*}
$$

where $Y, Y_{a}, Y_{a}^{\prime} \in \mathbf{C}^{r \times q}$ and $A, B:[a, b] \rightarrow \mathbf{C}^{r \times r}$ and $C:[a, b] \rightarrow \mathbf{C}^{r \times q}$. Let us consider the partition of the interval [a, b] given by

$$
\begin{equation*}
\Delta_{[a, b]}=\left\{a=x_{0}<x_{1}<\ldots<x_{n}=b\right\}, \quad x_{k}=a+k h, \quad k=0,1, \ldots, n \tag{4}
\end{equation*}
$$

where $h=(b-a) / n$, being $n$ a positive integer. We will build in each subinterval $[a+k h, a+(k+1) h]$ a matrix cubic spline approximating the solution of problem (1). For the first interval $[a, a+h]$, we consider that the spline is defined by

$$
\begin{equation*}
\left.S\right|_{[a, a+h]}(x)=Y(a)+Y^{\prime}(a)(x-a)+\frac{1}{2!} Y^{\prime \prime}(a)(x-a)^{2}+\frac{1}{3!} \alpha_{0}(x-a)^{3} \tag{5}
\end{equation*}
$$

where the matrix $\alpha_{0} \in \mathbf{C}^{r \times q}$ is a parameter to be determined. As $\left.S\right|_{[a, a+h]}(x)$ defined in (5) verifies:

$$
\begin{align*}
& \left.S\right|_{[a, a+h]}(a)=Y(a),  \tag{6}\\
& \left.S^{\prime}\right|_{[a, a+h]}(a)=Y^{\prime}(a),  \tag{7}\\
& \left.S^{\prime \prime}\right|_{[a, a+h]}(a)=Y^{\prime \prime}(a)=C(a)-A(a) Y^{\prime}(a)-B(a) Y(a), \tag{8}
\end{align*}
$$

to obtain the spline we must determine $\alpha_{0}$. From (5), we have

$$
\begin{align*}
& S^{\prime}(x)=Y^{\prime}(a)+Y^{\prime \prime}(a)(x-a)+\frac{1}{2} \alpha_{0}(x-a)^{2},  \tag{9}\\
& S^{\prime \prime}(x)=Y^{\prime \prime}(a)+\alpha_{0}(x-a) \tag{10}
\end{align*}
$$

We have left the problem of determining $\alpha_{0}$ when the spline is totally determined. For that, we will impose the spline be a solution of the problem (1) in the point $x=a+h$,
$\left.S^{\prime \prime}\right|_{[a, a+h]}(a+h)=Y^{\prime \prime}(a+h)=C(a+h)-A(a+h) Y^{\prime}(a+h)-B(a+h) Y(a+h)$.
From (9) and (10), we have

$$
\begin{align*}
Y^{\prime \prime}(a)+\alpha_{0} h & =C(a+h)-A(a+h)\left(Y^{\prime}(a)+h Y^{\prime \prime}(a)+\frac{1}{2} h^{2} \alpha_{0}\right) \\
& -B(a+h)\left(Y(a)+h Y^{\prime}(a)+\frac{1}{2!} h^{2} Y^{\prime \prime}(a)+\frac{1}{3!} h^{3} \alpha_{0}\right), \tag{11}
\end{align*}
$$

A simple calculation, shows that

$$
\begin{align*}
& \left(I+\frac{h}{2} A(a+h)+\frac{h^{2}}{3!} B(a+h)\right) \alpha_{0} \\
& =\frac{1}{h}\left[C(a+h)-A(a+h)\left(Y^{\prime}(a)+h Y^{\prime \prime}(a)\right)-\right.  \tag{12}\\
& \left.\quad B(a+h)\left(Y(a)+h Y^{\prime}(a)+\frac{h^{2}}{2} Y^{\prime \prime}(a)\right)\right]-Y^{\prime \prime}(a)
\end{align*}
$$

Assuming that matrix equation (12) has one solution only $\alpha_{0}$, this technique determines the spline in the interval $[a, a+h]$. In the interval $[a+h, a+2 h]$, the matrix cubic spline takes the form

$$
\begin{align*}
& \left.S\right|_{[a+h, a+2 h]}(x)=\left.S\right|_{[a, a+h]}(a+h)+\left.S^{\prime}\right|_{[a, a+h]}(a+h)(x-(a+h)) \\
& \quad+\left.\frac{1}{2!} S^{\prime \prime}\right|_{[a, a+h]}(a+h)(x-(a+h))^{2}+\frac{1}{3!} \alpha_{1}(x-(a+h))^{3} \tag{13}
\end{align*}
$$

so $S(x)$ defined on $[a, a+h] \cup[a+h, a+2 h]$ it is of class $\mathbf{C}^{2}([a, a+2 h])$, and all the coefficients of the spline $\left.S\right|_{[a+h, a+2 u]}(x)$ are determined with the exception of $\alpha_{1} \in \mathbf{C}^{r \times q}$. It is easy to check that the spline (13) satisfies the differential equation (1) in $x=a+h$, for what we will determine $\alpha_{1}$ by imposing that (13) be also a solution of (1) in $x=a+2 h$

$$
\begin{align*}
\left.S^{\prime \prime}\right|_{[a+h, a+2 h]}(a+2 h) & =C(a+2 h)-\left.A(a+2 h) S^{\prime}\right|_{[a+h, a+2 h]}(a+2 h) \\
& -\left.B(a+2 h) S\right|_{[a+h, a+2 h]}(a+2 h) . \tag{14}
\end{align*}
$$

From (13) we obtain

$$
\begin{align*}
\left.S\right|_{[a+h, a+2 h]}(a+2 h)= & \left.S\right|_{[a, a+h]}(a+h)+\left.h S^{\prime}\right|_{[a, a+h]}(a+h) \\
& +\left.\frac{1}{2!} h^{2} S^{\prime \prime}\right|_{[a, a+h]}(a+h)+\frac{1}{3!} h^{3} \alpha_{1},  \tag{15}\\
\left.S^{\prime}\right|_{[a+h, a+2 h]}(a+2 h)= & \left.S^{\prime}\right|_{[a, a+h]}(a+h)+\left.h S^{\prime \prime}\right|_{[a, a+h]}(a+h) \\
& +\frac{1}{2} h^{2} \alpha_{1} \tag{16}
\end{align*},
$$

replace (15),(16) and (17) in (14), we obtain the matrix equation with an only matrix unknown $\alpha_{1}$

$$
\begin{align*}
& \left(I+\frac{h}{2} A(a+2 h)+\frac{h^{2}}{3!} B(a+2 h)\right) \alpha_{1} \\
& \quad=\frac{1}{h}\left[C(a+2 h)-A(a+2 h)\left(\left.S^{\prime}\right|_{[a, a+h]}(a+h)+\left.h S^{\prime \prime \prime}\right|_{[a, a+h]}(a+h)\right)\right.  \tag{18}\\
& \left.-B(a+2 h)\left(\left.S\right|_{[a, a+h]}(a+h)+\left.h S^{\prime}\right|_{[a, a+h]}(a+h)+\left.\frac{h^{2}}{2} S^{\prime \prime}\right|_{[a, a+h]}(a+h)\right)\right] \\
& -\left.S^{\prime \prime}\right|_{[a, a+h]}(a+h)
\end{align*}
$$

Assuming that matrix equation (18) has one solution only $\alpha_{1}$, in this way the spline is totally determined in the interval $[a+h, a+2 h]$.Iterating this process, let us consider the matrix cubic spline constructed until the subinterval $[a+(k-1) h, a+k h]$ and we define it in the next subinterval $[a+k h, a+(k+1) h]$ as

$$
\begin{equation*}
\left.S\right|_{[a+k h, a+(k+1) h]}(x)=\beta_{k}(x)+\frac{1}{3!} \alpha_{k}(x-(a+k h))^{3}, \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{k}(x)=\left.\sum_{k=0}^{2} \frac{1}{k!} S^{(k)}\right|_{[a+(k-1) h, a+k h]}(a+k h)(x-(a+k h))^{k}, \tag{20}
\end{equation*}
$$

Defined so, the matrix cubic spline $S(x) \in \mathbf{C}^{2}\left(\cup_{j=0}^{k}[a+j h, a+(j+1) h]\right)$, and it is easy to cheek that it verifies the differential equation (1) in the point $x=a+k h$. We determine $\alpha_{k}$ by imposing that differential equation (1) is satisfied at the point $x=a+(k+1) h$

$$
\begin{aligned}
& \left.S^{\prime \prime}\right|_{[a+k h, a+(k+1) h]}(a+(k+1) h)=C(a+(k+1) h) \\
& -\left.A(a+(k+1) h) S^{\prime}\right|_{[a+k h, a+(k+1) h]}(a+(k+1) h) \\
& \quad-\left.B(a+(k+1) h) S\right|_{[a+k h, a+(k+1) h]}(a+(k+1) h),
\end{aligned}
$$

that developing takes us to the matrix equation

$$
\begin{align*}
& \left(I+\frac{h}{2} A(a+(k+1) h)+\frac{h^{2}}{3!} B(a+(k+1) h)\right) \alpha_{k}= \\
& \left.\quad \frac{1}{h}\left[A(a+(k+1) h) \beta_{k}(a+(k+1) h]\right)+\left.h S^{\prime \prime}\right|_{[a, a+h]}(a+h)\right)-  \tag{21}\\
& \left.\quad B(a+2 h)\left(\left.S\right|_{[a, a+h]}(a+h)+\left.h S^{\prime}\right|_{[a, a+h]}(a+h)+\left.\frac{h^{2}}{2} S^{\prime \prime}\right|_{[a, a+h]}(a+h)\right)\right],
\end{align*}
$$

Note that solubility of equation (21) is guaranteed showing that the matrix $\left(I+\frac{h}{2} A(a+(k+1) h)+\frac{h^{2}}{3!} B(a+(k+1) h)\right)$ is invertible, for $k=0,1, \ldots, n-1$. Let us denote

$$
\begin{equation*}
M=\max _{a \leq x \leq b}\{\|A x\|,\|B x\|\}, \tag{22}
\end{equation*}
$$

and then

$$
\begin{aligned}
\| I-\left(I+\frac{h}{2} A(a+\right. & \left.(k+1) h)+\frac{h^{2}}{3!} B(a+(k+1) h)\right) \| \\
& =\frac{h}{2}\left\|A(a+(k+1) h)+\frac{h}{3} B(a+(k+1) h)\right\| \\
& \leq \frac{h}{2}\left\{\|A(a+(k+1) h)\|+\frac{h}{3}\|B(a+(k+1) h)\|\right\} \\
& \leq \frac{h}{2}\left\{M+\frac{h}{3} M\right\}=\left(\frac{h}{2}+\frac{h^{2}}{6}\right) M .
\end{aligned}
$$

thus taking $h \leq \sqrt{1+\frac{4}{M}}-1$, one has

$$
\left\|I-\left(I+\frac{h}{2} A(a+(k+1) h)+\frac{h^{2}}{3!} B(a+(k+1) h)\right)\right\| \leq 1,
$$

which guarantees, for the perturbation lemma, [20, p. 58], that matrix $(I+$ $\left.\frac{h}{2} A(a+(k+1) h)+\frac{h^{2}}{3!} B(a+(k+1) h)\right)$ is invertible, and therefore, the equation (21) has unique solution $\alpha_{k}$, for $k=0,1, \ldots, n-1$. Taking into account [17, Theorem 5] and (2), the following result has been established.

## Algorithm.

- Step 1. Determine the constants $M$ and $Y^{\prime \prime}(a)$ given by (22) and (8), respectively. Take $h \leq \sqrt{1+\frac{4}{M}}-1$ and $h=(b-a) / n$ and consider the partition $\Delta_{[a, b]}$ given by (4).
- Step 2. For $k=0$, solve the matrix equation (12) and compute $\left.S\right|_{[a, a+h]}(x)$ defined by (5).
- Step 3. For $k=1, \ldots, n-l$, solve the matrix equation (21) and compute $\left.S\right|_{[a+k h, a+(k+l) h]}(x)$ defined by (19).


## 3 Numerical illustrations

These are the main results of the paper. In this section, we test the algorithm in a situation where the exact solution is known.

Example 1. Let us consider the problem

$$
\begin{array}{ll}
Y^{\prime \prime}(x)+A(x) Y^{\prime}(x)+B(x) Y=C(x), & 0 \leq x \leq 1 \\
Y(0)=\left(\begin{array}{cc}
0 & 0 \\
1 & -1
\end{array}\right), & Y^{\prime}(0)=\left(\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right),
\end{array}
$$

where

$$
\begin{aligned}
A(x) & =\left(\begin{array}{ll}
1 & 2 \\
0 & x
\end{array}\right) \\
B(x) & =\left(\begin{array}{ll}
x & e^{x} \\
1 & 0
\end{array}\right) \\
C(x) & =\left(\begin{array}{cc}
(x+1) e^{x}+x^{3}+2 x+4 & \left(x^{2}+3 x+2\right) e^{x}+2 \\
x^{2}+x & x e^{x}+x
\end{array}\right)
\end{aligned}
$$

This problem has the exact solution $Y(x)=\left(\begin{array}{cc}x^{2} & x e^{x} \\ x+1 & x-1\end{array}\right)$,so we will be able to calculate the approximation error. Taking derivatives it follows that

$$
Y^{\prime \prime}(x)=C(x)-A(x) Y^{\prime}(x)-B(x) Y(x)
$$

so $Y^{\prime \prime}(0)=\left(\begin{array}{ll}2 & 2 \\ 0 & 0\end{array}\right)$. As $\max _{x \in[0,1]}\{\|A(x)\|,\|B(x)\|\} \leq 3$, we take $M=3$.
We have $h \leq \sqrt{1+\frac{4}{M}}-1=0.5275$, so we take $h=0.1$.
The approximation solution, are shown in Table 1. In Table 1. the values in the error column are the maximum error in each subinterval.

Example 2. Consider the matrix problem

$$
\begin{aligned}
& Y^{\prime \prime}(x)+A(x) Y^{\prime}(x)+B(x) Y(x)=C(x), \\
& Y(0)=\left(\begin{array}{ll}
0 & 1 \\
0 & 1 \\
0 & 1
\end{array}\right), \quad Y^{\prime}(0)=\left(\begin{array}{ll}
1 & 1 \\
0 & 0 \\
0 & 2
\end{array}\right), \quad x \in[0,1],
\end{aligned}
$$

with

$$
\begin{aligned}
& A(x)=\left(\begin{array}{ccc}
1 & 1 & 2 \\
x & 2 & x+1 \\
x^{2}+1 & 3 & x
\end{array}\right), \\
& C(x)=\left(\begin{array}{ccc}
1 & 3 & x \\
e^{x} & 2 & 1 \\
0 & 1 & x
\end{array}\right) \\
& C(x)=\left(\begin{array}{cc}
x^{3}+5 x+1 & 4 e^{x}+x e^{x}+x^{2}+5 \\
3 x^{2}+3 x+x e^{x} & e^{2 x}+2 e^{x}+2 x e^{x}+2 x+3 \\
x^{3}+3 x^{2}+3 & x^{2} e^{x}+2 x e^{x}+2 e^{x}+x^{2}+2 x+1
\end{array}\right)
\end{aligned}
$$

with an exact solution given by $Y(x)=\left(\begin{array}{cc}x & e^{x} \\ 0 & 1 \\ x^{2} & x+e^{x}\end{array}\right)$ so we will be able to calculate the approximation error.As $\max _{x \in[0,1]}\|A(x)\|,\|B(x)\| \leq 6$, we take $M=6$. Taking derivatives it follows that

$$
Y^{\prime \prime}(x)=C(x)-A(x) Y^{\prime}(x)-B(x) Y(x)
$$

so $Y^{\prime \prime}(0)=\left(\begin{array}{ll}0 & 1 \\ 0 & 1 \\ 2 & 1\end{array}\right)$. We have $h \leq \sqrt{1+\frac{4}{M}}-1=0.2910$, so we take $h=0.1$. The approximation solution, are shown in Table 1. In Table 1. the values in the error column are the maximum error in each subinterval.

Table 1. The matrix cubic spline and max error of example 1.

| $\left[x_{i}, x_{i+1}\right]$ | Approximation | Error $\times 10^{3}$ |
| :---: | :---: | :---: |
| [0, 0.1] | $\left(\begin{array}{cc}0.038461 x+0.500000 x^{2}+0.158932 x^{3} & x+x^{2}+0.534202 x^{3} \\ 1+x-0.157809 x^{3} & -1+x-0.00002 x^{3}\end{array}\right)$ | $\left(\begin{array}{ll}0.994994 \\ 0.157809 & -0.017109 \\ 0.0000283\end{array}\right)$ |
| [0.1, 0.2] | $\left(\begin{array}{cc}-0.001543+0.084775 x+0.036861 x^{2}+1.70273 x^{3} \\ 0.999666+1.01003 x-0.100322 x^{2}+0.176598 x^{3} & -0.000076+1.00227 x+0.977324 x^{2}+0.609789 x^{3} \\ -1+0.999998 x+0.000017 x^{2}-0.000084 x^{3}\end{array}\right)$ | $\left(\begin{array}{ll}0.949224 \\ 0.928066 & -0.068648 \\ 0.000282\end{array}\right)$ |
| [0.2, 0.3] | $\left(\begin{array}{cc} 0.031024-0.121459 x+1.06803 x^{2}-0.015893 x^{3} & -0.000760+1.01254 x+0.925985 x^{2}+0.695354 x^{3} \\ 1.00286+0.990732 x-0.003820 x^{2}+0.015761 x^{3} & -1+0.999992 x+0.000051 x^{2}-0.000139 x^{3} \end{array}\right)$ | $\left(\begin{array}{cc}-0.932722 & -0.068648 \\ -0.981517 \\ 0.000282\end{array}\right)$ |
| [0.3, 0.4] | $\left(\begin{array}{cc}0.031364-0.124856 x+1.07936 x^{2}-0.028475 x^{3} & -0.003374+1.03867 x+0.838858 x^{2}+0.792161 x^{3} \\ 1.00377+0.981652 x+0.02645 x^{2}-0.017866 x^{3} & -0.999998+0.999978 x+0.000097 x^{2}-0.000192 x^{3}\end{array}\right)$ | $\left(\begin{array}{cc}0.769959 \\ 0.447901 & -0.184402 \\ 0.003767\end{array}\right)$ |
| [0.4, 0.5] | $\left(\begin{array}{ll} 0.044719-0.136132 x+1.07424 x^{2}-0.024210 x^{3} & -0.010379+1.09122 x+0.707495 x^{2}+0.901630 x^{3} \\ 1.00188+0.995800 x-0.008924 x^{2}+0.011607 x^{3} & -0.999995+0.999954 x+0.0000156 x^{2}-0.000241 x^{3} \end{array}\right)$ | $\left(\begin{array}{ll}0.781272 \\ 0.996639 & -0.446339 \\ 0.009084\end{array}\right)$ |
| [0.5, 0.6] | $\left(\begin{array}{cc} 0.047843-0.100694 x+1.00514 x^{2}+0.021856 x^{3} & -0.025846+1.18401 x+0.521907 x^{2}+1.02536 x^{3} \\ 1.00332+0.987185 x+0.008306 x^{2}+0.000121 x^{3} & -0.99988+0.099921 x+0.000222 x^{2}-0.000285 x^{3} \end{array}\right)$ | $\left(\begin{array}{cc}-0.151314 \\ 0966391 & -0.446339 \\ 0.009084\end{array}\right)$ |
| [0.6, 0.7$]$ | $\left(\begin{array}{cc} 0.157528-0.451164 x+1.35241 x^{2}-0.047714 x^{3} & -0.056036+1.33497 x+0.270318 x^{2}+1.16513 x^{3} \\ 1.00573+0.980674 x+0.019158 x^{2}-0.005908 x^{3} & -0.999981+0.999880 x+0.000291 x^{2}-0.000323 x^{3} \end{array}\right)$ | $\left(\begin{array}{cc}-0.390527 \\ 0.24366 & -0.654124 \\ 0.018502\end{array}\right)$ |
| [0.7, 0.8 ] | $\left(\begin{array}{cc} 0.042773-1.60056 x+2.99441 x^{2}-0.829618 x^{3} & -0.111171+1.56697 x-0.061117 x^{2}+1.32955 x^{3} \\ 1.00951+0.964487 x+0.042282 x^{2}-0.016919 x^{3} & -0.999970+0.999832 x+0.000359 x^{2}-0.00056 x^{3} \end{array}\right)$ | $\left(\begin{array}{cc}0.163976 \\ 0.504071 & -0.210524 \\ 0.056843\end{array}\right)$ |
| [0.8, 0.9] | $\left(\begin{array}{cc} 0.005285-0.014647 x+1.01201 x^{2}-0.003620 x^{3} & -0.203025+1.91143 x-0.491685 x^{2}+1.50236 x^{3} \\ 1.00253+0.990641 x+0.009590 x^{2}-0.00329 x^{3} & -1.00077+1.00284 x-0.003401 x^{2}+0.001211 x^{3} \end{array}\right)$ | $\left(\begin{array}{cc}0.805669 \\ 0.525341 & -0.568024 \\ 0.088235\end{array}\right)$ |
| [0.9, 1] | $\left(\begin{array}{cc} 0.003468-0.008590 x+1.00528 x^{2}-0.001128 x^{3} & -0.348388+2.39597 x-1.03007 x^{2}+1.70176 x^{3} \\ 1.00063+0.996899 x+0.002536 x^{2}-0.0006852 x^{3} & -0.999471+0.998504 x+0.001417 x^{2}-0.00053 x^{3} \end{array}\right)$ | $\left(\begin{array}{cc}0.966375 \\ 0.530279 & -0.989543 \\ 0.124039\end{array}\right)$ |

Table 2. The matrix cubic spline and max error of example 2.

| [ $x_{i}, x_{i+1}$ ] | Approximation | Error $\times 10^{3}$ |
| :---: | :---: | :---: |
| [0, 0.1] | $\left(\begin{array}{cc}1.000000 x & 1+x+0.142464 x^{3} \\ 0.000000 \\ 1.000000 x^{2} & 1+2 x+0.006339 x^{3} \\ 1+0.5 x^{2}+0.509093 x^{3}\end{array}\right)$ | $\left(\begin{array}{cc}0 \\ 0.00000 \\ 0.0523698 \\ 0 & 0 \\ 0 & -0.000000 \\ -0.301597\end{array}\right)$ |
| [0.1, 0.2] |  | $\left(\begin{array}{cc}0 \\ 0.00000 & 0.976258 \\ 0 & -0.12583 \\ 0.072569\end{array}\right)$ |
| [0.2, 0.3] |  |  |
| [0.3, 0.4] |  | $\left(\begin{array}{cc}\text { 0.000000 } & 0.891012 \\ 0.000000 \\ -0.0000000\end{array}\right)$ |
| [0.4, 0.5] |  |  |
| [0.5, 0.6] |  | $\left(\begin{array}{cc}\begin{array}{c}0.000000 \\ \text { o.oooooo } \\ \text { 0.000000 }\end{array} & 0.5525171 \\ 0.651823 \\ 0.671654\end{array}\right)$ |
| [0.6, 0.7] |  |  |
| [0.7, 0.8] |  |  |
| [0.8, 0.9] |  |  |
| [0.9, 1] |  |  |

## 4 Conclusions

This article develops a new method for the numerical solution of second-order matrix differential equations of the non-linear type $Y^{\prime \prime}(x)+A(x) Y^{\prime}(x)+B(x) Y(x)=C(x)$, using matrix-cubic splines. Our method is well-suited for implementation on numerical and/or symbolical computer systems (Mathematica, Matlab, etc.) as we have shown in Section 2 giving the explicit algorithm.
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