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1 INTRODUCTION 

Environmental monitoring is considered as one of 
the principle applications for sensor networks today 
(Schmid (2006)). One of the earliest known envi-
ronmental applications of sensor networks is in eco-
logical habitat monitoring. A team from University 
of California Berkeley (Mainwaring et.al (2002), 
Szewczyk et.al (2004a) Szewczyk et.al (2004b)), 
utilised a wireless sensor network to observe birds 
on an island, using a base station connected over the 
web via a satellite communication link. This kind of 
“unattended” monitoring minimizes disruption to the 
objects of study by an observer walking around the 
island to collect data. 

A sensor network is a computer network of many, 
spatially distributed devices using sensors to monitor 
environmental parameters such as temperature, 
sound, vibration, pressure, motion or pollutants at 
different locations. These devices are usually small 
and inexpensive, so that they can be produced and 
deployed in large numbers, and their resources in 
terms of energy, memory, computational speed and 
bandwidth are severely constrained. Various re-
search problems of sensor networks such as data ag-
gregation or fusion (Boulis et.al (2003), Cayirci 
(2003)), packet size optimisation (Sankarasubrama-
niam et.al (2003)), cluster formation (Halgamuge 
et.al (2003), Halgamuge (2003)), target localisation 
Zou and Chakrabarty (2003)), battery management 
(Halgamuge (2007)), network protocols (Heinzel-
man and Chandrakasan (2002), Intanagonwiwat et.al 

(2000), Ye et.al (2002)) are discussed in the litera-
ture with respect to crucial energy limitations. 

Halgamuge (2007) investigated efficient battery 
management for sensor life and reported guidelines 
for efficient and reliable sensor network design 
(Halgamuge et.al (2009)). Commercial radio tech-
nology has advanced and commercial standards such 
as Bluetooth, developed by the Bluetooth (2009) 
consortium, have started to appear. Ad hoc networks 
have been gaining popularity for military, space, 
biomedical and manufacturing applications in recent 
years because their easy deployment and lack of in-
frastructure requirements. Unlike cellular wireless 
networks, ad hoc wireless networks do not need any 
fixed communication infrastructure. Three main 
networking protocols are known in wireless commu-
nications: direct communication, multi-hop commu-
nication and clustering. The routes can be single or 
multi-hop and the nodes which may be heterogene-
ous and communicate via packet radio. 

The heterogeneity of the nodes would allow some 
nodes to be servers and others to be clients. The abil-
ity of an ad hoc node to act as a server or service 
provider will depend on its energy, memory and 
computational capacities. Each node should estimate 
its own battery life before committing to a task. 
Even relaying packets for others may result in dete-
riorating its own limited battery power, and the node 
may not accept the task when it is devoted to another 
important activity.  

There is a fundamental, incompatible feature be-
tween computer simulation and experimental evalua-
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tion of sensor networks. On one hand, computer 
simulations provide complete control and transpar-
ent into experiments, but, on the other hand, they 
cannot reproduce, trustworthy, all the parameters 
that affect a live system (Schmid (2006)). In this pa-
per, an experimental study was conducted to investi-
gate link quality distribution in sensor network de-
ployment for an indoor building environment. This 
experiment will leverage queries in real sensor net-
work and also will drive development of network ar-
chitecture. Both man-made hazards such as crime 
and terrorism as well as natural hazards such as 
earthquakes, tsunamis and winds can cause serious 
damage to buildings. Sensor networks can be effec-
tively used to reduce the impact of such hazards 
through early detection and continuous monitoring. 
Therefore, monitoring and automatic control of the 
built environment has evolved into a crucial applica-
tion of wireless sensor networks (WSN) in which 
maximizing network lifetime is a key challenge. The 
link quality distribution is investigated to obtain full 
coverage of signal strength in a single floor of a 
multi-storey office building, experimentally. The re-
sults indicated that the transitional region is of par-
ticular concern in the wireless network since it ac-
commodates high variance unreliable links. The 
reason due to this transitional region in indoor envi-
ronments could be due to various obstacles including 
concrete/brick walls, partitions, office furniture and 
other items effectively acting as additional absorp-
tion term to the path loss.  

1.1 Sensor node 

Sensor networks consist of many sensor nodes that 
can be deployed in random positions. Sensor com-
ponents include: 

(a) flash memory: to store sensed data, 
(b) light sensor: a resistive light sensor to measure 

the intensity of ambient light. This sensor is 
turned off during sleep mode. 

(c) temperature sensor, 
(d) voltage regulator: a low drop-out voltage regu-

lator to supply a constant 3.3 V from the bat-
teries, 

(e) LED: a light emitting diode is used as a status 
indicator. This is turned on when the radio 
transceiver module is in active mode and 
turned off during sleep mode. 

(f) radio transceiver module: a Cypress 2.4 GHz 
DSSS  

(g) micro-controller: an ATmega168, 7.4 MHz 
processor with 16K byte RAM, 8 channel, 
10 bit analog-digital-converter (ADC), 

(h) memory: random access memory, read-only 
memory includes both program memory (proc-
essor’s instructions are executed) and data 

memory (to store raw data and process sensor 
measurements) 

(i) power source: both wired and wireless options 
are open here for flexible deployment.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Sensor node showing the microcontroller, radio and 
on-board sensors  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Hub node  

 

1.2 Hub or base station 

In these experiments, the hub forwards data packets 
it receives from sensor nodes to a base computer. 
The hub consists of the same micro-controller and 
radio module with an additional USB to UART con-
verter. 

Although the hub node has significant processing 
capabilities, all the data received were forwarded to 
computer through USB UART for further process-
ing. 

1.3 Duty cycle 

A sensor node will generally be asleep during idle 
mode and wake up for duration of TA as in Figure 3 
and then sleep for TS, assuming that TS ≫TA. The 
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duty cycle for the sensor node, dN, can be defined by 
Mille et.al (2005) as: 

SA

A

N
TT

T
d

+

=  (1) 

Each sensor wakes up for duration TA, senses data 
and listens to the appropriate radio channel. If the 
radio channel is free, transmit the data and go back 
to sleep for duration TS. During the wake time, there 
is a fixed period for data measurement, but radio 
time varies according to the channel availability. 
Therefore in this series of experiments, total wake 
time is not fixed but dependent on radio traffic. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Wake-up and sleep time (duty cycle) for a sensor  
node.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Different power sources versus lifetime.  

 
Both solar power and vibration are promising 

methods of power scavenging as they offer relatively 
high power densities (Roundy (2003)). As opposed 
to batteries that have a limited life, both solar and 
vibrations based power harvesting methods have 
unlimited life as shown in Figure 4. The use of envi-
ronmental energy to power wireless sensor networks 
has been proposed in numerous studies (Kansal et.al 
(2004), Roundy et.al (2003), Zhang et.al (2003), 
Balakrishnan et.al (2003), Jiang et.al (2005), 
Amirtharajah et.al (2005), Paradiso and Starner 

(2005), Rahimi et.al (2003), Kansal and Srivastava 
(2003)). 

2 WIRELESS LINK QUALITY AND DATA 
ACCESS RATE 

Krishnamachari (2005), Zhao and Govindran (2003) 
and Lee et.al (2004) have conducted experimental 
studies of link quality in wireless sensor networks. 
There is no realistic model to show how data recep-
tion rate varies with communication distance. This 
combines both the radio propagation model and ra-
dio reception model. It is clear that data from high 
powered transmitters can be successfully received 
even with simultaneous traffic (Krishnamachari 
(2005)). However, energy cost for radio transmis-
sion, reception and idle listening is quite challeng-
ing. 

It is well known that a contour formed by recep-
tion at different locations from the same transmitter 
is not regular. The quality of the transmission link 
distribution with and without power control is ex-
tremely dependent on environment and individual 
hardware conditions (Krishnamachari (2005)). For 
example, indoor office environments show poorer 
link quality distribution than open-space outdoor set-
tings. Swapping transmitter and receiver locations 
can sometimes change the link quality. Krishna-
machari (2005) proposed three regions of link qual-
ity: 

(a) connected region – high data reception rate (> 
99%), 

(b) transitional region – data reception rate is 
vary, referred to as a gray area, and  

(c) disconnected region – very low data reception 
rate. 

In region 1, data reception rate is highly reliable 
over time. In the transitional region, there can be 
very good link quality although transmit and receive 
antennas are relatively distant, as well as poor link 
quality, regardless of the relative proximity of the 
antennas. In this same transition region, many asym-
metric radio links (high link quality in one direction 
and low link quality in the opposite direction) exist. 
There is high time variation in the link quality in the 
transition region. The width of the transitional region 
can be quite significant as a fraction of the connected 
area. Generally in free space the transitional region is 
much narrower whereas in an indoor environment, 
the transitional region could be enlarged due to the 
many obstacles, such as, office furniture, room parti-
tions and concrete/brick walls. 
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3 EXPERIMENTAL SETUP AND NETWORK 
CONFIGURATION 

The aim here is to investigate and map the link qual-
ity distribution in an indoor building environment. A 
simple wireless sensor network is deployed in an in-
door office building with concrete floors, brick walls 
and plasterboard internal partitions. The iDwaRF 
sensor nodes were procured from www.chip45.com 
(2009). The nodes were powered with standard alka-
line batteries. Temperature and light sensors which 
were pre-mounted on the sensor boards were utilized 
to measure the ambient conditions. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. Experimental setup – each sensor node senses tem-
perature and light and communicates with the hub via an N-to-1 
star network.  

 
The voltage is regulated to a constant 3.3 V. Each 

sensor node reports measurements once every sec-
ond except for nodes at location A and B which were 

sampling at 60 second intervals. The channel band-
width is 10−100 kb/s and each single packet size 
was of 17 bytes. A sleep time of TS = 1000 ms, and a 
wakeup time of TA = 22 ms, were programmed for 
each sensor node. Active time depends on sampling 
and radio time. The sampling time is fixed, but radio 
time is dependent on channel availability. The sensor 
nodes sense data every t time period. The hub broad-
casts channel availability in response to sensor node 
queries. Each sensor mode listens to a channel, and 
if it finds a free channel, it then transmits data pack-
ets to the hub and goes back to sleep. When the hub 
receives a data packet from the sensor node, it sends 
out an acknowledgement to the sensor node. The 
data packets are not processed locally at the hub but 
automatically forwarded to a computer for process-
ing; therefore reducing sensor energy consumption. 

The layout plan of the building as shown in Figure 
6 indicates that the target floor area consists mainly 
of partitions which were “permeable” to radio waves 
and a number of brick walls which were “opaque” 
and very unfavourable in terms of radio propagation. 
The nodes were programmed to operate in an N-to-1 
star network where each node was in direct two-way 
communication with the hub in order to determine 
the efficiency of the bi-directional radio communica-
tion. Two sensor nodes were deployed at a total of 
15 locations (A−O) for a period of at least 60 min-
utes at each location, during this preliminary investi-
gation. The data interval was nominally set at 1 sec-
ond to obtain a large number of readings for each 
location. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Deployed area of sensor network in the second floor of the Architecture Building at the University of Melbourne (solid 
brick walls are shown as bold black lines). 
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4 RESULTS AND DISCUSSION 

4.1 Sensor readings 

The recorded indoor air temperature profile at node 
location C for 24 hours is shown in Figure 8. It was 
observed that the temperature in a non-thermally 
controlled room increased from approximately 
24°C at night to a high of 27.5°C during the day. 
The availability of high resolution temperature data 
is a significant improvement over many existing 
monitoring systems. Further work on optimising 
built environment control strategies will continue 
to require the use of these temperature sensors. 

Figures 9 and 10 show the light profile at two 
separate rooms: location A was with natural light-
ing whereas location C was supplemented with ar-
tificial lighting. It can be observed that the natural 

light level fluctuated significantly at location A be-
tween 7.00 and 10.00am on December 30. The 
room with artificial lighting exhibited a constant 
light level between 9.00am and 4.00pm. This light 
intensity data can be used as the basis for providing 
additional lighting, and to determine the duration 
and intensity of supplemental lighting, if necessary. 
Incidentally, the light sensor picked up the entry of 
the cleaners into location C at 12:23am. According 
to the data shown in Figure 11 the battery voltage 
decreases between December 26 and 27. This re-
sult is dependent on the transmission distance and 
other sources of energy consumption such as sens-
ing, processing, and logging on the sensor node. 
However, energy dissipation for communication 
becomes more and more dominant as the distance 
between the node and hub increases. 
 

 
 
Table 1. Data packet received, re-transmitted and lost. 

Loca-
tion 

Expected 
data 

Received 
data 

Re-
transmit 

Useful 
data 

Lost 
data 

Re-
transmit  

(%) 

Useful 
data  
(%) 

Lost 
data  
(%) 

Radio  
distance 

(m) 

A 1424 1424 0 1424 0 0.00 100.00 0.00 1.8 
B 1423 1423 0 1423 0 0.00 100.00 0.00 3.0 
C 17053 17285 238 17047 6 1.40 99.96 0.04 21.2 
D 17053 17156 113 17043 10 0.66 99.94 0.06 21.2 
E 3518 3518 0 3518 0 0.00 100.00 0.00 30.4 
F 719 597 10 587 132 1.39 81.64 18.36 26.4 
G 3546 2237 1 2236 1310 0.03 63.06 36.94 17.4 
H 3521 3216 5 3211 310 0.14 91.20 8.80 13.4 
I 3518 3442 2 3440 78 0.06 97.78 2.221 0.8 
J 3524 3426 0 3426 98 0.00 97.22 2.78 36.0 
K 3576 54 1 53 3523 0.03 1.48 98.52 41.0 
L 3563 1323 0 1323 2240 0.00 37.13 62.87 41.2 
M 3523 3515 1 3514 9 0.03 99.74 0.26 26.4 
N 3522 3519 0 3519 3 0.00 99.91 0.09 18.4 
O 3527 3525 0 3525 2 0.00 99.94 0.06 12.2 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Data success rate for the indoor sensor network. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Figure 8. Temperature measurement at location C. 
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4.2 Data transmission 

Tables 1 and 2 indicate the reliability of the data 
transmission by tabulating the expected number of 
readings from the nodes against the actual data 
packets received and were post-processed to de-
termine the number of repeated packets. The data 
indicates that nodes located within 15m of the hub 
all exhibited excellent data transmission rates ex-
ceeding 90%. Nodes located between 15 to 30m 
were generally effective with data transmission 
rates exceeding 60%. Nodes located at distances 
beyond 40m were not able to provide any reliable 
data communications. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Natural light measurement at location A. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Artificial light measurement at location C. 

 
A plot of the data communication efficiency 

against distance in Figure 7 shows that the data rate 
drops significantly beyond a distance of 40m 
within the building. The results are clearly con-
firmed the three regions described by Krisna-
machari (2005). The transitional region (nodes lo-
cated between 15 to 30m) is of particular concern 
in wireless sensor network since it accommodates 
high variance unreliable links. 

The hub coverage area is affected by the typ of 
building material, their thicknesses and to number 
of other obstacles in the radio pathway. Moreover, 

radio waves tend to be reflected or diffracted by 
conductive objects and rarely penetrate them. The 
large transitional region in indoor environments 
could be attributed to the large number of obstacles 
and reflective surfaces including walls, partitions, 
office furniture and other items affect as additional 
absorption term to the path loss. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 11. Battery power consumption for Dec. 26 and 27. 

5 CONCLUSION 

The link quality distribution of a simple wireless 
sensor network deployed into a single floor of an 
office building has been investigated. The signal 
strength has been mapped onto the floor plan and 
the results confirmed that a large transitional re-
gion exists. The transitional region is of particular 
concern in the deployment of an indoor wireless 
sensor network since these high variance unreliable 
links can severely constraint the performance of the 
network and leads to unduly high power consump-
tion for repeated radio communication attempts. 
The enlarged transitional region in an indoor office 
environment could be due to the many obstacles 
including concrete elements, brick walls, plaster-
board partitions, office furniture and other items 
affect leading to either additional absorption or in-
crease reflectance of the radio waves. Further re-
search is planned to characterise the performance 
of wireless networks in indoor environments.  
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