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V-disparity Based UGV Obstacle Detection in Rough Outdoor
Terrain

Yang Cong1,2, Junjian Peng1,2, Jing Sun1,2, Linlin Zhu1,2, Yandong Tang1

Abstract This paper presents a fast obstacle detection (OD) system based on stereo vision for Unmanned Ground Vehicle (UGV) navigation in unstructured
environment. In order to make the UGV adaptable to more complex terrains, we propose a new estimation method of the Main Ground Disparity (MGD) from
the V-disparity images. Then by comparing the disparity of the MGD with local 3D reconstruction, a Coarse-to-Fine method to find and localize obstacles is
introduced in the paper. The obstacle detection system is tested practically on our UGV platform in some outdoor unstructured environments. The experimental
results validate the efficacy of our system.
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1 Introduction
The ability to detect obstacle autonomously is very crucial to

the safety of mobile robots and robot navigation. Therefore, it
has received a great deal of attention in recent years. Guilherme
et al [1] gave a particular survey about vision technologies for
mobile robot navigation in 2002. According to the specific appli-
cations environment,the autonomous obstacle detection and nav-
igation technology can be classified into the indoor environment
and outdoor environment; and according to the topographical fea-
tures, it can be classified into the structured environment and un-
structured environment. Mobile robot navigation in the indoor and
structured environments has achieved great progress and success
due to the simplicity of the scenes and the terrains. One of the
most prominent pieces of work is the Navlab project[2], in which
the UGV autonomously travelled across the American continent
from the west coast to the east coast, where the UGV was nav-
igated using neural-network based vision system. On the other
hand, the outdoor navigation has broad applications, such as agri-
culture, military, planet rover,etc. There is still a challengeable
problem due to its complex environment and various disturbing
factors, which require the UGV to have more powerful perception
ability.

In rough outdoor terrain, two main sensors: laser range finder
and camera, have been widely adopted for navigation and obstacle
detection. Although laser sensors provide refined and easy-to-
use information about the surrounding area, they also have some
intrinsic limitations, such as one degree of freedom, larger huge,
higher energy consumption, etc. On the contrary, vision system
has plenty of merits, such as the ability to handle larger amount of
data, lower energy consumption, smaller size, higher resolution,
etc. Though the vision algorithm is more complex, it is still with
broader prospects and our work intends to improve it.

1.1 Related work
According to the number of cameras, the vision based OD for

outdoor unstructured environment can be classified into Monocu-
lar, Binocular and Multi-cameras methods.

Monocular Vision based methods: Optical Flow was used
for robotics obstacle detection in [15], however it could not give
an accurate localization of the obstacles. Appearance based
method [16] applied only appearance or color feature to distin-
guish the obstacles. Recently, some research on 3D Reconstruc-
tion from Single Still Image were presented to detect obstacle
[17,18,19]. These methods intended to recover the absolute depth
of the scenarios by features extraction and machine learning, thus,
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they cannot give the global 3D localization and need strong prior
knowledge which were not always available in outdoor condi-
tions. The general problem of monocular vision method is that it
cannot get precise global 3D information and is always based on
strong prior constraints. As we knew, none of monocular vision
systems achieve practical application in rough outdoor terrain.

Binocular and Multi-cameras Vision based methods: Most
research were mainly based on Disparity calculation or Global
3D Reconstruction, such as, the pioneer Demo III program [3],
Mars Rover vision system [5], the winner of DARPA 2006 [6],
OD for high grasses and shadows [7], NASA’s stereo vision sys-
tem by integrated laser sensor [8]. JPL[4] gave particular eval-
uation on several OD algorithms for seven different typical ob-
stacles based on disparity or global 3D reconstruction methods.
In 2005, a novel algorithm, called V-disparity image [9,10,11],
was designed to detect obstacles by estimating the disparity of
the ground plane automatically. There were also Bernd’s Ground
Plane Segment technology[12,13]. In summary, there are two
imperfect points about the above methods. One is the flat ground
plane assumption, which is not always available in outdoor un-
structured environment and hence became a potential limitation.
Even the V-disparity image based methods, which had a good re-
sult for OD, however their results are also found on the above as-
sumption. The other point of concern is the time consumption. In
JPL [8] the flat ground plane assumption is omitted by global 3D
reconstruction, but it suffers heavy burden of time consumption.

1.2 Our main contributions
In this paper, our original idea is partially motivated by

A.Broggi’s work[9,10], but, our algorithm is not based on the flat
ground plane assumption anymore.

Fig. 1 The UGV: our platform
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Our only hypothesis is that most of the region is ground or safe
terrain, and we are confident that this, being a very loose con-
straint, can be easily satisfied. The main contribution of our is
described as follows.

I. We introduce a novel method based on the maximum of lo-
cal energy to extract MGD from the V-disparity image. This
has two obvious merits: one is that we can directly detect
the obstacles by comparing the disparity with the MGD; the
other is that our method can also work even if the gradient
of the ground changes discontinuously.

II. We use the Coarse-to-Fine idea to detect obstacles. That is,
we find the potential obstacles by comparing the disparity
with the ground disparity; then, refine them by a precise 3D
local reconstruction to determine whether they belong to fi-
nal obstacles or not. This makes our algorithm run quickly
while keeping the accuracy.

The remainder of this paper is organized as follows. Section 2
describes the hardware system of our UGV. The details of our
obstacle detection algorithm are proposed in section 3. The ex-
perimental results and the conclusion are presented in section 4
and 5 respectively.

2 The system overview
The Unmanned Ground Vehicle (UGV) platform is shown in

Figure 1. The UGV is equipped with 6 wheel-and-leg structures
that enhance the ability to overcome the obstacles in the complex
outdoor terrain. The stereo vision system, with a baseline of 12
cm, is equipped with two color cameras encompassing about 70
degree Field of View (FOV) with a resolution is 640×320. There-
fore, the UGV is nearsighted due to the short baseline. A 1D laser
range finder is also fitted out to help the UGV perceive the sur-
rounding. The system is also fitted with an Inertial Measurement
Unit (IMU) and a GPS for global localization and navigation. The
UGV is equipped with two computers: one is for computer vision
processing, including 3D scenario reconstruction and the obsta-
cles detection; the other is for the UGV to control its body, deal
with the laser range finder, and global navigation.

3 General description
Our obstacle detection algorithm includes the following steps:

I. Preprocessing

II. V-disparity image calculation

III. MGD extraction

IV. Potential obstacle detection

V. Refining obstacle detection and localization

3.1 Preprocessing
Both of the left and right images are firstly captured and de-

noised, and any optical distortions are eliminated to improve the
quality of matching. Then the epipolar line constraint is applied to
rectify the images. The left and right rectified images are shown
in Figure 2 (a) and (b).

3.2 V-disparity image calculation
The V-disparity image, the foundation of our OD system, is

firstly introduced by [9,10,11], with the intention to reduce the
computation burden of disparity image. Rather than following the
normal way of generating density disparity image, this method ob-
tains the global disparity information by statistical the consistent
phase on the epipolar line. Figure 2 is a synthesized toy demo.

Fig. 2 A V-disparity image example on synthetic images. The frame of
reference is plotted. In this case the similarity measures are computed on
edges[9].

The V-disparity image can be considered as a 3-D graphical
representations of the similarity measures between the left and
right image rows (V-coordinate), depending on the disparities (d-
coordinate). Brightness is used as the third dimension. The V-
disparity image can be understood as the disparity histogram of
each row. The higher value of the image means the higher prob-
ability of the disparity in the row. In this paper, the V-disparity
image is calculated as follows:

A, The Sobel filters is adopted to filter the rectified images,
generate and strengthen edge features, as shown in Figure
3(L-2) and (R-2).

B, Then, we get the ternarized image by mapping the obtained
values into a ternary domain as equation 1, see Figure 3(L-
3) and (R-3).

f(x, y) =




−1 f(x, y) < −δ

0 |f(x, y)| ≤ δ

1 f(x, y) > δ

(1)

where f(x,y) is the result of filter at point(x,y),δ is empiri-
cally set as 5.

C, The V-disparity image is calculated by equation 2.

corr(i, j) =
(Nmatch(i, d))2

NL ·NL
(2)

Where d is the disparity value used to compare the two rows,
i is the row index, Nmatch(i, d) is the number of phase
matching between the left and right rows compared at dis-
parity d at i row, and NL and NR are the number of non-
block pixels. Figure 3 and Figure 4 (c) show the examples
of V-disparity images.

Fig. 3 The flow chart of V-disparity image calculation: the image indexed by
’L-1’ is the preprocessed original image, ’L-2’ is the result filtered by sobel
operator, ’L-3’ is the ternarized image; and so do on the same as ’R-1,R-2,
R-3’, which is the right image. Finally, the image on the right column is the
calculated V-disparity image.
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Fig. 4 An example: (a) and (b) are the rectified left and right image respectively, (c) is the V-disparity image, and (d) is the extracted main ground disparity. The
main ground disparity is not a straight line because the ground plane is not flat. The region above the red horizon line is far away, it is not need to match and detect
obstacles.)

3.3 MGD estimation
When most of the terrain is safe for UGV to go across, the

disparity value of the pixel with respect to the ground plane will
be similar or varying in a minor range in each row of the dispar-
ity image. Thus, there will be a high lighting region in each row
of the V-disparity image, as shown in Figure 3 or Figure 4. This
value is defined as the Main Ground Disparity. From near to far in
3D space (from top to bottom in the image), these values are dif-
ferent and change from high to low. When the ground is flat, the
changing is linear, so there is a slopy line in the V-disparity image.
In [9,10,11], they used dynamic pitch information and accumula-
tion approach to estimate the possible position of such slopy line.
However, the ground plane is not always flat. It may be a cure,
and may not always be considered as a straight line. So with this
fact, the method [9,10,11] may no always be efficient.

To solve the above problem, we design a novel method to es-
timate the MGD directly based on maximum local energy. Flat
ground plane assumption is no longer the important prerequisite
to our method. Our original motivation is that the higher the value
is in the V-disparity image, the more the possibility of this dispar-
ity exists when matching. Due to the impact of noise and wrong
matching, the ground disparity presents a maximum local region
in the row of the V-disparity image. The detail of MGD estimation
method are as follows:

A, Computing the mean and variance of each row in the V-
disparity image by equation 3:

Mean(i) =
1

N

∑
j∈R

IV (i, j)

Var(i) =

√
1

N

∑
j∈R

(IV (i, j)−Mean(i))2
(3)

where N is the width of the V-disparity, i is the row index,
j is the column index, j ∈ [1 . . . N ], and IV denotes the
V-disparity image.

B, Setting the dynamic threshold as

TV(i) = Mean(i) + 3×Var(i) (4)

Where the Tv(i) illustrates the threshold of ith row. If the Iv

value of is less than the threshold, it is set as 0; otherwise,
we reserve its original value.

C, Now, each line of Iv has been segmented as some isolate
regions separated zeros. The region, which is higher than
the surroundings may be the MGD, the obstacle, or region

caused by noise or wrong matching. The energy of each
region is calculated by equation 5.

Engery(k) =
∑

j∈region(k)

|Iv(i, j)|2 (5)

Where Engery(k) is the aggregate of the point in the region
k, and Engery(k) is the energy of region k.

D, The region with the maximum local energy value should be
the ground. Therefore, the center of this region is the MGD
in this row. Another restriction is the MGD value of the top-
per row will less than or equal to the value of the bottom
row. This is easy to understand that the above row indicates
the farther region, so the disparity will be less than the near
region.

E, Repeating to A to estimate the MGD of each row. Figure 3
and Figure 4 (d) illustrate the results of extracting the main
ground disparity

3.4 Potential obstacle detection
The MGD has two main functions: reducing the processed ar-

eas and detecting potential obstacles.
Let us explain the first function firstly. When parameters of

the stereo vision system are fixed, the accuracy of the 3D recon-
struction is inverse ratio to the distance of the objects; hence from
equation 6, we can conclude that Z is inverse ratio to the dispar-
ity. That is, the smaller disparity means the farther distance Z.
Therefore, the smaller the disparity is, the worse the accuracy will
be.





Z = B× F/4
X = Z× u/F = B× u/4
Y = Z× v/F = B× v/4

(6)

where X,Y and Z are the 3D point coordinates, B is the width
of the baseline, F is the focal length, ∆ is the disparity, u and v
are the 2D image pixel coordinates. If we want to get an accurate
reconstruction result, we should abandon the pixels with minor
disparity, which can reduce the time consumption and increase
accuracy. A disparity threshold is preset as 5 to achieve it. If the
MGD of some row is less than the threshold, we neglect it. For
example, in Figure 4, the MGD of the region above the red line
are less than the threshold, they will be too far to be processed
anymore.

The second function of MGD is to detect the potential obsta-
cles by comparing the disparity of each pixel with the value of
MGD in the same row. The image matching is a precondition to
calculate the disparity. Daniel et al[1] present a particular survey
about this field in 2003. The matching method can be classified
into two types: the local methods and the global methods.
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Fig. 5 (e) is the disparity image matched by (a) and (b); (f) is the potential obstacle detection result, both of the yellow and blue regions are potential obstacles;
(g) is the refining obstacle detection result, the yellow regions are the false obstacles, so they are eliminated finally; (h) is the bird’s eye view maps of the 3D points
cloud, and the red points indicate the detected obstacles. )

In this paper, a traditional local method with gray feature, SAD
(Sum of Absolute Difference), is chosen to calculate the disparity.
Assume a 2D m × n pattern or block, g(x,y), is to be matched
within an image or search area f(x,y) with size w × h, where
(w > n and h > n). For each pixel location (x,y) in the im-
age, the SAD is calculated as follows:

SAD(x, y) =

n−1∑

l=0

m−1∑

k=0

|f(x + k, y + l)− g(k − l)| (7)

where f(k, l) and g(k, l) denote the gray level of the two recti-
fied images, n and m are the width and height of the template
respectively. The potential obstacle points are extracted on the
principle that if the disparity of some point is larger than the main
ground disparity of its row, it may be the obstacle point, as shown
in equation 8.

|∆(i, j)− V∆(i)| > Threshold (8)

Where ∆ is the disparity, i and j are the row and column
coordinates respectively, V∆(i) is the MGD of iTh row, and
Threshold is set to 5.

After all of the potential obstacle points have been found, they
are clustered into different regions. If the area of some region is
relatively less than a threshold (area threshold is preset as 50), it
will be a disturbing region (not a potential obstacle region) to be
eliminated. Figure 5(f) is the potential obstacle detection result.
Both of the yellow regions (false obstacles) and blue regions (true
obstacles) are potential obstacles, and the false obstacles will be
eliminated in the next section.

3.5 Refining obstacle detection and localization
The final obstacles are determined mainly by two criteria: the

slope of the local surface is higher than a certain value, and it
spans a vertical interval larger than some threshold. In this pa-
per, the maximum relative height and slope of the obstacle are 30
centimeters and 45 degrees respectively, which are determined by
UGV platform. The above definitions are related to the world co-
ordinate system. If the UGV changes its attitude, such as pitch
angle, the UGV coordinate system also transfers relative to the
world coordinate system. Thus there exists a transformation be-
tween the world coordinate system and the UGV body coordinate
system, as shown in equation 9.

Ow = [R|T ]Oc

R =

∣∣∣∣∣∣

CφCθCψ − SφSψ −CφCθCψ − SφCψ CφSθ

SΦCΘCΨ + SΦSΨ −SΦCΘCΨ + CΦCΨ SΦSΘ

−SΘSΨ SΘSΨ CΘ

∣∣∣∣∣∣
T = [x, y, z, 1]T

(9)

Where [Φ, Θ, ψ]T denotes the attitude angle vector, which are the
yaw angle, pitch angle and roll angle, T is the position vector of
direction x, y and z, Oc is the centre of the camera coordinate
(UGV coordinate system), and Ow is the centre of the world co-
ordinates.

We extract the final obstacle region and calculate some of its
parameters, such as the distance, the yaw angle, the width and the
length of the obstacle. These parameters can be applied to plan
the path, steer the vehicle to make it much safer in the complex
outdoor environment. Figure 5(g) is the refined obstacle detection
result, and the yellow regions are the false obstacles to be elimi-
nated. Figure 5 (h) is the bird’s eye view maps of the 3D points
cloud, and the red points indicate the detected obstacles.

4 Experimental results
In this section, an evaluation of the obstacle detection algo-

rithm is proposed. The experiments are done under various out-
door unstructured environments with normal obstacles. The ob-
stacles can be classified, by their relative heights to the ground,
into two classes: the positive obstacles, including the big stones,
high bushes, trunks and even moving targets; and the negative ob-
stacles, mainly deep ditches. In each scene, the UGV is moving
along a preset path. The obstacles, around both sides of the path,
will be entered into the Field of View (FOV) consecutively.

The performance of our algorithm is evaluated by two factors:
the accuracy of detection and the accuracy of localization. The
former is for our OD algorithm. In the experiments, the vision
system can detect nearly all of the obstacles in the FOV in all
of the scenarios, except two bushes with around 30cm relative
heights, which the system considered by mistake. Figure 6 and
Figure 7 present some obstacle detection results including bushes
and tall thin tree trucks, which often exist in the outdoor terrain.
Figure 8 and Figure 9 illustrate some other obstacle detection re-
sults, including negative obstacles and positive obstacles. From
the results, we can conclude that our obstacle detection algorithm
is also effective even for deep ditches and moving obstacles.

The accuracy of localization relates to the accuracy of the
stereo vision system determined by the width of baseline (The
maximum effective distance of our vision system is 10 meters,
with 1% errors acceptable).

All the experiments are carried out using a laptop computer
with a P4 2.8 GHz processor and 1G Mb of RAM, the average
time consumption is up to 200ms on 640× 320 pixels images.

5 Conclusion and future work
This paper presents a fast obstacle detection algorithm based on

stereo vision for UGV outdoor navigation. Mainly, there are two
contributions of this paper: one is that we design a novel method
which can extract the main ground disparity from the V-disparity
image by maximum local energy. It makes the UGV suitable to
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more complex terrain. The other is that we use the Coarse-to-Fine
idea to detect the obstacle and judge whether the UGV can over-
come it. The experiment results have validated the effectiveness
of our algorithm. In the future, we plan to improve our obstacle
detection algorithm which will be tested under much more com-
plex conditions. The laser sensor data will be fused with the vi-
sion information, and the terrain classification approach will be
also integrated into our algorithm based on the machine learning
method.
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Fig. 6 Detecting thin trucks. (a) the original right image, (b) the obstacle detection result (the obstacle is indicated by light blue), (c) the bird’s eye view maps
(the red points are the obstacles and the white points are the background).

Fig. 7 Another example of detecting bushes and thin trucks in different scenario. (a) the original right image, (b) the obstacle detection result (the obstacle is
indicated by light blue), (c) the bird’s eye view maps (the red points are the obstacles and the white points are the background).

Fig. 8 The negative obstacle (water well) and its detection result in different scenarios (the obstacle is indicated by light blue)
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Fig. 9 The positive obstacles (tree, bushes and moving persons) and their detection results (the obstacles are indicated by light blue)


