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CH-8092 Zürich, Switzerland

March 13th, 2009

Abstract

We show that the two-stage adaptive Lasso procedure (Zou, 2006) is consistent for high-dimensional
model selection in linear and Gaussian graphical models. Our conditions for consistency cover more
general situations than those accomplished in previous work: we prove that restricted eigenvalue condi-
tions (Bickel et al., 2008) are also sufficient for sparse structure estimation.

1 Introduction

The problem of inferring the sparsity pattern, i.e. model selection, in high-dimensional problems has re-
cently gained a lot of attention. One important stream of research, which we also adopt here, requires
computational feasibility and provable statistical properties of estimation methods or algorithms. Regular-
ization with ℓ1-type penalization has become extremely popular for model selection in high-dimensional
scenarios. The methods are easy to use, due to recent progress in convex optimization (Meier et al., 2008),
(Friedman et al., 2008a), and they are asymptotically consistent or oracle optimalwhen requiring some
conditions, e.g. on the design matrix in a linear model or among the variables in a graphical model
(Greenshtein and Ritov, 2004; Meinshausen and Bühlmann, 2006; van de Geer, 2008), (Bickel et al., 2008).
However, these conditions, referred to as coherence or compatibility conditions, are often very restrictive.
The restrictions are due to severe bias problems withℓ1-penalization, i.e. shrinking also the estimates which
correspond to true signal variables, see alsoZou (2006), Meinshausen(2007).

Regularization with theℓq-norm withq < 1 would mitigate some of the bias problems but become compu-
tationally infeasible as the penalty is non-convex. As an interesting alternative, one can consider multi-step
procedures where each of the steps involves a convex optimization only. A prime example is the adap-
tive Lasso (Zou, 2006) which is a two-step algorithm and whose repeated application corresponds in some
“loose” sense to a non-convex penalization scheme (Zou and Li, 2008). We are analyzing in this paper this
adaptive Lasso procedure for variable selection in linear models as well as for Gaussian graphical modeling.

1Research supported by SNF 20PA21-120050/1.

1

http://arXiv.org/abs/0903.2515v1


Both frameworks are related to each other and for both of them, we derive results for model selection under
rather weak conditions. In particular, our results imply that the adaptive Lasso can recover the true underly-
ing model in situations where plainℓ1-regularization fails (assuming restricted eigenvalue conditions).

1.1 Variable selection in linear models

Consider the linear model
Y = Xβ + ǫ, (1.1)

whereX is ann × p design matrix,Y is ann × 1 vector of noisy observations andǫ being the noise term.
The design matrix is treated as either fixed or random. We assume throughout this paper thatp ≥ n (i.e.
high-dimensional) andǫ ∼ N(0, σ2

ǫ In).

The sparse object to recover is the unknown parameterβ ∈ R
p. We assume that it has a relatively small num-

ber s of nonzero coefficients: S := supp(β)
= {j : βj 6= 0} ands = |supp(β)|. Let βmin := minj∈S |βj |. Inferring the sparsity pattern, i.e. vari-
able selection, refers to the task of correctly estimating the support set supp(β) based on noisy observations
from (1.1). In particular, given some estimatorβ̂, recovery of the relevant variables is understood to be

supp(β̂) = supp(β) with high probability. (1.2)

Regularized estimation with theℓ1-norm penalty, also known as the Lasso (Tibshirani, 1996), refers to the
following convex optimization problem:

β̂ = arg min
β

1

2n
‖Y − Xβ‖2

2 + λn‖β‖1, (1.3)

where the scaling factor1/(2n) is chosen by convenience andλn ≥ 0 is a penalization parameter. It
is an attractive and computationally tractable method withprovable good statistical properties, even ifp
is much larger thann, for prediction (Greenshtein and Ritov, 2004), for estimation in terms of theℓ1-
or ℓ2-loss (van de Geer, 2008; Meinshausen and Yu, 2009; Bickel et al., 2008) and for variable selection
(Meinshausen and Bühlmann, 2006; Zhao and Yu, 2006; Wainwright, 2008). For the specific problem of
variable selection, it is known that the so-called “neighborhood stability condition” for the design matrix
(Meinshausen and Bühlmann, 2006), which has been re-formulated in a nicer form as the “irrepresentable
condition” (Zhao and Yu, 2006), is necessary and sufficient for consistent variable selection in the sense of
(1.2). Moreover, as this condition is restrictive, its necessity implies that the Lasso only works in a rather
restricted range of problems, excluding cases where the design exhibits too strong (empirical) correlations.
A key motivation of our work is to continue the exploration ofa computationally tractable algorithm for
variable selection, while aiming to relax the stringent conditions that are imposed on the design matrixX.

Towards these goals, we analyze the adaptive Lasso procedure, see (2.2) below, for variable selection in the
high-dimensional setting. This method was originally proposed byZou (2006) and he analyzed the case
whenp is fixed. Further progress of analyzing the adaptive Lasso inthe high-dimensional scenario has been
achieved byHuang et al.(2008). A more complete understanding of its power, when applied to the high
dimensional setting wherep ≫ n is still lacking. We prove in this paper that variable selection with the
adaptive Lasso is possible under rather general incoherence conditions on the design. We do not require more
stringent conditions on the designX thanBickel et al.(2008) who give the currently weakest conditions for
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convergence of the Lasso in terms of‖β̂−β‖1 and‖β̂−β‖2. We show that for an initial estimatorβinit in the
two-stage adaptive Lasso procedure with a sufficiently reasonable behavior of‖βinit −β‖∞, model selection
is possible assuming only a lower bound on the smallest eigenvalue ofXT

S XS/n, whereXS denotes the
submatrix ofX whose columns are indexed byS, and some restrictions onβmin and the sparsity levels.
Thus, variable selection is possible under rather general design conditions by the two-stage adaptive Lasso,
and it is necessary to move away from plainℓ1-regularization, seeMeinshausen and Bühlmann(2006),
Zhao and Yu(2006).

1.2 Covariance selection in Gaussian graphical models

Covariance selection in a Gaussian graphical model refers to the problem of inferring conditional indepen-
dencies between a set of jointly Gaussian random variables

X1, . . . Xp ∼ N(0,Σ) (1.4)

(the restriction to mean 0 is without loss of generality). These variablesX1, . . . ,Xp correspond to nodes in
a graph, labeled by{1, . . . , p}, and a Gaussian conditional independence graph is then defined as follows:

there is an undirected edge between nodei andj ⇔ Σ−1
ij 6= 0.

The definition of an edge is equivalent to requiring thatXi andXj are conditionally dependent given all
remaining variables{Xk; k 6= i, j}. For details cf.Lauritzen(1996). Estimation of the edge set is thus
equivalent to finding the zeroes in the concentration matrixΣ−1.

In the high-dimensional scenario withp ≥ n, wheren denotes the sample size of i.i.d. copies from (1.4), ℓ1-
type regularization has been analyzed.
Meinshausen and Bühlmann(2006) prove that it is possible to consistently infer the edge setby consid-
ering many variable selection problems in high-dimensional Gaussian regressions, again requiring a global
neighborhood stability or irrepresentable condition which puts some restrictions on the covariance matrix
Σ. Later, the GLasso penalization has been proposed (Friedman et al., 2008b; Banerjee et al., 2008) which
is a sparse estimator forΣ−1 using anℓ1-penalty on the non-diagonal elements ofΣ−1 in the multivariate
Gaussian log-likelihood.Ravikumar et al.(2008) recently obtained results for consistent covariance selec-
tion ((i.e. inferring the edge set) using the GLasso by imposing mutual incoherence conditions (analogous
to the neighborhood stability condition) on the Fisher information matrix (of sizep2 × p2) of the model,
which is an edge-based counterpart ofΣ.

We focus here on generalizing conditions for the pursuit viamany regressions: we prove in this paper a
result for inferring the edge set in a Gaussian graphical model, under a rather general condition onΣ closely
related to the restricted eigenvalue assumptions inBickel et al. (2008) by analyzing the pursuit of many
regressions with the adaptive Lasso. We conjecture that theset of conditions which we are imposing are
more general than whatRavikumar et al.(2008) require when using the GLasso, although this is a point
that needs to be thoroughly studied as we discuss further in Section7. We also suspect that the GLasso
approach is intrinsically more limited, in terms of restrictions for the covariance matrixΣ than the approach
from Meinshausen and Bühlmann(2006) via considering many regressions. This has been recognized by
Meinshausen(2008) and also studied byRavikumar et al.(2008) on specific graphical models. On the
other hand, for well-behaved problems, GLasso might have anadvantage because it exploits the positive
definiteness ofΣ andΣ−1.
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1.3 Related work

Recently,Huang et al.(2008) studied the adaptive Lasso estimators in sparse, high-dimensional linear re-
gression models for a fixed design. Under a rather strong mutual incoherence condition between every pair
of relevant and irrelevant covariates and assuming other regularity conditions, they prove that the adaptive
Lasso recovers the correct model and has an oracle property.While they have derived the same incoherence
condition as one (among others) of ours in (8.4a) in order for the second stage weighted Lasso procedure
to achieve model selection consistency, they achieve it by an initial estimator assuming some strong mutual
incoherence condition which bounds the pairwise correlations of the columns of the design. This is a much
stronger condition than the restricted eigenvalue assumptions that we make, seeBickel et al.(2008).

Meinshausen and Yu(2009) examined the variable selection property of the Lasso followed by a threshold-
ing procedure. Under a relaxed “incoherence design” assumption, Meinshausen and Yu(2009) show that
the estimator is still consistent in theℓ2-norm sense for fixed designs, and furthermore, it is possible to do
hard-thresholding on the ordinary Lasso estimator to achieve variable selection consistency. However the
choice of the threshold parameter depends on the the unknownvalueβmin and the sparsitys of β. It is not
clear how one can choose such a threshold parameter without knowingβmin or s. A more general frame-
work for multi-stage variable selection was studied byWasserman and Roeder(2008) for various methods
and conditions. Their approach controls the probability offalse positives (i.e. type I error) but pays a price
in terms of false negatives (i.e. type II error) in comparison to the adaptive Lasso (Wasserman and Roeder,
2008).

Finally, our focus is rather different from that ofWainwright (2008, 2007), where the goal was to analyze
the least amount of samples that one needs in order to recovera sparse signal via a random or a fixed
measurement ensemble that satisfies strong incoherence conditions. It is an open problem to establish a
lower bound on the sample size, givenp, s andβmin, to recover the model with the adaptive Lasso, assuming
restricted eigenvalue assumptions only.

1.4 Organization of the paper

In Section2 we define the two-step adaptive Lasso procedure for linear regression and describe our main
result: general model selection properties of the second stage weighted procedure for variable selection.
Here, the initial estimatorβinit can be general, and we assume a bound for‖βinit−β‖∞. Section3 presents
the restricted eigenvalue conditions we need for deriving bounds for‖βinit − β‖∞ with the standard Lasso
as initial estimatorβinit . In Sections4, 5 and6, we summarize conditions and results, with the standard
Lasso as initial estimator, for linear regression with fixeddesign, linear regression with random design, and
Gaussian graphical modeling, respectively. These resultsare consequences of our general result in Section2.
Section8 presents a model selection lemma for the weighted Lasso withgeneral weights. The remainder of
the paper contains the proofs.

2 The adaptive Lasso estimator and its general properties

Consider the linear model in (1.1). We distinguish later between fixed and random design.
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2.1 The two-stage adaptive Lasso procedure

The adaptive Lasso is the Lasso estimator with a re-weightedpenalty function, see (2.2) below. The weights
are estimated from an initial estimatorβinit :

wj := max{ 1

|βj,init|
, 1}. (2.1)

We note that the original proposal ofZou(2006) useswj = 1/|βj,init|γ for someγ > 0 with γ = 1 the most
common choice. The adaptive Lasso is now defined by a second-stage weighted Lasso:

β̂ = arg min
β

1

2n
‖Y − Xβ‖2

2 + λn

p∑

j=1

wj|βj |. (2.2)

2.2 Variable selection with the adaptive Lasso estimator

Correct variable selection with the adaptive Lasso requires some conditions for the design. We first make
some assumptions related to the design matrix. For a symmetric matrix A, let Λmin(A) denote the smallest
eigenvalue ofA.

For a fixed design matrixX, we define

Λmin(s) := min
J0⊆{1,...,p}

|J0|≤s

min
γ 6=0

γc
J0

= 0

‖Xγ‖2
2

n ‖γJ0
‖2
2

. (2.3)

We assume throughout this paper thatΛmin(s) > 0 . As a consequence of this definition we have,

Λmin

(
XT

S XS

n

)
≥ Λmin(s) > 0. (2.4)

Furthermore, we assume for fixed design that theℓ2-norm of each column ofX is upper bounded byc0
√

n
for some constantc0 > 0. We then consider the set

T :=

{∥∥∥∥
XT ǫ

n

∥∥∥∥
∞

≤ c0σǫ

√
6 log p

n

}
. (2.5)

The setT has large probability, as described below in (2.15).

For a random design matrixX we assume:

X has i.i.d. rows∼ N(0,Σ), (2.6)

where we assume without loss of generality that the mean is zero andΣjj = 1,∀j = 1, . . . , p. We then
define

Λmin(s) :=
16

17
min

J0⊆{1,...,p}

|J0|≤s

min
γ 6=0

γc
J0

= 0

γT Σγ

‖γJ0
‖2
2

. (2.7)
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As for fixed design, we assume thatΛmin(s) > 0 with large probability. The factor16/17 allows us to use
the same notationΛmin(s) for both fixed and random design. LetΣSS be the sub-matrix with rows and
columns both indexed by the active setS. It then holds that

Λmin(ΣSS) ≥ 17Λmin(s)

16
> 0. (2.8)

Then, a random designX as in (2.6) behaves nicely, with high probability. To be more precise,denote by
∆ = XT X

n − Σ, and consider

X :=

{
max
j,k

|∆jk| < C2

√
log p

n

}
, (2.9)

for some constantC2 > 4
√

5/3. Throughout this paper, we assume for random design thatp < en/4C2

2 , i.e.

C2

√
log p

n < 1/2, such thatX holds with probability at least1 − 1
p2 (cf. (2.16) and Lemma9.3). We note

that this implies that onX ,

∀j = 1, . . . , p, ‖Xj‖2
2 ≤ 3n

2
. (2.10)

The setT in (2.5), intersected withX , is also relevant for random design: the constantc0 equals
√

3/2,
following (2.10).

For both, fixed and random design, we consider the quantity

rn(S) :=
∥∥XT

ScXS(XT
S XS)−1

∥∥
∞ , (2.11)

where‖A‖∞ = max1≤i≤k
∑m

j=1 |Aij | for ak×m matrixA. The properties of the adaptive Lasso procedure
depend on (an upper bound of)rn(S).

Finally, we denote by
δ := βinit − β

the difference between the initial estimate and the true parameter value.

Theorem 2.1.. Consider the adaptive Lasso estimator in a linear model as in(1.1) with designX, where
n ≤ p, and for fixed design: theℓ2-norm of each column ofX is upper bounded byc0

√
n for some constant

c0 > 0.

Assume the upper bound̃rn ≥ rn(S) which we require to hold only onX in case of a random design.
Furthermore, assume onT for a fixed design and onX ∩ T for a random design, some upper bounds onδ
as follows:1 > δ̃S ≥ ‖δS‖∞ and1 > δ̃Sc ≥ ‖δSc‖∞. Suppose that onT for a fixed design and onX ∩ T
for a random design:
for some1 > η > 0 and some constantM ≥ 4

η , λn is chosen from the range

Mc0σδ̃Sc

√
2 log(p − s)

n
≥ λn ≥ 4c0σδ̃Sc

η

√
2 log(p − s)

n
. (2.12)

Furthermore, assume:

r̃n ≤ 1 − η

δ̃Sc

, (2.13)
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and forC1 = max
{

2frn

1−η , M√
3

}

βmin > max

{
2δ̃S ,

2λn
√

s

Λmin(s)
,

4c0σ

Λmin(s)

√
6s log p

n
,C1δ̃Sc

}
. (2.14)

Then, with probability1−P (T c)−1/p2 for a fixed design or1−P ((X ∩ T )c)−1/p2 for a random design
respectively, the optimal solution̂β to (2.2) satisfiessupp(β̂) = supp(β).

A proof is given in Section13. We furthermore argue below that the setsT andX (and hence alsoT ∩ X )
have large probability.

Remark 2.2.. In general, there are multiple solutions of the adaptive Lasso in (2.2). However, with high
probability, the solution of (2.2) is unique. This follows fromWainwright (2008) and we present more
details in Section12.2.

Remark 2.3.. The last term on the right hand side in (2.14) usually dominates all others (under the as-
sumptions we make for the theorem): the order of magnitude istypically O(

√
s log(p)/n). Furthermore,

for a fixed design, we emphasize thatr̃n, δ̃S andδ̃Sc are only required to hold on the setT . Similarly, for a
random design, we only require some upper bounds to hold on the setT ∩ X .

Remark 2.4.. We note that Theorem2.1 suggests that we can use any initial estimator that yields a nice
bound on‖δ‖∞ = ‖βinit − β‖∞. We consider the Lasso as initial estimator in Sections4 and5. The Dantzig
selector (Candès and Tao, 2007) could be an alternative having similar properties as the Lasso under the
restricted eigenvalue assumptions (Bickel et al., 2008).

Lemma 2.5.. For a fixed design, we have

P (T ) ≥ 1 − 1/p2. (2.15)

Moreover, for a random designX as in (2.6) with Σjj = 1,∀j ∈ {1, . . . , p}, and forp < en/4C2

2 , where
C2 > 4

√
5/3, we have

P (X ) ≥ 1 − 1/p2. (2.16)

Hence, for a random design,

P (X ∩ T ) ≥ 1 − 2/p2.

A proof is given in Section9 (Lemmas9.1and9.3).

3 Restricted eigenvalue conditions

We are analyzing in later sections the properties of the adaptive Lasso when using the standard Lasso as
initial estimator:

βinit := arg min
β

1

2n
‖Y − Xβ‖2

2 + λinit

p∑

j=1

|βj |, (3.1)
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where for some constantB andc0 to be specified,

λinit = Bc0σǫ

√
log p

n
. (3.2)

As usual, in order to be a sensible procedure, we assume that the different variables (columns inX) are on
the same scale. In view of Theorem2.1, we need to establish bounds forδ = βinit −β, whereβinit is defined
in (3.1).

To derive such bounds forδ, we build upon recent work byBickel et al.(2008) under the “restricted eigen-
value” assumptions formalized therein, which are weaker than those inCandès and Tao(2007); Meinshausen and Yu
(2009) for derivingℓp bounds onδ, wherep = 1, 2, for the Dantzig selector and the Lasso respectively. Sim-
ilar conditions have been used byKoltchinskii (2008) andvan de Geer(2007).

3.1 Restricted eigenvalue assumption for fixed design

To introduce the first assumption, we need some more notation. For integerss,m such that1 ≤ s ≤ p/2
andm ≥ s, s + m ≤ p, a vectorδ ∈ R

p and a set of indicesJ0 ⊆ {1, . . . , p} with |J0| ≤ s, denoted byJm

the subset of{1, . . . , p} corresponding to them largest in absolute value coordinates ofδ outside ofJ0 and

definedJ0m
△
= J0 ∪ Jm.

Assumption 3.1.. Restricted eigenvalue assumptionRE(s,m, k0,X) (Bickel et al., 2008). Consider a
fixed design. For some integer1 ≤ s ≤ p/2, m ≥ s, s + m ≤ p, and a positive numberk0, the following
condition holds:

1

K(s,m, k0,X)
:= min

J0⊆{1,...,p},

|J0|≤s

min
γ 6=0,‚‚‚γJc

0

‚‚‚
1

≤k0‖γJ0
‖

1

‖Xγ‖2√
n ‖γJ0m

‖2

> 0. (3.3)

We often restrict ourselves to the case withk0 = 3. Apparently,RE(s,m, k0,X) implies thatRE(s, k0,X)
as in Definition3.1below holds withK(s, k0,X) ≤ K(s,m, k0,X) for the sameX.

Definition 3.1.. Restricted eigenvalue definitionRE(s, k0,X) (Bickel et al., 2008). Consider a fixed
design. For some integer1 ≤ s ≤ p and a positive numberk0, the following condition holds:

1

K(s, k0,X)
:= min

J0⊆{1,...,p},

|J0|≤s

min
γ 6=0,‚‚‚γJc

0

‚‚‚
1

≤k0‖γJ0
‖

1

‖Xγ‖2√
n ‖γJ0

‖2

> 0. (3.4)

We note that variable selection with the adaptive Lasso is possible under this weaker form of restricted
eigenvalues, though with stronger conditions on the sparsity s andβmin. We omit such results in this paper
due to the lack of space.

By an argument inBickel et al.(2008), it is known that ifRE(s, k0,X) is satisfied withk0 ≥ 1, then the
square submatrices of size≤ 2s of XT X/n are necessarily positive definite. In fact, it is clear that in (3.4),
the set of admissibleγ is a superset of that in (2.3). Hence we have the following:
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Proposition 3.2.. Suppose AssumptionRE(s, k0,X) holds for1 ≤ s ≤ p/2 and somek0 > 0. Then
Λmin(s) ≥ 1

K2(s,k0,X)
> 0 for Λmin(s) as defined in(2.3).

Note that the quantityΛmin(s) also appears in Theorem2.1 and hence when applying it, we make use of
Proposition3.2.

3.2 Restricted orthogonality assumption for fixed design

We also present results under a stronger design condition which covers cases where the sparsitys is allowed
to be larger than in Corollary4.4 under Assumption3.1, see also Corollary4.5. We define the(s, s′)-
restricted orthogonality constant (Candès and Tao, 2007) θs,s′ for s + s′ ≤ p, which is the smallest quantity
such that ∣∣∣∣

〈XT c,XT ′c′ 〉
n

∣∣∣∣ ≤ θs,s′ ‖c‖2

∥∥c′
∥∥

2
(3.5)

holds for all disjoint setsT, T ′ ⊆ {1, . . . , p} of cardinality|T | ≤ s and|T ′| < s′.

Assumption 3.2.. Restricted orthogonality assumption. Consider a fixed design. For some integer
1 ≤ s ≤ p/2, m ≥ s, s + m ≤ p, and a positive numberk0, the conditionRE(s, s, k0,X) holds.
Furthermore, the following condition holds:

Λmin(s) > 16k0K
2(s,m, k0,X)λinitsθ1,s, (3.6)

s <
n

96c2
0σ

2K2(s, s, k0,X) log p
, (3.7)

wherek0 ≤ 3.

With such a restriction on the sparsity, we note that (3.6) is a weaker condition than Assumption3 in Bickel et al.
(2008). We assume that (3.6) holds with a constant that is smaller than2k0 as in Assumption3 of (Bickel et al.,
2008), which by itself is a sufficient condition to derive Assumption 3.1.

We refer toBickel et al. (2008) for more detailed discussions about these assumptions which are weaker
than those inCandès and Tao(2007); Meinshausen and Yu(2009) and arguably less restrictive than those
in Meinshausen and Bühlmann(2006),
Zhao and Yu(2006) or Wainwright(2008).

4 The adaptive Lasso with fixed design

We first show that the restricted eigenvalue condition ensures to derive upper bounds on theℓ∞-norms of
δ := βinit − β,

Lemma 4.1.. Suppose that conditionRE(s, 3,X) holds for a fixed design and suppose that

βmin ≥ 8K2(s, 3,X)λinit
√

s, (4.1)
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for λinit that satisfies(3.2). Then, the initial estimator(3.1) in model (1.1) guarantees that on the setT as
in (2.5),

‖δS‖∞ ≤ 4K2(s, 3,X)λinit
√

s, and (4.2a)

‖δSc‖∞ ≤ 3K2(s, 3,X)λinits (4.2b)

Suppose that AssumptionRE(s, s, 3,X) and (4.1) hold. Then on the setT as in (2.5), (4.2a) holds,
while (4.2b) is replaced by

‖δSc‖∞ ≤ 16K2(s, s, 3,X)λinit
√

s. (4.3)

A proof is given in Subsection10.2. Lemma4.1 leads to the upper bounds̃δS = 4K2(s, 3,X)λinit
√

s
and δ̃Sc = 16K2(s, s, 3,X)λinit

√
s. When using these bounds in Theorem2.1, we see that the range for

the regularization parameter in2.12depends on the unknown sparsitys. This unpleasant situation can be
improved by estimatings using a thresholding procedure as follows.

Lemma 4.2.. Thresholding procedure.Let the assumptions of Lemma4.1 hold. Consider the set̄S that
includes allβj,init for j ∈ {1, . . . , p}, whose absolute values are larger than4λinit . Let s̄ := |S̄| be an
estimate which is in the same order as the true sparsitys. More specifically, we have, on the setT in (2.5),

S ⊆ S̄ and s ≤ |S̄| ≤ sK2(s, 3,X) for K ≥ 2. (4.4)

A proof of Lemma4.2is given in Subsection10.3.

The range for the tuning parameterλ is now specified as follows. For some constant4K(s,s,k0)
η ≤ M ≤√

Λmin(s)

(1−η)c0σ

√
n

2 log p , where0 < η < 1, λn is chosen such that

16MK(s, s, k0) ≥
λn

c0σλinit
√

s̄

√
n

2 log(p − s)
≥ 64K2(s, s, k0)

η
, (4.5)

whereλinit is defined in (3.2) with B =
√

24 andc0 ≥ 1 is a small constant to be specified. The following
theorem is an immediate result when we substituteδ̃Sc and δ̃S that appear in Theorem2.1 with what we
derived in Lemma4.1.

Theorem 4.3.. (Variable selection for fixed design)Consider the linear model in (1.1) with fixed de-
sign X, wheren ≤ p, and each column ofX has itsℓ2-norm upper bounded by

√
n. Suppose condition

RE(s, s, 3,X) (Assumption3.1) holds. Suppose onT , for some1 > η > 0, λn is chosen as in(4.5) with
K(s, s, k0) = K(s, s, 3,X) andc0 = 1. Supposes satisfies(3.7) and

r̃n

√
s ≤ 1 − η

32K2λinit
, and (4.6)

βmin > max

{
2r̃n

1 − η
,

M√
3

}
16K2λinit

√
s (4.7)

whereλinit is defined in(3.2) with B =
√

24 andK = K(s, s, 3,X). Then, with probability1 − 2/p2, the
adaptive estimator in(2.2) satisfiessupp(β̂) = supp(β).

10



A proof is given in Section10.4. A first corollary follows immediately from Theorem4.3when we substitute
r̃n =

√
s√

Λmin(s)
as shown in Lemma10.3, formula (10.16) with c0 = 1.

Corollary 4.4.. (Variable selection for fixed design: general bound for̃rn) Consider the linear model in
(1.1) with fixed designX, wheren ≤ p, and each column ofX has itsℓ2-norm upper bounded by

√
n.

Suppose that conditionRE(s, s, 3,X) (Assumption3.1) holds. Suppose that onT and for some1 > η > 0,
λn is chosen as in(4.5) with K(s, s, k0) = K(s, s, 3,X) andc0 = 1,

s ≤
√

Λmin(s)(1 − η)

32K2λinit
and (4.8)

βmin > max

{
2
√

s

(1 − η)
√

Λmin(s)
,

M√
3

}
16K2λinit

√
s (4.9)

whereλinit is defined in(3.2) with B =
√

24 andK = K(s, s, 3,X). Then, with probability1 − 2/p2, the
adaptive estimator in(2.2) satisfiessupp(β̂) = supp(β).

Using the different bound̃rn =
θs,1

√
s

Λmin(s) from Lemma10.3, formula (10.17), our next corollary shows that
under Assumption3.2, we can essentially achieve the sublinear sparsity level of(3.7) while conducting
model selection.

Corollary 4.5.. (Variable selection for fixed design: special bound for̃rn) Consider the linear model in
(1.1) with fixed designX, wheren ≤ p, and each column ofX hasℓ2-norm upper bounded by

√
n. Suppose

that Assumption3.2holds fork0 = 3 andm = s. Suppose that onT and for some1 > η > 0, λn is chosen
as in (4.5) with K(s, s, k0) = K(s, s, 3,X) andc0 = 1. Supposes satisfies(3.7) and

βmin > max

{
2
√

sθ1,s

(1 − η)Λmin(s)
,

M√
3

}
16K2λinit

√
s (4.10)

whereλinit is defined in(3.2) with B =
√

24 andK = K(s, s, 3,X). Then, with probability1 − 2/p2, the
adaptive estimator in(2.2) satisfiessupp(β̂) = supp(β).

It is an open question whether the adaptive Lasso procedure can achieve model selection consistency under
such sparsity level under Assumption3.1alone.

5 The adaptive Lasso with random design

For a random designX as in (2.6), we make the following assumption onΣ.

Assumption 5.1.. Restricted eigenvalue assumptionRE(s,m, k0,Σ) For some integer1 ≤ s ≤ p/2,
m ≥ s, s + m ≤ p, and a positive numberk0, the following condition holds:

1

K(s,m, k0,Σ)
:= min

J0⊆{1,...,p},

|J0|≤s

min
γ 6=0,‚‚‚γJc

0

‚‚‚
1

≤k0‖γJ0
‖

1

∥∥Σ1/2γ
∥∥

2

‖γJ0m
‖2

> 0. (5.1)

Suppose(2.8) hold andΣjj = 1,∀j = 1, . . . , p.

11



It is clear that in (5.1), the set of admissibleγ is a superset of that in (2.7). Hence we have:

Proposition 5.1.. Suppose AssumptionRE(s, s, k0,Σ) holds for some1 ≤ s ≤ p and somek0 > 0. Then
17Λmin(s)

16 ≥ 1
K2(s,s,k0,Σ) for Λmin(s) as defined in(2.7).

We now show that with high probability, AssumptionRE(s,m, k0,X) holds for a random realization ofX

whose row are i.i.d. vectors from∼ N(0,Σ), under Assumption5.1, if s = o
(√

n
log p

)
.

Proposition 5.2.. Consider a random designX as in (2.6). Assume thatΣ satisfies(5.1). Then, on the set
X as defined in(2.9) and withC2 as in (2.9), X satisfiesRE(s, s, k0,X) as in Assumption3.1, with

K(s, s, k0,X) ≤
√

2K(s, s, k0,Σ), for s ≤
√

n/log p

32C2K2(s, 3, 3,Σ)
(5.2)

Its proof appears in Subsection11.1.

We can now state the result for a random design under Assumption 5.1.

Theorem 5.3.. (Variable selection for a random design)Consider the linear model in (1.1) with random
designX as in (2.6) with n ≤ p andp < en/4C2

2 , whereC2 > 4
√

5/3. Suppose that Assumption5.1holds
with m = s andk0 = 3. Suppose that on the setX ∩ T and for some0 < η < 1, λn is chosen as in(4.5)
with K(s, s, k0) =

√
2K(s, s, 3,Σ) andc0 =

√
3/2; suppose that

s ≤ 1

32K2(s, s, 3,Σ)
min

{
1

C2
,

√
Λmin(s)(1 − η)

6
√

6σ

}√
n

log p
(5.3)

whereC2 is defined in(2.9) In additionβmin satisfies(4.9) with K =
√

2K(s, s, 3,Σ). Then, with proba-
bility 1 − 3/p2, the adaptive Lasso estimator in(2.2) satisfiessupp(β̂) = supp(β).

A proof is given in Section11.3.

6 The adaptive Lasso in Gaussian graphical modeling

Consider the problem of covariance selection described in Section1.2.

6.1 The many regressions pursuit procedure

The procedure for covariance selection in a Gaussian graphical model based on a pursuit of many regressions
has been proposed and studied inMeinshausen and Bühlmann(2006).

ConsiderX1, . . . ,Xp ∼ N (0,Σ) as in (1.4). We can regressXi versus the other variables{Xk; k 6= i}:

Xi =
∑

j 6=i

βi
jXi + Vi (6.1)

12



whereVi is a normally distributed random variable with mean zero. Then, denoting byQ = Σ−1, it is well
known that

βi
j = −Qij

Qii
. (6.2)

In particular, this implies that

there is an undirected edge betweeni andj

⇔ Σ−1
ij 6= 0 ⇔ βi

j 6= 0 and/orβj
i 6= 0,

where the last statement holds due to the symmetry ofΣ−1.

The estimation of the edge set can then be done by one of the following rules:

there is an edge betweeni andj ⇔ β̂i
j 6= 0 andβ̂j

i 6= 0,

there is an edge betweeni andj ⇔ β̂i
j 6= 0 or β̂j

i 6= 0.

Our obvious proposal is to use the adaptive Lasso estimatesβ̂i
j;n in the corresponding regressions as de-

scribed in (6.1). The discrepancy between the “and” or “or” rule above vanishes with high probability.

The theoretical analysis follows by our result for random design linear models (Theorem5.3) and control-
ling the error overp different regressions. Letβmin = mini,j |βi

j | ands be the largest node degree. Our
conditions on sparsity andβmin for linear models need to hold for allp regressions simultaneously and they
are as follows.

Assumption 6.1.. βi
j from (6.1) satisfy the conditions onβmin as in (4.9) ∀i, j ∈ {1, . . . , p} under As-

sumption5.1.

Equivalently, by assumingΣ−1
jj = 1 for all j = 1, . . . , p (see Assumption5.1) and due to (6.2), the non-zero

elements of|Σ−1
ij | are required to be upper-bounded by the value ofβmin.

Assumption 6.2.. The covariance matrixΣ satisfies the restricted eigenvalue condition in Assumption 5.1.
In addition,(2.8) is required to hold on every subsetS ⊂ {1, . . . , p} such that|S| ≤ s.

Assumption 6.3.. The size of the neighborhood, for all nodes, is bounded by an integer1 < s < p/2 that
satisfies(5.3) under Assumption5.1.

The following result can then be immediately derived using the union bound for thep regression in the many
regressions pursuit.

Theorem 6.1.. (Covariance selection in Gaussian Graphical Models)Consider the Gaussian graphical
model with n i.i.d. samples from (1.4), wheren ≤ p < en/4C2

2 , whereC2 > 4
√

5/3. Suppose that
Assumptions6.1- 6.3hold. Then,

P

(
supp(Σ̂−1

n ) = supp(Σ−1)
)
≥ 1 − 3/p.
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7 Discussion

We have presented results for high-dimensional model selection in regression and Gaussian graphical mod-
eling. We make some assumptions on (fixed or random) designs in terms of restricted eigenvalues. Such
assumptions are among the weakest for deriving oracle inequalities in terms of‖β̂ − β‖q (q = 1, 2)
(Bickel et al., 2008). We show here that under such restricted eigenvalue assumptions, the two-stage adap-
tive Lasso is able to correctly infer the relevant variablesin regression or the edge set in a Gaussian graphical
model. The ordinary Lasso can easily fail since the neighborhood stability condition, or the equivalent irrep-
resentable condition, are necessary and sufficient (Meinshausen and Bühlmann, 2006; Zhao and Yu, 2006).
It is easy to construct examples where the neighborhood stability condition fails but the restricted eigenvalue
condition holds for the situation wheren > p, see for exampleZou (2006).

In the high-dimensional context, the relation between the neighborhood stability condition and the restricted
eigenvalue assumption is not clear. However, the latter is acondition on an average behavior (as an eigen-
value condition) while the former requires a relation for a maximum: thus, we conjecture that the restricted
eigenvalue assumption is in general less restrictive than the neighborhood stability condition. In partic-
ular, although it appears non-trivial to derive a general relation between these two conditions, one can
certainly derive relations between them under additional assumptions; A thorough exposition of such rela-
tions is an interesting direction for future work, given thefrequent appearance of both types of conditions in
the literature, for example inMeinshausen and Bühlmann(2006); Zhao and Yu(2006); Wainwright(2008);
Candès and Tao(2007); Meinshausen and Yu(2009); Bickel et al.(2008). For high-dimensional Gaussian
graphical modeling, using the reasoning above, the restricted eigenvalue assumptions we make appears in
general less restrictive (and easier to check) than the assumptions inMeinshausen and Bühlmann(2006)
and inRavikumar et al.(2008) who analyze the GLasso algorithmBanerjee et al.(2008); Friedman et al.
(2008b).

8 Analysis of the weighted Lasso

In the sequel, for clarity, we denote byβ∗ the true parameter in the linear model (1.1). Inspired by the
adaptive Lasso estimator defined in (2.2), we consider here the weighted Lasso with weights0 < wj (j =
1, . . . , p) which solves the following optimization problem:

min
β∈Rp

1

2n
‖Y − Xβ‖2

2 + λn

p∑

j=1

wj |βj |, (8.1)

The only distinction between the adaptive and weighted Lasso is that we assume that the weights are esti-
mated in the former and pre-specified in the latter approach.However, our theory below though does not
depend whether the weights are random or not. For convenience we denote by

wmax(S) = max
i∈S

wi, wmin(S
c) = min

j∈Sc
wj. (8.2)

A slightly stronger notion than inferring the support ofβ∗ is the recovery of the sign-pattern:

sgn(β̂n) = sgn(β∗).

14



Furthermore, there are generally multiple solutions of theadaptive Lasso estimator in (2.2) and in the
weighted Lasso in (8.1). However, with high probability, the solution is unique, see also Remark2.2 and
Section12.2.

As before, we denote by‖A‖∞ = max1≤i≤k
∑m

j=1 |Aij | for a k × m matrix A. First, let us state the
following conditions that are imposed on the design matrix for the ordinary Lasso byZhao and Yu(2006)
andWainwright(2008):

∥∥XT
ScXS(XT

S XS)−1
∥∥
∞ ≤ 1 − η, for someη ∈ (0, 1], and (8.3a)

Λmin

(
1
nXT

S XS

)
≥ Λmin(s) > 0, (8.3b)

whereΛmin(A) is the smallest eigenvalue ofA. Note that the second condition coincides with ours in (2.4).
Meinshausen and Bühlmann(2006) formulated such conditions for a random design.

We impose the following incoherence conditions on the weighted Lasso.

Definition 8.1.. ((~w, S)-incoherence condition)Let X be ann × p matrix and letS ⊂ {1, . . . , p} be
nonempty. Let~w = (w1, w2, . . . , wp)

T be a weight vector, wherewj > 0∀j. Let~b = (sgn(β∗
i )wi)i∈S . We

say thatX is (~w, S)-incoherent if for someη ∈ (0, 1),

∀j ∈ Sc,
∣∣∣XT

j XS(XT
S XS)−1~b

∣∣∣ ≤ wj(1 − η), (8.4a)

Λmin

(
1
nXT

S XS

)
≥ Λmin(s) > 0, (8.4b)

where a sufficient condition for(8.4a) is

∀j ∈ Sc,
∥∥XT

ScXS(XT
S XS)−1

∥∥
∞ ≤ wmin(S

c)

wmax(S)
(1 − η). (8.5)

We now state a general lemma about recovering the signs for the weighted Lasso estimator as defined
in (2.2).

Lemma 8.2.. (Sign recovery Lemma)Consider the linear model in (1.1) where the design matrixX satis-
fies (8.4a) and (8.4b). Let c0 = maxj∈Sc ‖Xj‖2/

√
n. Suppose thatwj > 0,∀j = 1, . . . , p andλn is chosen

such that

λnwmin(S
c) ≥ 4c0σ

η

√
2 log(p − s)

n
,

wherewmin(S
c), wmax(S) are as defined in(8.2). Furthermore, assume

βmin > max

{
4c0σ

Λmin(s)

√
6s log p

n
,
2λnwmax(S)

√
s

Λmin(s)

}
(8.6)

Then forβ̂ in (8.1):

P

(
sgn(β̂) = sgn(β∗)

)
≥ 1 − 2/p2,

Moreover, withT defined in(2.5), we haveP
(
(sgn(β̂) 6= sgn(β∗)) ∩ T

)
≤ 2/p2.

A proof is given in Section12.3. Note that in casewmin(S
c) = wmax(S) = 1, conditions (8.5) and (8.6)

reduce to (8.3a) and the the statement of Lemma8.2is exactly the same as Theorem1 in Wainwright(2008).
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9 Proof of Lemma2.5

Lemma 9.1.. For fixed designX with maxj ‖Xj‖2 ≤ co
√

n we have forT as defined in(2.5),

P (T c) ≤ 1/p2. (9.1)

Proof. Define the random variables

Yj =
1

n

n∑

i=1

ǫiXi,j .

Note thatmax1≤j≤p |Yj| = ‖XT ǫ/n‖∞. We haveE (Yj) = 0 andVar(Yj) =
‖Xj‖2

2
σ2

ǫ

n2 ≤ c0σ2
ǫ

n . Obviously,

Yj has its tail probability dominated by that ofZ ∼ N(0,
c2
0
σ2

ǫ

n ):

P (|Yj | ≥ t) ≤ P (|Z| ≥ t) ≤ c0σǫ√
nt

exp

(−nt2

2c2
0σ

2
ǫ

)
.

We can now apply the union bound to obtain:

P

(
max
1≤j≤p

|Yj | ≥ t

)
≤ p

c0σǫ√
nt

exp

(−nt2

2c2
0σ

2
ǫ

)

= exp

(
−
(

nt2

2c2
0σ

2
ǫ

+ log
t
√

n

c0σǫ
− log p

))
.

By choosingt = coσǫ

√
6 log(p)/n, the right-hand side is bounded by1/p2.

We now show thatP (X ) ≥ 1 − 1/p2.

We denoteΣii := σ2
i throughout the rest of this proof. We first state the following large inequality bound

for the nondiagonal entries ofΣ, adapted from Lemma 38 (Zhou et al., 2008) by plugging inσ2
i = 1,∀i =

1, . . . , p and using the fact that|Σjk| = |ρjkσjσk| ≤ 1,∀j 6= k, whereρjk is the correlation coefficient
between variablesXj andXk.

Lemma 9.2.. (Zhou et al., 2008) Let Ψjk = (1 + Σ2
jk)/2. For0 ≤ τ ≤ Ψjk,

P (|∆jk| > τ) ≤ exp

{
− 3nτ2

10(1 + Σ2
jk)

}
≤ exp

{
−3nτ2

20

}
. (9.2)

We now also state a large deviation bound for theχ2
n distributionJohnstone(2001):

P

(
χ2

n

n
− 1 > τ

)
≤ exp

(−3nτ2

16

)
, for 0 ≤ τ ≤ 1

2
. (9.3)

Hence by the union bound, we havej = 1, . . . , p, for τ < 1/2,

P

(
max

j=1,...,p

‖Xj‖2
2

n
− 1 > τ

)
≤ p exp

(−3nτ2

16

)
. (9.4)
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Lemma 9.3.. For a random designX as in (2.6) with Σjj = 1,∀j ∈ {1, . . . , p}, and forp < en/4C2

2 , where
C2 > 4

√
5/3, we have

P (X ) ≥ 1 − 1/p2.

Proof. Now it is clear that we havep(p − 1)/2 unique non-diagonal entriesσjk,∀j 6= k andp diagonal

entries. By the union bound and by takingτ = C2

√
log p

n in (9.4) and (9.2), we have

P (X c) = P

(
max

jk
|∆jk| ≥ C2

√
log p

n

)

≤ p exp

(
−3C2

2 log p

16

)
+

p2 − p

2
exp

(
−3C2

2 log p

20

)

≤ p2 exp

(
−3C2

2 log p

20

)
= p−

3C2
2

20
+2 <

1

p2

for C2 > 4
√

5/3. Finally, p < en/4C2

2 guarantees thatC2

√
log p

n < 1/2.

10 Proofs for Section4

Throughout this section, we haveλinit = Bc0σǫ

√
log p

n with B =
√

24.

10.1 The Lasso as initial estimator

Lemma4.1crucially uses the bound on theℓ1-loss of the initial Lasso estimator.

Our proof follows that ofBickel et al.(2008). Letβinit be as in (3.1) andδ = βinit −β∗. The setT is defined
in (2.5). We first show Lemma10.1; we then apply conditionRE(s, k0,X) on δ with k0 = 3 underT to
derive various norm bounds.

Lemma 10.1.. For fixed design, onT , ‖δSc‖1 ≤ 3 ‖δS‖1.

Proof. Sinceβinit is a Lasso solution, we have

λinit ‖β∗‖1 − λinit ‖βinit‖1 ≥ 1

2n
‖Y − Xβinit‖2

2 −
1

2n
‖Y − Xβ∗‖2

2

≥ 1

2n
‖Xδ‖2

2 −
δT XT ǫ

n

Hence on the setT as in (2.5), we have

‖Xδ‖2
n ≤ 2λinit ‖β∗‖1 − 2λinit ‖βinit‖1 + 2

∥∥∥∥
XT ǫ

n

∥∥∥∥
∞
‖δ‖1

≤ λinit (2 ‖β∗‖1 − 2 ‖βinit‖1 + ‖δ‖1) , (10.1)
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where by the triangle inequality, andβ∗
Sc = 0, we have

0 ≤ 2 ‖β∗‖1 − 2 ‖βinit‖1 + ‖δ‖1

= 2 ‖β∗
S‖1 − 2 ‖βS,init‖1 − 2 ‖δSc‖1 + ‖δS‖1 + ‖δSc‖1

≤ 3 ‖δS‖1 − ‖δSc‖1 . (10.2)

Thus Lemma10.1holds.

Proposition 10.2.. (ℓp-loss for the initial estimator, (Bickel et al., 2008)) Consider the linear model in
(1.1) with fixed design satisfyingmaxj ‖Xj‖2 ≤ c0

√
n. Suppose thatRE(s, 3,X) holds. Letδ = βinit −β∗

with βinit defined in(3.1) with

λinit = Bc0σǫ

√
log p

n
.

Then, on the setT in (2.5),

‖δS‖2 ≤ 4K2(s, 3,X)λinit
√

s. (10.3)

‖δ‖1 ≤ 4K2(s, 3,X)λinits; (10.4)

Moreover, under the stronger assumptionRE(s, s, 3,X), and on the setT as in (2.5),

‖δ‖2 ≤ 16K2(s, s, 3,X)λinit
√

s. (10.5)

Proof. On the setT , by (10.1) and (10.2),

‖Xδ‖2
n + λinit ‖δ‖1 ≤ λmin (3 ‖δS‖1 − ‖δSc‖1 + ‖δS‖1 + ‖δSc‖1)

= 4λinit ‖δS‖1 ≤ 4λinit
√

s ‖δS‖2 (10.6)

≤ 4λinit
√

sK(s, 3,X) ‖Xδ‖n (10.7)

≤ 4K2(s, 3,X)λ2
inits + ‖Xδ‖2

n ,

where (10.7) is due to conditionRE(s, 3,X) and Lemma10.1. Hence (10.4) holds. Now byRE(s, 3,X)
and (10.6), we have

‖δS‖2
2 ≤ K2(s, 3,X) ‖Xδ‖2

n ≤ K2(s, 3,X)4λinit
√

s ‖δS‖2 . (10.8)

Hence (10.3) holds. Finally, on the setT , given Lemma10.1, by RE(s, s, 3,X) and (10.6), we have

‖δSS′‖2
2 ≤ K2(s, s, 3,X) ‖Xδ‖2

n

≤ K2(s, s, 3,X)4λinit
√

s ‖δS‖2

≤ K2(s, s, 3,X)4λinit
√

s ‖δSS′‖2 .

Hence from the following inequality (10.9) (e.g., cf. (B.28) inBickel et al.(2008))

‖δ‖2 ≤ (1 + k0) ‖δSS′‖2 , (10.9)

we obtain (10.5).
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10.2 Proof of Lemma4.1

By Proposition10.2, and (B.26) inBickel et al.(2008),

‖δS‖2 ≤ 4K(s, 3,X)2λinit
√

s,

‖δ‖1 ≤ 4K(s, 3,X)2λinits, where

‖δSc‖1 ≤ 3 ‖δ‖1 ,

due to a property of the Lasso estimator (see, for exampleBickel et al.(2008)). This allows us to conclude
that on the setT as in (2.5),

‖δS‖∞ ≤ ‖δS‖2 ≤ 4K(s, 3,X)2λinit
√

s, (10.10)

‖δSc‖1 ≤ 3

4
‖δ‖1 ≤ 3K(s, 3,X)2λinits. (10.11)

Thus we have by (4.1), (10.10) and (10.11),

∀ i ∈ S, |βi,init | ≥ βmin − ‖δS‖∞ ≥ 4K(s, 3,X)2λinit
√

s, (10.12)

∀j ∈ Sc, |βj,init | ≤ ‖δSc‖∞ ≤ ‖δSc‖1 ≤ 3K(s, 3,X)2λinits. (10.13)

10.3 Proof of Lemma4.2

If we thresholdβinit at the value of4λinit , by (10.12), we haveS̄ ⊇ S. Moreover, by (10.11), we include at
most3K(s, 3,X)2s/4 more entries fromSc in S̄; thus forK(s, 3,X) ≥ 2,

s ≤ |S̄| ≤ s +
3sK(s, 3,X)2

4
≤ sK(s, 3,X)2.

In addition, we have∀j ∈ Sc, by (10.5),

|βj,init | ≤ ‖δSc‖∞ ≤ ‖δSc‖2

≤ 16K2(s, s, 3,X)λinit
√

s,

under AssumptionRE(s, s, 3,X) and conditionT .

10.4 Proof of Theorem4.3

It is clear that once we finish checking conditions onλn in (2.12), ons as in (2.13) and onβmin as in (2.14)
hold, we can invoke Theorem2.1 to finish the proof. Formula (4.1) is satisfied assuming (4.9). Hence by
choosing

δ̃S := 4K2(s, 3,X)λinit
√

s, (10.14)

δ̃Sc := 16K2(s, s, 3,X)λinit
√

s, (10.15)
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we havẽδS ≥ ‖δS‖∞ andδ̃Sc ≥ ‖δSc‖∞ by (4.2a) and (4.3). Now by (4.4),

λn ≥
64σK2(s, s, 3,X)λinit

√∣∣S̄
∣∣

η

√
2 log(p − s)

n

≥ 4σ

η

√
2 log(p − s)

n
16K2(s, s, 3,X)λinit

√
s

=
4σδ̃Sc

η

√
2 log(p − s)

n

and

λn ≤
16MK2(s, 3, 3,X)σλinit

√∣∣S̄
∣∣

K(s, 3,X)

√
2 log(p − s)

n

≤ Mσ16K2(s, 3, 3,X)λinit
√

s

√
2 log(p − s)

n

= Mσδ̃Sc

√
2 log(p − s)

n
,

and thus (2.12) holds with c0 = 1. Furthermore, for the sparsitys, (4.6) guarantees that (2.13) holds

by (10.15). Finally, regardingβmin, (2.14) holds given (4.7), as 16MK2λinit
√

s√
3

clearly dominates the first and

the third term in (2.14) by the definition of (10.14) and (10.15), and the fact that 1
Λmin(s) ≤ K2(s, k0,X) by

Proposition3.2; and it also dominates the second term given (3.7) and the upper bound onλn.

10.5 Bounds forrn

Lemma 10.3.. Consider a fixed designX with maxj ‖Xj‖2 ≤ c0
√

n and assume that(2.4) holds. Then
for all subsetsS with |S| ≤ s,

rn :=
∥∥XT

ScXS(XT
S XS)−1

∥∥
∞ ≤ c0

√
s√

Λmin(s)
. (10.16)

rn ≤ θ1,s
√

s

Λmin(s)
, (10.17)

whereθ1,s is given in3.5

Proof. As a shorthand, we letPS = XS(XT
S XS)−1XT

S denote the projection matrix and define

∀j ∈ Sc, rj = (XT
S XS)−1XT

S Xj .

Bounding‖rj‖1 ∀j yields a bound onrn. First we have for allj ∈ Sc,

‖XSrj‖2 =
∥∥XS(XT

S XS)−1XT
S Xj

∥∥
2

= ‖PSXj‖2 (10.18)

≤ ‖Xj‖2 ≤ c0

√
n.
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On the other hand, by the restricted eigenvalue assumption,we have

‖XSrj‖2
2 = rT

j XT
S XSr ≥ nΛmin

(
XT

S XS

n

)
‖rj‖2

2 .

Thus we have that‖rj‖2 ≤ c0√
Λmin(s)

,∀j ∈ Sc, and hence

rn = max
j∈Sc

‖rj‖1 ≤ max
j∈Sc

√
s ‖rj‖2 =

√
s max

j∈Sc
‖rj‖2 ≤ c0

√
s√

Λmin(s)
.

Next we note that using (3.5), we can boundrn as follows, which has essentially been shown inCandès and Tao
(2007). ForPSXj = XSrj , with

‖rj‖2 ≤ ‖XSrj‖2√
nΛmin(s)

=
‖PSXj‖2√
nΛmin(s)

we have

‖PSXj‖2
2

n
=

〈PSXj ,Xj 〉
n

=
〈XSrj,Xj 〉

n

≤ θ1,s ‖rj‖2 ≤ θ1,s
‖XSrj‖2√
nΛmin(s)

= θ1,s
‖PSXj‖2√
nΛmin(s)

Hence,

‖PSXj‖2 ≤
√

nθ1,s√
Λmin(s)

and rn ≤
√

sθ1,s

Λmin(s)
.

11 Proofs for Section5

11.1 Proof of Proposition5.2

We first bound‖Xγ‖2
n − γT Σγ.

∣∣∣‖Xγ‖2
n − γT Σγ

∣∣∣ =
∣∣∣γT Σ̂γ − γT Σγ

∣∣∣ =

∣∣∣∣∣∣

p∑

j=1

p∑

k=1

γjγk(Σ̂jk − Σjk)

∣∣∣∣∣∣

≤

∣∣∣∣∣∣

∑

j∈S

∑

k∈S

γjγk(Σ̂jk − Σjk)

∣∣∣∣∣∣
+

∣∣∣∣∣∣

∑

j∈Sc

∑

k∈Sc

γjγk(Σ̂jk − Σjk)

∣∣∣∣∣∣

+ 2

∣∣∣∣∣∣

∑

j∈S

∑

k∈Sc

γjγk(Σ̂jk − Σjk)

∣∣∣∣∣∣

≤ max
j,k

|∆jk|
(
‖γS‖2

1 + 2 ‖γS‖1 ‖γSc‖1 + ‖γSc‖2
1

)
,
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where∆ = Σ̂ − Σ. Now given that‖γSc‖1 ≤ k0 ‖γS‖1 and‖γS‖2
1 ≤ s ‖γS‖2

2, we have

∣∣∣‖Xγ‖2
n − γT Σγ

∣∣∣ ≤ max
j,k

|∆jk| ‖γS‖2
1 (1 + 2k0 + k2

0)

≤ max
j,k

|∆jk| ‖γS‖2
1 (1 + k0)

2 ≤ s(1 + k0)
2 max

j,k
|∆jk| ‖γS‖2

2 .

Let γSS′ = γS ∪ γS′ , whereγS′ denote the subset of{1, . . . , p} corresponding to thes largest coordinates
of γ in their absolute values inγSc . We have onX , using Assumption5.1,

‖Xγ‖2
n ≥ γT Σγ − s(1 + k0)

2 max
j,k

|∆jk| ‖γS‖2
2

≥ ‖γSS′‖2
2

K(s, s, k0,Σ)2
− s(1 + k0)

2 max
j,k

|∆jk| ‖γS‖2
2 ≥ ‖γSS′‖2

2

2K(s, s, k0,Σ)2
,

and hence (5.2) holds.

11.2 Eigenvalue bounds

We now show that (2.4) is satisfied with high probability for a random designX, given its population
correspondent as in (2.8).

Lemma 11.1.. Let X be a random design as in (2.6). Let s ≤ Λmin(s)
16C2

√
n

log p for C2 as defined in(2.9). We

have on the setX ,

Λmin

(
XT

S XS

n

)
≥ Λmin(s), (11.1)

for all subsetsS ⊂ {1, . . . , p} with |S| ≤ s where(2.8) hold.

Proof. On the setX , for all subsetsS with |S| ≤ s,

∣∣∣∣Λmin

(
XT

S XS

n

)
− Λmin(ΣSS)

∣∣∣∣ ≤
∥∥∥∥
(

XT
S XS

n

)
− ΣSS

∥∥∥∥
2

(11.2)

≤
∥∥∥∥
(

XT
S XS

n

)
− ΣSS

∥∥∥∥
∞

(11.3)

≤ sC2

√
log p

n
≤ Λmin(s)

16
, (11.4)

where‖.‖2 denotes here the operator norm of a matrix. (11.2) is a standard result in matrix perturbation
theory, (11.3) is due to the fact that̂Σ andΣ are symmetric, and (11.4) is due to (2.9) and the bound on
s. Hence for all subsetsS with |S| ≤ s that satisfyΛmin(ΣSS) ≥ 17

16Λmin(s) (as defined in (2.7)), (11.1)
holds.
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11.3 Proof of Theorem5.3

As corollary of Lemmas10.3and11.1, we have

Corollary 11.2.. Consider a random designX. Then on the setX defined in(2.9), (10.16) holds with
c0 =

√
3/2, for all subsetsS with |S| ≤ s.

It is clear that (4.1) is always satisfied given (4.9), whereK =
√

2K(s, 3, 3,Σ), asK(s, s, k0,X) ≤√
2K(s, s, k0,Σ) by Proposition5.2. We now show that the conditions onλn, s andβmin as required by

Theorem2.1are satisfied onX ∩ T . First we take

δ̃S := 8K2(s, s, 3,Σ)λinit
√

s (11.5)

δ̃Sc := 32K2(s, s, 3,Σ)λinit
√

s, (11.6)

r̃n :=

√
3s√

2Λmin(s)
, (11.7)

where (11.7) holds by Corollary11.2, for which

s ≤ 1

32C2K2(s, s, 3,Σ)
≤ Λmin(s)

16C2

√
n

log p
,

by Proposition5.1. It is clear that

δ̃S ≥ 4K2(s, s, 3,X)λinit
√

s ≥ ‖δS‖∞ , and (11.8)

δ̃Sc ≥ 16K2(s, s, 3,X)λinit
√

s ≥ ‖δSc‖∞ (11.9)

given (4.2a) and (4.2b), and Proposition5.2. Regarding the condition onλn, by Proposition5.2, (4.4)
and (11.6), we have

λn ≥
128c0σK2(s, s, 3,Σ)λinit

√∣∣S̄
∣∣

η

√
2 log(p − s)

n

≥ 4c0σ(32K2(s, s, 3,Σ)λinit
√

s)

η

√
2 log(p − s)

n

=
4c0σδ̃Sc

η

√
2 log(p − s)

n

and

λn ≤
16M

√
2K(s, s, 3,Σ)K(s, s, 3,X)c0σλinit

√∣∣S̄
∣∣

K(s, s, 3,X)

√
2 log(p − s)

n

≤ Mc0σ32K2(s, 3, 3,Σ)λinit
√

s

√
2 log(p − s)

n

= Mc0σδ̃Sc

√
2 log(p − s)

n
,

where we used the fact thatK(s, 3,X) ≤ K(s, s, 3,X). Hence (2.12) is satisfied. In addition, for
K =

√
2K(s, s, 3,Σ), the sparsity condition (2.13) holds by Corollary11.2. Condition (4.7) implies that

the condition (2.14) for βmin holds, given (11.5) and (11.6) and Proposition5.1. We can then invoke Theo-
rem2.1to finish the proof withc0 =

√
3/2.
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12 Proof of the sign recovery Lemma

12.1 Preliminaries

We first state necessary and sufficient conditions for the event sgn(β̂) = sgn(β∗). Note that this is essentially
equivalent to Lemmas2 and3 in Wainwright (2008). First, for Σ̂ = XT X/n, let Σ̂RT = 1

nXT
RXT be the

submatrix ofΣ̂ with rows and columns indexed byR andT respectively.

Lemma 12.1.. Let ~b := (sgn(β∗
j )wj)j∈S . Let ~w = (w1, w2, . . . , wp), wherewj > 0,∀j, be a positive

weight vector. Assume that the matrixXT
S XS is invertible. Then for any givenλn > 0 and noise vector

ǫ ∈ R
n, there exists a solution̂β for the weighted Lasso such that

sgn(β̂) = sgn(β∗),

if and only if the following two conditions hold:
∣∣∣∣Σ̂ScS(Σ̂S,S)−1

[
XT

S ǫ

n
− λn

~b

]
− XT

Scǫ

n

∣∣∣∣ ≤ λn ~wSc , (12.1a)

sgn

(
β∗

S + (Σ̂SS)−1

[
XT

S ǫ

n
− λn

~b

])
= sgn(β∗

S). (12.1b)

Finally, if (12.1a) holds with strict inequality, then the solution of the weighted Lasso is unique.

Proof. Recall that we observeY = Xβ∗ + ǫ and~b := (sgn(β∗
i )wi)i∈S . Let w = (w1, w2, . . . , wp) be the

weight vector.

First observe that the KKT conditions imply thatβ̂ ∈ R
p is a solution, if and only if there exists a subgradient

~g ∈ ∂

p∑

j=1

wj |β̂j | = {z ∈ R
p| zi = sgn(β̂)wi for β̂i 6= 0, and|zj | ≤ wj otherwise}

such that
1

n
XT Xβ̂ − 1

n
XT Y + λn~g = 0, (12.2)

which is equivalent to the following linear system by substituting Y = Xβ∗ + ǫ and re-arranging:

Σ̂(β̂ − β∗) − 1

n
XT ǫ + λn~g = 0. (12.3)

Hence, givenX,β∗, ǫ andλn > 0 the event sgn(β̂) = sgn(β∗
S) holds if and only if

1. there exist a point̂β ∈ R
p and a subgradient~g ∈ ∂

∑p
j=1 wj |β̂j | such that (12.3) holds, and

2. sgn(β̂S) = sgn(β∗
S) and β̂Sc = β∗

Sc = 0, which implies that~gS = ~b and |~gj | ≤ wj∀j ∈ Sc by
definition of~g.

Pluggingβ̂Sc = β∗
Sc = 0 and~gS = ~b in (12.3) shows that sgn(β̂) = sgn(β∗) if and only if
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1. there exists a point̂β ∈ R
p and a subgradient~g ∈ ∂

∑p
j=1 wj |β̂j | such that

Σ̂ScS(β̂S − β∗
S) − XT

Scǫ

n
= −λn~gSc , (12.4a)

Σ̂SS(β̂S − β∗
S) − XT

S ǫ

n
= −λn~gS = −λn

~b, (12.4b)

2. and sgn(β̂S) = sgn(β∗
S) andβ̂Sc = β∗

Sc = 0.

Using invertibility ofXT
S XS , we can solve for̂βS and~gSc using (12.4a) and (12.4b) to obtain

−λn~gSc = Σ̂ScS(Σ̂SS)−1

[
XT

S ǫ

n
− λn

~b

]
− XT

Scǫ

n
,

β̂S = β∗
S + (Σ̂SS)−1

[
1

n
XT

S ǫ − λn
~b

]
.

Thus, given invertibility ofXT
S XS , sgn(β̂) = sgn(β∗) holds if and only if

1. there exists simultaneously a pointβ̂ ∈ R
p and a subgradient~g ∈ ∂

∑p
j=1 wj|β̂j | such that

− λn~gSc = Σ̂ScS(Σ̂SS)−1

[
XT

S ǫ

n
− λn

~b

]
− XT

Scǫ

n
, (12.5a)

β̂S = β∗
S + (Σ̂SS)−1

[
XT

S ǫ

n
− λn

~b

]
, (12.5b)

2. and sgn(β̂S) = sgn(β∗
S) andβ̂Sc = β∗

Sc = 0.

Thus, for sgn(β̂) = sgn(β∗) to hold, there exists simultaneously a pointβ̂ ∈ R
p and a subgradient~g ∈

∂
∑p

j=1 wj |β̂j | such that

∣∣∣∣Σ̂ScS(Σ̂SS)−1

[
XT

S ǫ

n
− λn

~b

]
− XT

Scǫ

n

∣∣∣∣ = |−λn~gSc | ≤ λn ~wSc ,

sgn(β̂S) = sgn

(
β∗

S + (Σ̂SS)−1

[
1

n
XT

S ǫ − λn
~b

])
= sgn(β∗

S),

given that|~gSc | ≤ ~wSc by definition of~g. Thus (12.1a) and (12.1b) hold for the givenX,β∗, ǫ andλn > 0.
Thus we have shown the lemma in one direction.

For the reverse direction, givenX,β∗, ǫ, and suppose that (12.1a) and (12.1b) hold for someλn > 0, we
first construct a point̂β ∈ R

p by letting β̂Sc = β∗
Sc = 0 and

β̂S = β∗
S + (Σ̂SS)−1

[
1

n
XT

S ǫ − λn
~b

]

which guarantees that

sgn(β̂S) = sgn

(
β∗

S + (Σ̂SS)−1

[
1

n
XT

S ǫ − λn
~b

])
= sgn(β∗

S)
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by (12.1b). We simultaneously construct~g by letting~gS = ~b and

~gSc = − 1

λn

(
Σ̂ScS(Σ̂SS)−1

[
1

n
XT

S ǫ − λn
~b

]
− 1

n
XT

Scǫ

)
, (12.6)

which guarantees that|~gj | ≤ wj ,∀j ∈ Sc due to (12.1b); hence~g ∈ ∂
∑p

j=1 wj|β̂j |. Thus, we have

found a pointβ̂ ∈ R
p and a subgradient~g ∈ ∂

∑p
j=1 wj|β̂j | such that sgn(β̂) = sgn(β∗) and the set of

equations (12.5a) and (12.5b) is satisfied. Hence, by invertibility ofXT
S XS , sgn(β̂) = sgn(β∗) for the given

X,β∗, ǫ, λn.

12.2 Uniqueness of solution

Finally, the uniqueness proof follows a similar argument inthe revised draft ofWainwright(2008). We omit
the details. In fact, it is illustrative to rewrite the adaptive (or weighted) Lasso program as follows: Let
W = diag(w1, . . . , wp), for wj > 0, and let the solution to (2.2) be

β̂ = W−1β̂0, where

β̂0 := arg min
β0

1

2n
‖Y − XW−1β0‖2

2 + λn ‖β0‖1 . (12.7)

Now we can just takeXW−1 as the design matrix andβ0 := Wβ as the sparse vector that we recover
throughβ̂0, by solving the standard Lasso problem as in (12.7). It is clear that uniqueness of̂β0 to (12.7) is
equivalent to uniqueness of̂β asW is a positive-definite matrix.

12.3 Proof of Lemma8.2

Let ei ∈ R
s be the vector with1 in ith position and zero elsewhere; hence‖ei‖2 = 1.

We first define a set of random variables that are relevant for (12.1a) and (12.1b):

∀j ∈ Sc, Vj := XT
j XS(XT

S XS)−1λn
~b + XT

j

{
In×n − XS(XT

S XS)−1XT
S

} ǫ

n
,

∀i ∈ S, Ui := eT
i

(
1
nXT

S XS

)−1
[

1
nXT

S ǫ − λn
~b
]
.

Condition (12.1a) holds if and only if the event

E(V ) := {∀j ∈ Sc, |Vj| ≤ λnwj}

is true. For Condition (12.1b), the event

E(U) :=

{
max
i∈S

|Ui| ≤ βmin

}
,

is sufficient to guarantee that Condition (12.1b) holds.
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We first prove thatP (E(V )) andP (E(U)) both are large.

Analysis ofE(V ). Note that

µj = E (Vj) = λnXT
j XS(XT

S XS)−1~b, j ∈ Sc.

By (8.4a), we have∀j ∈ Sc,
|µj | ≤ λnwj(1 − η). (12.8)

Denote byP = XS(XT
S XS)−1XT

S = P 2 the projection matrix. Let

Ṽj = XT
j

{[
In×n − XS(XT

S XS)−1XT
S

] ǫ

n

}
, j ∈ Sc (12.9)

which is a zero-mean Gaussian random variable with variance

Var(Ṽj) =
σ2

n2
XT

j

{
[(In×n − P )] [(In×n − P )]T

}
Xj ≤

σ2

n2
‖Xj‖2

2 =
σ2c2

0

n

since‖I − P‖2 ≤ 1. Using the tail bound for a Gaussian random variable

P

(∣∣∣Ṽj

∣∣∣ ≥ t
)

≤

√
Var(Ṽj)

t
exp

(
−t2

2Var(Ṽj)

)
(12.10)

≤ σc0√
nt

exp

(−nt2

2σ2c2
0

)
,

with t = ηλnwmin(Sc)
2 ≥ 2c0σ

√
2 log(p−s)

n and the union bound, we have

P

(
max
j∈Sc

∣∣∣Ṽj

∣∣∣ ≥ ηλnwmin(S
c)

2

)
≤ (p − s) exp (−4 log(p − s))

2
√

2 log(p − s)

≤ 1

2(p − s)3
√

2 log(p − s)
.

Thus, with probability at least1 − 1
2(p−s)3 ,

∀j ∈ Sc, |Vj | ≤ |µj| + |Ṽj | ≤ λnwj(1 − η) +
ηλnwmin(S

c)

2
≤ λnwj(1 − η/2),

andE(V ) holds; in fact, it holds with straight inequality forη > 0.

Analysis ofE(U). By the triangle inequality, and on the setT ,

max
i∈S

|Ui| ≤
∥∥∥
(
XT

S XS/n
)−1
∥∥∥
∞

∥∥XT
S ǫ/n

∥∥
∞ +

∥∥∥
(
XT

S XS/n
)−1
∥∥∥
∞

λnwmax

≤
√

s

Λmin(s)

(
c0σ
√

24 log p/n + λnwmax(S)
)

< βmin,

where ∥∥∥
(
XT

S XS/n
)−1
∥∥∥
∞

≤ √
s
∥∥∥
(
XT

S XS/n
)−1
∥∥∥

2
=

√
s

Λmin

(
XT

S XS/n
) ≤

√
s

Λmin(s)
,
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by standard matrix norm comparison results and the restricted eigenvalue assumption. Hence,E(U) holds
on the setT . Denote byF = E(U)c ∪ E(V )c. Then we have

P (F) = P (F ∩ T c) + P (F ∩ T )

≤ P (T c) + P (E(V )c ∩ T )

≤ P (T c) + P (E(V )c) ≤ 2/p2

by Lemma9.1and the analysis ofE(U) and asE(V ) above.

13 Proof of Theorem2.1

We note that for a fixed designX, once we finish checking that the incoherence conditions andconditions
onλn andβmin as in (8.6) are satisfied, we can then invoke Lemma8.2to finish the theorem. For a random
design, our proof follows the case of a fixed design after we exclude the bad eventX c for X as defined
in (2.9). We now show that onX ∩ T , where for a fixed designX c = ∅, all conditions in Lemma8.2 for
c2
0 = 3/2 are indeed satisfied.

First by Lemma11.1, we haveΛmin(X
T
S XS/n) ≥ Λmin(s) and hence (8.3b) hold underX ∩T , given (2.8).

Now we have byβmin ≥ 2δ̃S ≥ 2 ‖δS‖∞,

∀ j ∈ S, |βj,init | ≥ βmin − ‖δS‖∞ ≥ βmin

2
and hence

wmax ≤ max

{
2

βmin
, 1

}
.

It also holds by1 > δ̃Sc ≥ ‖δSc‖∞

∀j ∈ Sc, |βj,init | ≤ ‖δSc‖∞ ≤ δ̃Sc < 1 and wmin ≥ 1

‖δSc‖∞
.

Hence the choice ofλn in (2.12) guarantees that

λnwmin ≥ λn

‖δSc‖∞
≥ λn

δ̃Sc

≥ 4c0σ

η

√
2 log(p − s)

n
.

We now show that the incoherence condition as in (8.5) holds givenr̃n ≥ rn.

1. Supposeβmin ≤ 2 satisfies (2.14), we havewmax = 2/βmin and hence

wmin(1 − η)

wmax
≥ βmin(1 − η)

2 ‖δSc‖∞
≥ βmin(1 − η)

2δ̃Sc

≥ r̃n ≥ rn. (13.1)

2. Supposeβmin > 2: thenwmax(S) = 1 and by assumption,

wmin(1 − η)

wmax
≥ 1 − η

‖δSc‖∞
≥ 1 − η

δ̃Sc

≥ r̃n ≥ rn.
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It is clear that (8.6) is satisfied given (2.14), if

βmin ≥ max

{
4λn

√
s

βminΛmin(s)
,

2λn
√

s

Λmin(s)

}
. (13.2)

We only need to be concerned with the first term: given the lasttwo terms in theβmin bound, we have

β2
min ≥ 4Mc0σδ̃Sc

√
s

Λmin(s)

√
2 log p

n
hence

βmin ≥ 4
√

s

βminΛmin(s)
Mc0σδ̃Sc

√
2 log(p − s)

n
≥ 4λn

√
s

βminΛmin(s)
.

Finally, we have for both fixed and random designs, letF be a shorthand for the event sgn(β̂) 6= sgn(β∗).
We have

P (F) ≤ P ((T ∩ X )c) + P (F ∩ T ∩ X ) ≤ P ((T ∩ X )c) + 1/p2,

whereX c = ∅ for a fixed design, and the last term has been bounded using Lemma8.2for a fixed design or
conditioned on a random design on the setX with c0 =

√
3/2.
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