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GAUSSIAN CONCENTRATION OF THE q-CHARACTERS OF THE HECKE

ALGEBRAS OF TYPE A

PIERRE-LOÏC MÉLIOT

Abstract. We show that with respect to the q-Plancherel measure on partitions of size n, the irreducible
characters of an Hecke algebra Hq(Sn) are concentrated around the normalized trace of Hq(Sn). More
precisely, we prove that the deviations of the values of the q-characters χ

λ
q are asymptotically gaussian,

and we give an explicit formula for the covariances of the limit normal laws. Our proof involves Śniady’s
theory of cumulants of observables of diagrams and a Möbius inversion formula for additive class functions
on symmetric groups.

If G is a finite group and V is a finite-dimensional complex linear representation of G, the decomposition
in irreducible components V =

⊕
λ∈Ĝ nλ Vλ yields a probability measure on the set Ĝ of isomorphism

classes of irreducible representations of G:PV

[
λ ∈ Ĝ

]
=

nλ dimVλ

dimV
The same goes for a complex linear representation of a semisimple finite-dimensional algebra A : it pro-
vides a probability measure on Â . The Plancherel measures of the symmetric groups are well-known
examples of such measures, see [IO02]; in this case, the irreducible representations are labelled by parti-
tions. We shall denote by Sn the symmetric group of order n, by Pn the set of integer partitions λ of size
n, and by χλ(k) the value of the normalized irreducible character with label λ on a cycle of length k. If λ
is picked randomly according to the Plancherel measure Mn associated to the left regular representation
Sn y CSn, then

∀k ≥ 2, n
k
2 χλ(k) −→ Xk,

where the Xk’s are independant centered normal laws of variance k, see Theorem 6.1 in [IO02].

In this paper, we show that the same phenomenon occurs for the values of the characters of the
Hecke algebras Hq(Sn), assuming that the irreducible characters are picked randomly with respect to
the so-called q-Plancherel measures Mn,q.

Theorem 1. In the following, q is a real parameter in R∗
+ \ {1}, and we denote by χλ

q (k) the value of

the normalized irreducible character χλ
q of the Hecke algebra Hq(Sn) on a “cycle” T1T2 · · ·Tk−1, where

the Ti’s are the usual generators of Hq(Sn). As n goes to infinity, if λ is picked randomly according to

the q-Plancherel measure Mn,q, then

∀k ≥ 2,
√
n χλ

q (k) −→ Xq,k,

where Xq,k is a centered normal law, and the arrow means that we have convergence in law. The covari-

ances of the Xq,k’s are:

cov(Xq,k, Xq,l) = (q − q2)k+l−3 (1− q2)
{k − 1}q {l − 1}q

{k + l − 1}q {k + l − 2}q {k + l − 3}q
where {n}q is the q-analog of n, that is to say, qn−1

q−1 .

The probability measures Mn,q on partitions are the adequate quantizations of the Plancherel measures
Mn in the setting of Iwahori-Hecke algebras; we shall recall this in paragraph 1. These measures have
already been studied in [FM10], but with a geometric point of view; namely, we were interested in the
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limit shape of the partitions under these probability laws. In paragraphs 2 and 3, we recall the arguments
that lead to the gaussian concentration of q-characters; we already knew in [FM10] that q-characters were
asymptotically gaussian, but we did not know how to compute their actual limit laws. This computation
is the true novelty in this paper, and it is done in paragraphs 4 and 5 by combining:

• a formula for the second higher term of a product of two classes Σµ and Σρ in the Ivanov-Kerov
algebra of partial permutations (cf. [IK99]);

• a formula of Ram (cf. [Ram91]) that relates the q-characters of the Hecke algebra Hq(Sn) and
the “usual” characters of the symmetric group Sn;

• and a remarkable identity that can be seen as a Möbius inversion formula for additive class
functions on symmetric groups.

Besides, we make constant use of the algebra of polynomial functions on diagrams (see [IO02, §1-4]), and
of Śniady’s theory of cumulants of such observables (cf. [Ś06]); our result is another evidence that they
are extremely versatile tools in this setting of asymptotic representation theory.

1. Hecke algebras of type A and their q-Plancherel measures

Let q be a prime power, and k = Fq be the finite field with q elements. We denote by G = GL(n,Fq)
the group of n×n invertible matrices over Fq, and by B = B(n,Fq) the Borel subgroup of G that consists
in upper triangular matrices. The cosets in G/B form a variety that parametrizes the complete flags in
(Fq)

n, and there is a natural action of G on this flag variety

g · (hB) = (gh)B,

whence a complex linear representation of GL(n,Fq) on C[G/B]. The irreducible components of this
representation are the so-called unipotent modules Uλ(Fq), and they are labelled by partitions λ ∈ Pn.
Following ideas of E. Strahov, we defined in [FM10] the q-Plancherel measure Mn,q as the probability
measure on partitions of size n associated to the GL(n,Fq)-module C[G/B]:C[G/B] =

⊕

λ∈Pn

nλ Uλ(Fq) ⇒ Mn,q(λ) =
nλ dimUλ(Fq)

cardGL(n,Fq)/B(n,Fq)

The denominator is {n!}q = {n}q × {n− 1}q × · · · × {1}q; in the numerator, dimUλ(q) = Dλ(q) is the
generic degree of label λ and is a polynomial in q (see [GP00, Chapter 8]), and it can be shown that nλ

equals the dimension dimλ of the irreducible representation of Sn of type λ. Indeed, the commutant of
the action of GL(n,Fq) on C[G/B] is known since [Iwa64] to be the Hecke algebra of Sn, that is to say,
the complex algebra Hq(Sn) with generators T1, . . . , Tn−1 and set of relations:





∀i, (Ti − q)(Ti + 1) = 0

∀i, TiTi+1Ti = Ti+1TiTi+1

∀i, j, |i− j| ≥ 2 ⇒ TiTj = TjTi

It can be shown that Hq(Sn) admits for basis the Tσ = Ti1Ti2 · · ·Tir , where σ runs over Sn and
σ = si1si2 · · · sir is any reduced expression of σ as a product of elementary transpositions si = (i, i+ 1).
Moreover, for generic q, the Iwahori-Hecke algebra Hq(Sn) is semisimple and has the same representation
theory as the group algebra CSn = H1(Sn). Then, if Vλ,q denotes the irreducible representation of
Hq(Sn) labelled by a partition λ ∈ Pn, one has the following decomposition of C[G/B] in irreducible
(GL(n,Fq),Hq(Sn))-bimodules:

GL(n,Fq)yC[G/B]
xHq(Sn) =

⊕

λ∈Pn

GL(n,Fq)y(Uλ(Fq))⊗C (Vλ,q)xHq(Sn)

Consequently, nλ is indeed equal to dimλ, and one can see Mn,q as the probability measure associated
to a representation of the Hecke algebra Hq(Sn).
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More precisely, let us denote by τq the restriction to Hq(Sn) = EndGL(n,Fq)(C[G/B]) of the normalized
trace of matrices in EndC(C[G/B]). This symmetric trace is defined on the basis (Tσ)σ∈Sn

of the Hecke
algebra by

τq(Tσ) =

{
1 if σ = 1,

0 otherwise.

Because of the aforementioned decomposition of the (GL(n,Fq),Hq(Sn))-bimodule C[G/B], if χλ
q denotes

the normalized character of the irreducible representation Vλ,q of Hq(Sn), then:

τq =
∑

λ∈Pn

Mn,q(λ)χ
λ
q

So, the q-Plancherel measure Mn,q(λ) is the weight of the q-character χλ
q in the canonical trace of the

algebra Hq(Sn). With this latter definition, it makes sense to take q in R∗
+, and not only in the set

of prime powers; in particular, if one sets q = 1, one recovers the usual Plancherel measure Mn of the
symmetric group Sn, because H1(Sn) = CSn and τ1 is the normalized character of the left regular
representaion of the symmetric group.

That said, we are interested here with the following problem. Let q be a positive real number that
is not equal to 1. We suppose that λ is chosen randomly among partitions of size n according to the
q-Plancherel measure Mn,q, and we fix an element a ∈ Hq(Sn), for instance a basis element Tσ. We then
ask for the distribution of the random variable χλ

q (Tσ). Because of the interpretation of Mn,q(λ) as the
weight of χλ

q in τq, the expectation of this random variable is easy to compute:E[χλ
q (Tσ)] = τq(Tσ) = 1σ=1

We shall see that we have in fact convergence in probability of the q-characters towards their means, and
with a gaussian concentration.

2. Two bases of the algebra of observables of diagrams

A powerful tool in asymptotic representation theory of the symmetric groups is the algebra of observ-
ables of diagrams, also known as Kerov’s algebra of polynomial functions on Young diagrams ([KO94]).
In the following, we present a graded basis of this algebra (the Σµ’s), and a quantization of this basis (the
Σµ,q’s). We start with the symbols Σµ — the so-called central characters — and for now we consider
them as conjugacy classes in the Ivanov-Kerov algebra of partial permutations B∞, see [IK99] for a
precise definition, and also [Ś06, §2 and §4.3]. Hence,

Σµ =
∑

a11 6=a12 6=···6=arµr

(a11, a12, . . . , a1µ1)(a21, . . . , a2µ2) · · · (ar1, . . . , arµr
),

where the a’s run over the set of positive integers N∗ (cf. [Ś06, §2.1]). If n ≥ 0, then one can project
such a symbol in the center of the symmetric group algebra CSn by requiring that the a’s remain in the
interval [[1, n]]. One obtains a multiple of the conjugacy class of type µ1n−|µ| if n ≥ |µ|, and 0 otherwise.

The projections prn : B∞ → CSn described above form a separating family of morphisms of algebras,
and consequently, the symbols Σµ generate inside B∞ a commutative subalgebra A∞. More precisely, if

Σµ =
∑

a11 6=···6=arµr

(a11, . . . , a1µ1) · · · (ar1, . . . , arµr
) and Σν =

∑

b11 6=···6=bsρs

(b11, . . . , b1ρ1) · · · (bs1, . . . , bsρs
)

then ΣµΣν =
∑

M Σρ(M), where M runs over the partial matchings of the set of indices of the a’s with
the set of indices of the b’s, and ρ(M) depends only on the partial matching M , see [FM10, §3.3]. For
instance, suppose that µ = (3) and ρ = (2), and let us compute the product Σ3Σ2; the sets of indices are
{1, 2, 3} for the a’s and {1′, 2′} for the b’s.
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(0) The empty partial matching corresponds to products of a 3-cycle with a disjoint 2-cycle, whence
a contribution Σ3,2.

(1) The six partial matchings of size 1 correspond to products of a 3-cycle (a, b, c) with a 2-cycle
(c, d), that is to say, to 4-cycles (a, b, c, d). Hence, these matchings give 6Σ4.

(2) The six partial matchings of size 2 correspond to products of a 3-cycle (a, b, c) with a 2-cycle
(b, c), that is to say, to disjoint products (a, b)(c). So, these matchings contribute to 6Σ2,1.

Consequently, Σ3Σ2 = Σ3,2 + 6Σ4 + 6Σ2,1. In the general case, the size of a partition ρ(M) that
corresponds to a partial matching M of size |M | is |ρ(M)| = |µ|+ |ν|− |M |, because this is the number of
distinct indices once the matching is done. So, for all partitions µ, ν, the product ΣµΣν may be written
as

Σµ⊔ν +
∑

|M|=1

Σρ(M) +
∑

|ρ|≤|µ|+|ν|−2

∗Σρ,

where µ ⊔ ν is the partition whose parts are those of µ and those of ν. Let us precise the second term
of this expansion. If M is a partial matching of size 1, it means that one identifies exactly one of the a’s
in a cycle (ai1, . . . , aiµi

) with of the b’s in a cycle (bj1, . . . , bjνj ). The product of these cycles is therefore
a (µi + νj − 1)-cycle, and the remaining cycles stay disjoint and keep their respective sizes. If two parts
c = µi and d = νj are fixed, there are cd corresponding partial matchings of size 1; as a consequence,

ΣµΣν −Σµ⊔ν =
∑

c∈µ
d∈ν

cdΣ(µ\{c})⊔(ν\{d})⊔(c+d−1) +
∑

|ρ|≤|µ|+|ν|−2

∗Σρ.

This expansion will play a prominent role in the computation of the cumulants of the observables Σµ

under q-Plancherel measure, see §4.

From now on, we consider the elements of A∞ as observables of diagrams, meaning that we evaluate
them on partitions by following the rule

Σµ(λ) = χλ(prn(Σµ)) =

{
n↓k χλ(µ1n−k) if |µ| = k ≤ n = |λ|,
0 otherwise.

Here, n↓k is the k-th falling factorial of n, and by χλ(µ1n−k), we mean the value of the irreducible
character χλ on a permutation σ of cycle type µ1n−k. Notice that these evaluations of elements in A∞

are compatible with the product of partial permutations:

∀λ, ∀a, b ∈ A∞, [ab](λ) = a(λ) b(λ)

Indeed, if χλ is a normalized irreducible character on CSn and if a and b are two elements in the center
of the symmetric group algebra, then χλ(ab) = χλ(a)χλ(b), because χλ(x) is the eigenvalue of the action
of a central element x on the irreducible representation space Vλ. That said, one introduces q-symbols
Σµ,q that are defined by the evaluations:

Σµ,q(λ) =

{
n↓k χλ

q (µ1
n−k) if |µ| = k ≤ n = |λ|,

0 otherwise.

Here, χλ
q (µ1

n−k) is the value of the irreducible character χλ
q of the Hecke algebra Hq(Sn) on a basis

element Tσ, with σ of minimal length among permutations with cycle type µ1n−k. A formula due to A.
Ram (cf. [Ram91, Theorem 5.4] and [FM10, Proposition 10]) relates the q-symbols Σµ,q to the regular
symbols Σµ:

∀ρ ∈ Pk, (q − 1)ℓ(ρ) Σρ,q(λ) =
∑

ν∈Pk

qν − 1

zν
〈pν | hρ〉 Σν(λ)

∀ρ ∈ Pk, (qρ − 1)Σρ(λ) =
∑

ν∈Pk

(q − 1)ℓ(ν) 〈mν | pρ〉 Σν,q(λ)
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with1 qν − 1 =
∏ℓ(ν)

i=1 (q
νi − 1) and zν = 〈pν | pν〉 = k!/cardCν . Here, 〈· | ·〉 is the usual scalar product in

the algebra Λ of symmetric functions, the p’s are the power sums, the m’s are the monomial symmetric
functions and the h’s are the complete symmetric functions (see [Mac95]). These formulae allow to treat
the Σρ,q as elements of A∞, because they are linear combinations of observables Σν . Thus, one has a
commutative algebra of observables of diagrams with graded basis (Σµ)µ, and the deformation of the
group algebras CSn into the Hecke algebras Hq(Sn) yields a quantization (Σµ,q)µ of the graded basis.

3. Expectations and cumulants of observables

If a is an observable of diagrams, we denote by E[a] = Mn,q[a] the expectation of the random variable
a(λ) under the q-Plancherel measure Mn,q. The expectations of the q-symbols are easy to compute:E[Σµ,q] = n↓|µ| E[χλ

q (µ1
n−|µ|)] = n↓|µ| 1µ=1k

with n↓|µ| = 0 if |µ| > n. Now, by using the change of basis formula between characters and q-characters,
one can also compute easily the expectations of the symbols Σµ:E[Σµ] =

1

(qµ − 1)

∑

ν∈Pk

(q − 1)ℓ(ν) 〈mν | pµ〉 E[Σν,q] =
(q − 1)|µ|

qµ − 1
〈m1|µ| | pµ〉n↓|µ| =

(1− q)|µ|

1− qµ
n↓|µ|

In particular, E[Σρ] is always a O(n|ρ|). From this, we deduce the following convergences in probability:

∀µ, Σµ(λ)

n|µ|
−→Mn,q

(1 − q)|µ|

1− qµ

Indeed, the expectation of the left-hand side is asymptotically equal to the right-hand side, and the
variance of the left-hand side is(E[Σ2

µ]− E[Σµ]
2
)

n2|µ|
=

(E[Σµ⊔µ]− E[Σµ]
2
)

n2|µ|
+
E[some linear combination of Σρ’s with |ρ| ≤ 2|µ| − 1]

n2|µ|

=
(1 − q)2|µ|

1− qµ⊔µ

(n↓2|µ| − n↓|µ| n↓|µ|)

n2|µ|
+O(n−1) = O(n−1),

whence the result by Bienaymé-Chebyshev inequality. Then, if one uses again the change of basis formula,
one sees that Σµ,q(λ)/n

|µ| converges in probability towards its asymptotic mean value, that is to say,1µ=1k . Since Σµ,q(λ)/n
|µ| is essentially χλ

q (µ1
n−|µ|), one has therefore proved:

Proposition 2. Let us denote by Tµ the basis element of Hecke algebras associated to the permutation

σµ = (1, 2 . . . , µ1)(µ1 + 1, . . . , µ1 + µ2) · · · (µ1 + · · ·+ µr−1 + 1, . . . , |µ|)
that is of minimal length in its conjugacy class. When n goes to infinity, χλ

q (Tµ) converges in probability

towards the trace τ(Tµ). In particular, for all k ≥ 2, χλ
q (k) → 0.

Now, to prove the gaussian deviation of (rescaled) observables of diagrams Xi, one will consider their
joint cumulants k(Xi1 , . . . , Xir ) that are defined recursively by the equations:E[X1 · · ·Xr] =

∑

π set partition of [[1,r]]

k(Xi∈π1) k(Xi∈π2) · · · k(Xi∈πl
)

For instance, k(X) = E[X ] and k(X,Y ) is the covariance E[XY ]− E[X ]E[Y ]. A gaussian vector (Xi)i∈I

is characterized by the fact that all cumulants k(Xi1 , . . . , Xir) of order r higher than 3 are equal to
0. Then, the cumulants of order 2 give the covariance matrix of the gaussian vector. In the setting of
representation theory, the idea to use joint cumulants of observables of partitions in order to highlight

1In the following, we use the same notation for 1− q
ν =

∏ℓ(ν)
i=1 (1− q

νi). In particular, 1− q
a,b = (1 − q

a) (1− q
b).
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phenomena of gaussian concentration is due to P. Śniady, cf. [Ś06]. For our purpose, we shall only need
the following result:

Proposition 3. If a =
∑

ρ cρΣρ is an observable of diagrams in A∞, the degree of a is the highest size

|ρ| such that cρ 6= 0. Then, we have the following estimation for the joint cumulants of observables of

diagrams under the q-Plancherel measure:

k(a1, . . . , ar) = O(ndeg a1+deg a2+···+deg ar−r+1)

This proposition is entirely proved in [FM10, Lemma 16]. We won’t reproduce the proof here, but we
can give an account of the main arguments:

• One can define disjoint cumulants of observables k•(a1, . . . , ar) that correspond to another prod-
uct in A∞, namely, the “disjoint product” Σµ • Σν = Σµ⊔ν , see [Ś06, §2.2]. For these disjoint
cumulants, the same estimate

k•(a1, . . . , ar) = O(ndeg a1+deg a2+···+deg ar−r+1)

holds, and this is easy to prove just by looking at the expectations of the symbols Σµ.

• The (standard and disjoint) cumulants are multilinear and have a good behavior with respect
to products of observables. On the other hand, disjoint cumulants and standard cumulants of
observables are related one to another by a conditioning technique due to D. Brillinger, see [Ś06,
§4.4]. For these reasons, the problem is eventually reduced to the computation of the degree
of the so-called identity cumulants kid(Σi1 , . . . , Σir ). These observables of diagrams are defined
recursively by the equations:

X1 · · ·Xr =
∑

π set partition of [[1,r]]

kid(Xi∈π1) • kid(Xi∈π2) • · · · • kid(Xi∈πl
)

and one has to show that kid(Σi1 , . . . , Σir ) has degree less than i1 + i2 + · · ·+ ir − r + 1.

• Finally, one can give a simple combinatorial interpretation of the observables kid(Σi1 , . . . , Σir ).
For any family (akl)1≤l≤ik,1≤k≤r such that akl 6= akl′ for all k ∈ [[1, r]] and for all l, l′, let us
consider the following relation on the integers k ∈ [[1, r]]:

k1 ∼ k2 ⇐⇒ ∃l1, l2, ak1l1 = ak2l2

The relation ∼ can be completed in an equivalence relation on [[1, r]], and we will denote by
π((akl)k,l) the associated set partition of [[1, r]]. Then, it can be shown by recursion that:

kid(Σi1 , . . . , Σir) =
∑

(akl)k,l | π((akl)k,l={[[1,r]]}

(a11, . . . , a1i1) · · · (ar1, . . . , arir )

In other words, in comparaison with Σi1 · · ·Σir , the sum is reduced to transitive products of
cycles. Since this condition implies that there is at least r− 1 identities between the a’s, there is
at most i1 + i2 + · · ·+ ir − r+ 1 distinct a’s in the cycle decomposition of a partial permutation
appearing in kid(Σi1 , . . . , Σir ). Therefore, this identity cumulant is indeed a linear combination
of Σρ’s with |ρ| ≤ i1 + i2 + · · ·+ ir − r + 1.

Again, we refer to [FM10] for a complete and detailed proof of our claim; notice that it is not the same
result as in [Ś06], because one uses a different gradation on the algebra A∞.
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4. Gaussian deviation of characters and q-characters

We now introduce the rescaled deviations of characters and q-characters:

Zµ,n,q =
√
n

(
Σµ(λ)

n|µ|
− (1− q)|µ|

1− qµ

)
; Wk≥2,n,q =

√
n
Σk,q(λ)

nk
≃

√
nχλ

q (k)

By construction, all these observables are centered random variables. Now, given partitions µ(1), . . . , µ(r)

with r ≥ 3, the joint cumulant of the Zµ(i),n,q’s is:

k(Zµ(1),n,q, . . . , Zµ(r),n,q) =
1

n|µ(1)|−1/2 · · ·n|µ(r)|−1/2
k(Σµ(1) , . . . , Σµ(r))

=
O(n|µ1|+···+|µr |−r+1)

n|µ1|+···+|µr|−r/2
= O

(
n1−r/2

)
→ 0

Consequently, the family of random variables (Zµ,n,q)µ converges in finite-dimensional laws towards a
centered gaussian family (Zµ,∞,q)µ. Let us compute the covariances of the Zµ,∞,q’s, that is to say, the
limits of the cumulants k(Zµ,n,q, Zν,n,q). We decompose such a cumulant in two parts:

n|µ|+|ν|−1 k(Zµ,n,q, Zν,n,q) = E[ΣµΣν ]− E[Σµ]E[Σν ]

=
(E[ΣµΣν ]− E[Σµ⊔ν ]

)
+
(E[Σµ⊔ν ]− E[Σµ]E[Σν]

)

The second part is simply (1−q)|µ|+|ν|

1−qµ⊔ν (n↓|µ|+|ν| − n↓|µ| n↓|ν|), and the asymptotic expansion of a falling
factorial is

n↓k = nk − k(k − 1)

2
nk−1 +O(nk−2).

Consequently, the second part amounts to −|µ| |ν| (1−q)|µ|+|ν|

1−qµ⊔ν n|µ|+|ν|−1 +O(n|µ|+|ν|−2). As for the first
part, we use the expansion of ΣµΣν −Σµ⊔ν presented in paragraph 2:E[ΣµΣν −Σµ⊔ν ] =

∑

c∈µ
d∈ν

cdE[Σ(µ\{c})⊔(ν\{d})⊔(c+d−1)] +
∑

|ρ|≤|µ|+|ν|−2

∗E[Σρ]

=
(1− q)|µ|+|ν|

1− qµ⊔ν



∑

c∈µ
d∈ν

cd
(1 − qc)(1− qd)

(1 − q)(1− qc+d−1)


n|µ|+|ν|−1 +O(n|µ|+|ν|−2)

Hence, by decomposing −|µ| |ν| in −∑
c,d cd, one obtains the following estimate:

k(Zµ,n,q, Zν,n,q) =
(1− q)|µ|+|ν|

1− qµ⊔ν

∑

c∈µ
d∈ν

cd

(
(1− qc)(1− qd)

(1− q)(1 − qc+d−1)
− 1

)
+O(n−1)

= q
(1− q)|µ|+|ν|

1− qµ⊔ν

∑

c∈µ
d∈ν

cd

(
(1− qc−1)(1− qd−1)

(1− q)(1 − qc+d−1)

)
+O(n−1)

We have then computed the covariances of the limit normal laws Zµ,∞,q. Now, by using the change of basis
formula between characters and q-characters, one sees that each variable Wk,n,q is a linear combination
of variables Zµ,n,q, and these latter variables converge jointly towards a centered gaussian vector. Hence,
the Wk,n,q ’s converge jointly towards a centered gaussian vector (Xk,q)k≥2, and the limit covariances are
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given by the following formula:

cov(Xk,q, Xl,q) =
1

(q − 1)2

∑

µ∈Pk

ν∈Pl

〈hk | pµ〉 〈hl | pν〉
zµ zν

(qµ⊔ν − 1) k(Zµ,∞,q, Zν,∞,q)

= q (1− q)k+l−3
∑

µ∈Pk

ν∈Pl

(−1)ℓ(µ)+ℓ(ν)

zµ zν



∑

c∈µ
d∈ν

cd
1− qc−1,d−1

1− qc+d−1




Indeed, the scalar products 〈hk | pµ〉 and 〈hl | pν〉 are all equal to 1 by the Frobenius-Schur formula, and
the signs (−1)ℓ(·) come from the simplifications (q(·) − 1)/(1 − q(·)). To summarize, we have shown for
now the following:

Proposition 4. When n goes to infinity, the random sequence (
√
nχλ

q (k))k≥2 converges in finite-dimen-

sional laws towards a centered gaussian process (WX,q)k≥2 whose covariances are given by the formula

above.

It remains to be seen that the really complex formula for covariances can in fact be reduced to a sum of
only four rational fractions in q, and that this sum admits the simple (factorized) expression given in the
statement of Theorem 1. This last part of our reasoning is quite a funny calculation.

5. A Möbius inversion formula for additive class functions

The reduction of the formula for covariances relies mainly on the following trick. Let f be any function
on the set of positives integers, and denote by F the additive class function on Sn:

F (σ) =
∑

c cycle of σ

f(|c|)

For instance, if n = 7 and σ = (1, 4, 5)(2, 3)(6, 7), then F (σ) = f(3) + 2f(2). If λ is a partition of size n,
we also denote by F (λ) the sum of the f(λi)’s.

Proposition 5. For n greater than or equal to 2,

1

n!

∑

σ∈Sn

(−1)number of cycles of σ F (σ) =
f(n− 1)

n− 1
− f(n)

n
.

If one collects the permutations according to their cycle type, one sees that Proposition 5 implies the
following:

∑

λ∈Pn

(−1)ℓ(λ)

zλ
F (λ) =

f(n− 1)

n− 1
− f(n)

n

Proposition 5 is really a Möbius inversion formula if we translate it for set partitions of [[1, n]], and gather
the permutations according to their orbits. However, the simplest proof that one can give for Proposition
5 does not use this interpretation, and is by induction on n. The result is clearly true for n = 2, and
if it is true up to rank n − 1 ≥ 2, then the sum over permutations σ ∈ Sn may be decomposed in the
following contributions:

(1) If σ is one of the (n− 1)! cycles of length n, then F (σ) = f(n), whence a contribution

An = − (n− 1)!

n!
f(n) = −f(n)

n
.
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(2) If σ is one of the (n−1)! cycles of length n−1 that move the integer 1, then F (σ) = f(1)+f(n−1),
whence a contribution

An−1 =
(n− 1)!

n!
(f(1) + f(n− 1)) =

f(1)

n
+

f(n− 1)

n
.

(3) Otherwise, the integer 1 is in a cycle of σ of length k ∈ [[1, n− 2]]. Once such a cycle has been
chosen within the (n − 1)↓k−1 possible k-cycles that move the integer 1, the product τ of the
remaining cycles of σ may be considered as an element of Sn−k, so:

Ak =
(n− 1)↓k−1

n!

∑

τ∈Sn−k

(−1)1+number of cycles of τ (F (τ) + f(k))

=
1

n


−F (n− k)− f(k)

(n− k)!

∑

τ∈Sn−k

(−1)number of cycles of τ




=
1

n

(
f(n− k)

n− k
− f(n− k − 1)

n− k − 1

)

Indeed, the induction hypothesis holds for n−k ∈ [[2, n− 1]], and since n−k ≥ 2, the sum of signs
is equal to zero, because even and odd permutations of size N ≥ 2 have the same cardinality.

By summing all contributions, one obtains f(n−1)
n−1 − f(n)

n , so the result is true up to rank n; we have then
proved Proposition 5.

Let us come back to the computation of covariances cov(Xk,q, Xl,q). We fix a partition µ ∈ Pk, and a

part c of µ. If f(n) = cn 1−qc−1,n−1

1−qc+n−1 , then one has by Proposition 5 the following simplification:

∑

ν∈Pl

(−1)ℓ(ν)

zν

∑

d∈ν

cd
1− qc−1,d−1

1− qc+d−1
=

f(l− 1)

l − 1
− f(l)

l
= c

(
1− qc−1,l−2

1− qc+l−2
− 1− qc−1,l−1

1− qc+l−1

)

Consequently, if f1(m) = m 1−qm−1,l−1

1−qm+l−1 and f2(m) = m 1−qm−1,l−2

1−qm+l−2 , and if F1 and F2 are the corresponding
additive class functions as in the statement of Proposition 5, then:

cov(Xk,q, Xl,q) = q (1− q)k+l−3


 ∑

µ∈Pk

(−1)ℓ(µ)

zµ
F2(µ)−

∑

µ∈Pk

(−1)ℓ(µ)

zµ
F1(µ)




We use again Proposition 5 and we reduce the previous expression to:

cov(Xk,q , Xl,q) = q (1− q)k+l−3

(
f2(k − 1)

k − 1
− f2(k)

k
− f1(k − 1)

k − 1
+

f1(k)

k

)

= q (1− q)k+l−3

(
1− qk−2,l−2

1− qk+l−3
− 1− qk−1,l−2

1− qk+l−2
− 1− qk−2,l−1

1− qk+l−2
+

1− qk−1,l−1

1− qk+l−1

)

=
qk−1 (1− q)k+l−2 (1− ql−1)

1− qk+l−2

(
1− ql

1− qk+l−1
− 1− ql−2

1− qk+l−3

)

=
qk+l−3 (1− q)k+l−2 (1− ql−1) (1 − qk−1) (1− q2)

(1 − qk+l−1) (1− qk+l−2) (1 − qk+l−3)

= (q − q2)k+l−3 (1 − q2)
{k − 1}q {l− 1}q

{k + l − 1}q {k + l − 2}q {k + l − 3}q
This ends the proof of Theorem 1. Notice that when q < 1, two q-characters χλ

q (k) and χλ
q (l) are always

asymptotically positively correlated, whereas when q > 1, it depends on the parity of k + l.



10 PIERRE-LOÏC MÉLIOT

References

[FM10] V. Féray and P.-L. Méliot. Asymptotics of q-Plancherel measures. arXiv:1001.2180v1 [math.RT], 2010.
[GP00] M. Geck and G. Pfeiffer. Characters of Finite Coxeter Groups and Iwahori-Hecke Algebras, volume 21 of London

Mathematical Society Monographs. Oxford University Press, 2000.
[IK99] V. Ivanov and S. Kerov. The algebra of conjugacy classes in symmetric groups, and partial permutations. In

Representation Theory, Dynamical Systems, Combinatorial and Algorithmical Methods III, volume 256 of Zapiski

Nauchnyh Seminarov POMI, pages 95–120, 1999.
[IO02] V. Ivanov and G. Olshanski. Kerov’s central limit theorem for the Plancherel measure on Young diagrams. In

Symmetric Functions 2001: Surveys of Developments and Perspectives, volume 74 of NATO Science Series II.

Mathematics, Physics and Chemistry, pages 93–151, 2002.
[Iwa64] N. Iwahori. On the structure of the Hecke ring of a Chevalley group over a finite field. J. Faculty Science Tokyo

University, 10:215–236, 1964.
[KO94] S. Kerov and G. Olshanski. Polynomial functions on the set of Young diagrams. Comptes Rend. Acad. Sci. Paris,

Série I, 319:121–126, 1994.
[Mac95] I. G. Macdonald. Symmetric functions and Hall polynomials. Oxford Mathematical Monographs. Oxford University

Press, 2nd edition, 1995.
[Ram91] A. Ram. A Frobenius formula for the characters of the Hecke algebras. Invent. Math., 106:461–488, 1991.
[Ś06] P. Śniady. Gaussian fluctuations of characters of symmetric groups and of Young diagrams. Probab. Theory and

Related Fields, 136(2):263–297, 2006.

The Gaspard–Monge Institut of electronic and computer science, University of Marne-La-Vallée Paris-

Est, 77454 Marne-la-Vallée Cedex 2, France

E-mail address: meliot@phare.normalesup.org


	1. Hecke algebras of type A and their q-Plancherel measures
	2. Two bases of the algebra of observables of diagrams
	3. Expectations and cumulants of observables
	4. Gaussian deviation of characters and q-characters
	5. A Möbius inversion formula for additive class functions
	References

