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Non-coherent Components of the

Toric Hilbert Scheme

René Birkner

Abstract

We want to understand the geometry of all irreducible components of the toric
Hilbert scheme. Until now it is known that the coherent component is (up to normali-
sation) the toric variety associated to the state polytope of the toric ideal IA. For the
non-coherent components it was only known that there exists such a polytope describ-
ing the normalisation. Using the local equations and various facts about toric Hilbert
schemes, we will derive an explicit construction of the polytope corresponding to the
normalisation of the underlying reduced structure of a given non-coherent component
of the toric Hilbert scheme.

1 Introduction

The toric Hilbert scheme has been studied by Arnol′d [Arn89], Korkina, Post and Roelofs
[Kor92, KPR95], Sturmfels [Stu94], Peeva and Stillman [PS02, PS00], Maclagan and Thomas
[MT03, MT02], and others. It is given by the multigraded Hilbert function of the toric ideal
IA in Sk[x1, ..., xn]. As defined in [Stu96] an ideal isomorphic to such an initial ideal of the
toric ideal is called coherent, where isomorphic means that the corresponding algebras are
isomorphic as multigraded k-algebras. Hence, the isomorphism classes of coherent A-graded
ideals are in bijection with the cones of the Gröbner fan of IA.

The global equations of this scheme are in general very extensive, but Peeva and Stillman
show that there is a cover of affine open charts around the monomial A-graded ideals and that
the calculations of the local equations for these affine charts are much more feasible [PS00].
They show that the toric Hilbert scheme can have several irreducible components. However,
there is a unique component containing the toric ideal [PS02], which in fact contains exactly
all coherent A-graded ideals. Therefore, this component is called the coherent component of
the toric Hilbert scheme. Moreover, the normalisation of the coherent component is the toric
variety associated to the Gröbner fan of the toric ideal [SST02]. A construction by Sturmfels
[Stu94] shows that the underlying reduced structure of each irreducible component of the
toric Hilbert scheme is given by binomial equations so that all these reduced components
are projective toric varieties and therefore each of them contains a dense torus, the so-called
ambient torus of that component. Thus, this implies the existence of a polytope PV for each
component V of the toric Hilbert scheme such that the normalisation of this component is
the toric variety associated to the normal fan of PV (Corollary 2.9).
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This work presents an explicit construction of the polytope PV for an arbitrary non-
coherent reduced component V of a toric Hilbert scheme. For this we use the local equations
around a monomial A-graded ideal M in new variables y to construct a so-called universal
family JM(p ) for each non-coherent irreducible component containing M (Definition 3.16),
where p denotes an associated prime of the local equations defining the underlying reduced
structure Vp of such a non-coherent irreducible component.

Main Theorem 1 (Theorem 3.17). The universal family JM(p ) parametrises the ambient
torus of the reduced irreducible non-coherent component Vp in the toric Hilbert scheme over

the points in (k∗)dim(Vp ). To be precise, the closed points of this irreducible component of the
toric Hilbert scheme intersected with its ambient torus are exactly those A-graded ideals that
are given by substituting a point (λi)i=1,...,dim(Vp ) ∈ (k∗)dim(Vp ) into JM(p ).

Thus, the ambient torus (k∗)dim(Vp ) of a non-coherent component is different from the
torus Spec(k[x±1]) of the coherent component. Then we construct a homogenised version

J̃M(p ) of JM(p ) by introducing a new set of variables z1, ..., zdim(Vp ) with the same degrees

as the y variables (Definition 5.1). This homogeneous family J̃M(p ) is called the generalised
universal family and also gives the ambient torus of the non-coherent component. But more
importantly, it gives the main result:

Main Theorem 2 (Theorem 5.3). Let M be a monomial A-graded ideal and J̃M(p ) in
k[x, yi, zi | i = 1, ..., dim(Vp )] a generalised universal family of a reduced component Vp con-

taining M. Then J̃M(p ) is homogeneous with respect to a strictly positive grading and the
normalisation of the component Vp is the toric variety defined by the normal fan of the state

polytope state(J̃M(p )), i.e. the Gröbner fan of J̃M(p ).

A more detailed approach to this construction in combination with an overview on most
of the results about toric Hilbert schemes can be found in the present author‘s doctoral thesis
[Bir10a].

2 Preliminaries

We will be using the lattice M := Zd with its associated vector space MQ := M ⊗ZQ over Q
and dual lattice N := HomZ(M,Z) ∼= Zd with corresponding Q-vector-space NQ := N ⊗Z Q.
We will work over an algebraically closed field k.

Let A be a collection of n vectors a1, ..., an in M such that 0 ∈ M is not contained in
their positive hull. One can also define A as a linear map of lattices A : Zn → M by ei 7→ ai
such that

Ker(A) ∩ Nn = 0. (1)

We will often make use of both notations. We denote by NA the semigroup generated by
a1, ..., an in M . This is the image of Nn under A. Furthermore, we suppose that A has rank
d. Otherwise we can restrict M to the sublattice M∩A(Qn) in which A has full rank. Define
a polynomial ring S := k[x1, ..., xn] over k with an M-grading given by A. This just means
that xi has degree ai. Furthermore, an element r ∈ S is M-homogeneous if every term of r
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has the same degree in the M-grading induced by A, and an ideal I ⊆ S is M-homogeneous
if for every r ∈ I and its decomposition r =

∑
ra into M-degree parts, such that ra ∈ I

holds for each a, where ra is the sum over all terms in r with degree a ∈ M .

Definition 2.1. An ideal I ⊆ S is called A-graded if it is M-homogeneous and

dimk (S/I)a =

{
1 if a ∈ NA
0 otherwise

(2)

holds for its multigraded Hilbert function. We call a k-algebra A-graded if it is of the form
S/I for some A-graded ideal I.

A special A-graded ideal is the toric ideal IA, which is the kernel of the k-algebra homo-

morphism S → k[t±1
1 , ..., t±1

d ] that maps xi to tai = t
a1i
1 · . . . · ta

d
i

d for 1 ≤ i ≤ n. Therefore,
IA =

〈
xa − xb |a, b ∈ Nn,a− b ∈ Ker(A)

〉
is generated by binomials and is by definition

A-graded, because it identifies all monomials of the same degree. The toric ideal gives rise
to a particular class of A-graded ideals.

Definition 2.2. An A-graded ideal I is called coherent if there is a degree 0 isomorphism
between S/I and S/IA, i.e. there exists λ ∈ (k∗)n such that λ.I = IA.

Definition 2.3. A binomial xu − xv ∈ IA is called primitive (or Graver) if there are no
proper monomial factors xu′

of xu and xv′
of xv with xu′ − xv′ ∈ IA. A degree a ∈ NA is

called a primitive (or Graver) degree if there exists some primitive binomial xu − xv with
degree Au = Av = a and we denote the set of all primitive degrees by Pd(A). The set of
all primitive binomials is called the Graver basis and we denote it by G(A).

In [MT02] and [PS02], a scheme is constructed that parametrises all A-graded ideals, the
so-called toric Hilbert scheme. We will give the definition of Peeva and Stillman [PS02] in
which they use Fitting ideals (see [Eis95, Section 20.2]). Let a ∈ Pd(A) ⊂ NA be a primitive
degree. We denote the number of elements in the fiber of a under the map A by |a| + 1
and the set of all such monomials by Gm(A)a, and assume that we have ordered them. The
Graver basis of A is finite, so that we have Pd(A) = {a1, ...,al}. From this we define the
following product of projective spaces over k

P := P|a1|
k × ...× P|al|

k .

Now consider the subset Y ⊂ P × An
k given by

I(Y) = 〈ξan · xm − ξam · xn | ∀a ∈ Pd(A) and xm,xn ∈ Gm(A)a〉

with projection φ : Y → P and the grading on OY induced by the M-grading given by A on
S. Hence, φ# is M-homogeneous and therefore we can write

Y = SpecP

(
⊕

a∈NA

La

)
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where La are coherent OP-modules and L0 = OP (see [PS02, Definition 3.1]). We define an
ideal of OP

dets(φ) =
∑

a∈NA

Fitt0(La),

where Fitt0(La) is the 0-th Fitting ideal of La. For details on Fitting ideals we refer the
reader to [Eis95]

Definition 2.4. The toric Hilbert scheme is defined as

HA = V (dets(φ)) ⊂ P.

Remark 2.5. The parametrisation of the A-graded ideals is as follows: Each closed point of
V (dets(φ)) is a product of points

(λa1 , ..., λal) ∈ P|a1|
k × ...× P|al|

k

such that
〈λa

nx
m − λa

mxn | ∀a ∈ Pd(A) and xm,xn ∈ Gm(A)a〉
is the corresponding A-graded ideal.

In [Stu94, Chapter 5] Sturmfels has constructed a parameter space of A-graded ideals
which is not given by determinantal equations. He considers the projective product space
P ′ :=

∏
P|a| for all a ∈ Zr(A) ∩ NA where

Zr(A) :=

{
n∑

i=1

λi · ai
∣∣∣∣∣ 0 ≤ λi ≤ r for i = 1, ..., n, λi ∈ Q

}
⊂ MQ

is the zonotope with edge length r = (n− d)2
n · ad2n . With the same notation for ξ ∈ P ′ as

before in P he defined the closed subscheme PA ⊂ P ′ by the equations

ξam1
· ξa+b

m2+n = ξam2
· ξa+b

m1+n,

whenever deg(m1) = deg(m2) = a and deg(n) = b. This is also a description of all A-graded
ideals.

Theorem 2.6. There exists a natural bijection between the set of A-graded ideals in S and
the set of closed points of PA.

Proof. See [Stu94, Theorem 5.3].

In [HS04] Haiman and Sturmfels give general constructions of different multigraded
Hilbert schemes. In particular, their work shows that the toric Hilbert scheme HA by Peeva
and Stillman and the parameter space PA by Sturmfels are in fact the same, i.e. HA

∼= PA

holds. For this use [HS04, Propositions 5.2 + 5.3] in combination with [HS04, Theorem 3.16].
Thus, we get the following:

Lemma 2.7. The toric Hilbert scheme HA is given by binomial equations.
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If we use the primary decomposition theorem from the work of Eisenbud and Sturmfels
on binomial ideals [ES96, Theorem 7.1] it follows that every irreducible component of HA

is generated by binomial ideals. Since the radical of a binomial ideal is again a binomial
ideal (see [ES96, Theorem 3.1]) the reduced structure of each irreducible component, i.e.
the variety given by the radicals of a covering of local rings, is given by binomial equations.
This argument proves the following lemma:

Lemma 2.8. The underlying reduced structure of each irreducible component of the toric
Hilbert scheme is a (not necessarily normal) projective toric variety.

Corollary 2.9. For each irreducible component V of the toric Hilbert scheme there is a
polytope PV such that the projective variety of the normal fan of PV is the normalisation of
V .

Definition 2.10. We call the dense torus of an irreducible component V of (HA)red the
ambient torus of V .

Lemma 2.11. Any torus acting on the underlying reduced structure of an irreducible com-
ponent of a Toric Hilbert Scheme HA acts diagonally by scaling each coordinate.

Proof. The global equations of HA are a binomial ideal by Lemma 2.7. It follows from [ES96,
Theorem 7.1] that the associated primary ideals are also binomial ideals. Thus, the irreducile
components are given by binomial equations. Using [ES96, Theorem 3.1] we get that also
their radicals are binomials ideals. Hence, the underlying reduced irreducible structure of
an irreducible component is given by binomial equations. Therefore, any torus must act
diagonally.

Theorem 2.12. The toric ideal IA lies on a unique irreducible component of the toric Hilbert
scheme HA, the coherent component. The normalisation of the coherent component is the
projective toric variety defined by the Gröbner fan of IA.

Proof. See [SST02, Theorem 4.1].

Thus, the coherent component is well known and described. For the other ones, the
non-coherent components, we need local equations around monomial A-graded ideals for the
toric Hilbert scheme. These have been presented in [PS02]. Fix some monomial A-graded
ideal M. Then for every degree a ∈ NA there is a unique monomial sa which is not in M.
This is called the M-standard monomial of degree a.

Definition 2.13. Let UM ⊂ HA be the affine open subscheme

UM := HA ∩
{
ξasa 6= 0

∣∣ a ∈ Pd(A)
}
.

This means we have chosen an affine chart for every P|a| in P and intersected these with
the toric Hilbert scheme. Since it follows from the construction of the toric Hilbert scheme
that xm ∈ M if ξam = 0 (see Remark 2.5), it follows that M is contained in UM.

Remark 2.14. The affine open subscheme UM corresponds exactly to those A-graded ideals
with the same standard monomials as S/M.
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Lemma 2.15. The set {UM} is an affine open cover for HA, where M runs over all mono-
mial A-graded ideals.

Proof. Consider an arbitrary A-graded ideal I. Take any initial monomial ideal M of I.
Then the M-standard monomial sa of degree a of M forms a vector space basis of (S/I)a
for every a ∈ NA. Since therefore sa is not contained in I, which means ξasa 6= 0 for all
a ∈ Pd(A), we have I ∈ UM.

Lemma 2.16. Let V ⊆ HA be an irreducible component containing M. Then (UM ∩ V )
red

contains the ambient torus of Vred.

Proof. We may assume that V is already reduced. Let ξ be a point on the ambient torus of
V . Then the corresponding A-graded ideal is

Iξ = 〈ξanxm − ξamxn |xm,xn ∈ Gm(A)a,a ∈ Pd(A)〉 .

By Lemma 2.11 the ambient torus acts diagonally on the coefficients ξan, ξ
a
m. Hence, if

xm0 ∈ Iξ then xm0 ∈ I holds for every I in the ambient torus orbit of Iξ. Moreover,
xm0 ∈ Iξ implies xm0 ∈ I ′ for every I ′ in the closure of the ambient torus orbit.

On the other hand, since M lies on V , i.e. the closure of the ambient torus, xm0 /∈ M
implies xm0 /∈ I for every I in the ambient torus. Thus, the monomials of S/M are standard
monomials for all ideals in the ambient torus of V . Hence by Remark 2.14 the ambient torus
lies in UM.

Lemma 2.17. Let M be a monomial A-graded ideal. For the affine open chart UM and the
corresponding set of variables Z = {ξam | a ∈ Pd(A), deg(xm) = a,xm 6= sa} set

G := 〈xm − ξam · sa | a ∈ Pd(A), deg(xm) = a,xm 6= sa〉 ⊆ k[Z]⊗k S and

F :=
∑

a∈NA Fitt0 ((k[Z][x1, ..., xn]/G)a) ⊆ k[Z].

Then
UM = Spec (k[Z]/F ) .

In particular, the ideal F is generated by the maximal minors of matrices of the form




1
1

0

0
. . .

1

0

ra0 ra1 · · · ra|a|−1 ra|a| · · · rat




,

(where we assume that sa = xm|a|). Therefore, we have

F =
∑

a∈NA

(G : sa)

and thus F is a binomial ideal.
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Proof. See [PS02, Corollary 4.5].

Now suppose that M is a coherent monomial A-graded ideal. We will give an efficient
description of k[Z]/F constructed by Peeva and Stillman.

Construction 2.18 (Local coherent equations). The ideal M has a unique minimal set
of monomial generators. We call this set GM = {fi | 1 ≤ i ≤ pM} where pM is the number
of generators of M. Then for every fi there is an M-standard monomial of degree deg(fi)
which we call si. Note that fi − si is primitive because otherwise fi would not be a minimal
generator of M. Consider the ring k[x1, ..., xn, y1, ..., ypM] and the ideal JM generated by the
set

GM = {fi − yi · si | 1 ≤ i ≤ pM} .
We fix a term order ≺x on S such that M = in≺x

(IA) and an arbitrary term order ≺y on
k[y1, ..., ypM]. Denote by ≺ the product term order of ≺x and of ≺y on k[x1, ..., xn, y1, ..., ypM],
which means

xa · yb ≻ xa′ · yb′ ⇔ xa ≻x xa′

or xa = xa′

,yb ≻y yb′.

For each pair of binomials u and v in GM we form their S-polynomial

s(u, v) :=
h

in≻(u)
u− h

in≻(v)
v,

where h is the least common multiple of in≻(u) and in≻v. This is a homogeneous binomial
with respect to the M-grading induced by A on k[x1, ..., xn]. Then we choose a reduction of
s(u, v) by GM to (e(y)− h(y)) ·su,v, where e and h are monomials in k[y1, ..., ypM]. Since ≺x

is a term order with M = in≺x
(IA), su,v is the M-standard monomial of degree of s(u, v).

Set r(u, v) := e(y)− h(y) ∈ k[y1, ..., ypM] and define

IM :=
〈
r(u, v)

∣∣ u, v ∈ GM

〉
⊂ k[y1, ..., ypM].

Theorem 2.19. Let M be a coherent monomial A-graded ideal. Then

UM = Spec (k[Z]/F ) ∼= Spec (k[y1, ..., ypM]/IM) .

Proof. See [PS00, Theorem 3.2].

In the non-coherent case the description of UM is not so easy because we do not have a
term order for which M is the initial ideal of IA. We can still compute k[Z]/F using Lemma
2.17, but Construction 2.18, which would be much more efficient cannot be used, since the
proof uses the term order ≺x and the reduction with respect to it. But Peeva and Stillman
even enhanced this construction to the non-coherent case. They calculated the local ring of
HA in the point M.

Theorem 2.20. The local ring of HA at M is

OHA,[M]
∼= k[Z]〈Z〉/F ∼= k[y1, ..., ypM]〈y1,...,ypM〉/IM.

Proof. See [PS00, Theorem 4.4].
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There is even a similar construction to Construction 2.18 that uses Mora’s tangent cone
algorithm (see [Mor82]) in a simplified way instead of the Gröbner reduction by GM. We
end this chapter by giving the construction of IM for a non-coherent monomial A-graded
ideal M.

Construction 2.21 (Local non-coherent equations). The first steps are exactly as in
Construction 2.18. There is again a minimal set of monomials GM := {fi | 1 ≤ i ≤ pM}
generating M, where pM is the number of generators of M. Let si be the M-standard
monomial of degree deg(fi). Still fi − si is primitive by the same argument as before.
Consider the ring k[x1, ..., xn, y1, ..., ypM] and the ideal JM generated by the set

GM = {fi − yi · si | 1 ≤ i ≤ pM} .
Now we can not fix a term order as before. We have to use the second reduction process
from Peeva and Stillman in [PS00].

Fix an order ≺ on the monomials of k[x1, ..., xn, y1, ..., ypM] with yi ≺ 1 ≺ xj for all i, j.
Note that this is not a term order since 1 is not the minimal element. Then fi is the initial
term of each element in GM. Let m be a monomial in k[x1, ..., xn, yi, ..., ypM]. Then the
remainder R(m,GM) is constructed as follows. If m is not divisible by any of the monomials
fi then R(m,GM) = m, otherwise we have m = fi · u for some i and monomial u. Then
we reduce m to m1 := u · yi · si. We repeat this reduction until at some point we either get
at some point some mp that is not further reducible by that method, in which case we set
R(m,GM) = mp, or we obtain a loop

m → m1 → m2 → ... → mi → ... → mj → ...

where mi divides mj . Then we set R(m,GM) = 0. This reduction is extended to polynomials
by linearity. Note that the remainder of any monomial is either 0 or ye ·sa for some standard
monomial sa and e ∈ NpM.

For each pair of binomials u and v in GM we form their S-polynomial s(u, v) as in
Construction 2.18 and set

r(u, v) := R(s(u, v), GM)/su,v,

where su,v is the standard monomial of degree of s(u, v). Then

IM :=
〈
r(u, v)

∣∣ u, v ∈ GM

〉
⊂ k[y1, ..., ypM].

3 Universal Families

We will now construct a so-called universal family that parametrises the ambient torus of
a non-coherent component of the toric Hilbert scheme. For this let M be a monomial A-
graded ideal. At first, assume that M is coherent. Then by Theorem 2.19 we can compute
the local equations IM ⊆ k[y1, ..., yl] of HA around M where l is the number of generators
of M = 〈xm1, ...,xml〉.
Definition 3.1. We call the ideal

JM = 〈xm1 − y1 · s1, ...,xml − yl · sl〉
from Construction 2.18 the universal family of UM with defining ideal IM.
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Note that by Lemma 2.17 the A-graded ideals that correspond to the points in UM are
precisely given by JM for all (y1, ..., yl) in the variety of IM.

We will now outline the construction of a new universal family that describes the ambient
torus of the underlying reduced structure of a non-coherent component containing M. This is
done in several steps. Firstly, we remove redundant variables from IM and JM (Construction
3.2). Then we construct the primary decomposition of the resulting defining ideal I ′M to get
the primary ideals q defining the irreducible components containing M (Propositions 3.5
and 3.7). Because the underlying reduced structure of each component is a projective toric
variety we take the radical p =

√
q for each of these primary ideals (Definition 3.8). Then we

set the variables that are generators of p to zero in the universal family J ′
M (Construction

3.10). Now the prime ideal p has become a pure binomial ideal, i.e. containing no monomials,
and we perform a change of the y coordinates in J ′

M so that p becomes trivial. By this we
get a universal family that describes the ambient torus of the reduced structure of that non-
coherent component without any defining ideal (Construction 3.12). Let us go through this
construction step by step.

As seen in Construction 2.18, the ideal IM is a binomial ideal, which also follows from
Lemma 2.7. Hence, the generators of IM may contain binomials of the form

yi −
∏

j 6=i

y
bj
j

for some exponents bj . Then we call the single variable yi a redundant variable, since we can

remove yi from IM and JM by substituting yi by the product
∏

j 6=i y
bj
j .

Construction 3.2 (Removing redundant variables). Let JM be the universal family of
a neighbourhood UM with defining ideal IM. Let yi be a redundant variable given by

yi −
∏

j 6=i

y
bj
j ∈ IM.

Then we remove the redundant variable from IM and JM with the maps

Φi : k[y] → k[yj | j 6= i], yj 7→
{

yj if j 6= i∏
j 6=i y

bj
j if j = i

and Ψi = Idk[x] ⊗Φi : k[x,y] → k[x, yj | j 6= i], respectively.
We repeat this until there are no more redundant variables left. Then we denote by

r ⊆ {1, ..., l} the indices of the remaining variables in IM and JM and write I ′M and J ′
M for

the ideals obtained by removing the redundant variables in IM and JM respectively. This
means we have

I ′M ⊆ k[yi | i ∈ r] and

J ′
M = 〈xmj − pj(y) · sj | j = 1, ..., l〉 ,

where pj(y) is the monomial into which yj has been converted by removing all redundant
variables.

9



Remark 3.3. The points in UM are still completely described by substituting a solution of
I ′M for the y variables in J ′

M.

Still I ′M gives only a parametrisation of the neighbourhood UM of M and not of the differ-
ent components that contain M. However, if we decompose I ′M into its primary ideals, then
each of these primary ideals determines exactly one of the possibly embedded components
of HA intersecting UM.

Lemma 3.4. Let M be coherent and I ′M =
⋂
qi be a minimal primary decomposition, then

every component V (qi) ⊂ UM contains M.

Proof. Fix a primary ideal qi and take a point µ ∈ V (qi). This gives an A-graded ideal

I = (JM)(y=µ) = 〈xmj − pj(µ)sj | j = 1, ..., l〉

lying on the component V given by qi. Recall the action of the n-torus T = (k∗)n on
S = k[x1, ..., xn] by

λ.xi = λixi

for λ ∈ T which maps A-graded ideals to A-graded ideals. Hence, T acts on HA and the
orbit of a point under the T -action lies in the same irreducible component as the point.
Thus, the T -orbit of I lies in V . Furthermore, M was coherent so that there exists some
ω ∈ Nn such that M = inω (IA). Finally, because {xmj − sj | j = 1, ..., l} is the reduced
Gröbner basis with respect to ω we get that

M = 〈xmj | j = 1, ..., l〉 ⊆ inω (I)

which is in fact an equality because both ideals are A-graded. This implies that M lies in
the closure of the T -orbit of I by [Eis95, Theorem 15.17] and thus it lies on V .

So let the primary decomposition be

I ′M = q1 ∩ ... ∩ qk.

Then V (qi) is isomorphic to an irreducible affine subset of HA, in fact of UM, containing M.
In particular, the closed points of V (qi) substituted for the y variables in J ′

M give exactly
all A-graded ideals in that component intersected with UM which are the closed points of
that component. This gives us the following proposition:

Proposition 3.5. Let M be a coherent monomial A-graded ideal with local equations I ′M
and universal family J ′

M, both after removing redundant variables. Let I ′M = q1 ∩ ... ∩ qk be

a primary decomposition. Then V (qi) ⊆ HA is an irreducible component containing M for

i = 1, ..., k and one of them is the coherent component. Furthermore, V (qi) is the coherent
component if and only if qi contains no monomials.

Proof. The first statement follows from Remark 3.3 and that V (qi) is an affine open subset

of an irreducible component containing M, which by Lemma 2.16 is dense, so that V (qi) is
in fact the component. Furthermore, M is coherent so one component must be the coherent
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one. For the last part, since qi is generated by binomial differences, it contains no monomials
exactly if (1, ..., 1) is in V (qi). But this point corresponds to the A-graded ideal

〈xm1 − s1, ...,x
ml − sl〉 ,

which is the toric ideal IA, because {xm1 − s1, ...,x
ml − sl} is a Gröbner basis of IA with

respect to a term order giving M as initial ideal. Thus V (qi) contains the orbit of IA under
the action of the torus T = (k∗)n which is the torus of the coherent component. Since IA
only lies on the coherent component, the closure of V (qi) is the coherent component.

Since the coherent component is already completely described by the state polytope of
the toric ideal, we can ignore the primary ideal that corresponds to the coherent component
and just consider the remaining qj ’s containing at least one monomial generator.

Now assume that M is a non-coherent A-graded ideal and we have computed JM and
the local equations IM using Construction 2.21.

Definition 3.6. Let M be a non-coherent monomial A-graded ideal. Then we call the ideal

JM = 〈xm1 − y1 · s1, ...,xml − yl · sl〉

from Construction 2.21 the universal family of UM with defining ideal IM.

Remember that this time IM only describes the local ring of the toric Hilbert scheme at
M, i.e.

OHA,[M]
∼= k[Z]〈Z〉/F ∼= k[y1, ..., ypM]〈y1,...,ypM〉/IM.

Now we are interested in the components of UM that contain M.
So in our case we have UM = Spec (k[Z]/F ), but we do not know F . Instead we have

k[Z]〈Z〉/F ∼= k[y]〈y〉. Recall

G := 〈xm − ξam · sa | a ∈ Pd(A), deg(xm) = a,xm 6= sa〉 ⊆ k[Z]⊗k S and

F :=
∑

a∈NA Fitt0 ((k[Z][x1, ..., xn]/G)a) ⊆ k[Z].

from Lemma 2.17. Note that each yi is one of the variables ξam ∈ Z. We denote the subset
of these variables by Zsmall ⊆ Z. If we take some xm − ξam · sa ∈ G with ξam /∈ Zsmall, then
there is a reduction of xm − ξam · sa by GM to

(
R
(
xm, GM

)
− ξam

)
· sa

as in Construction 2.21, where R
(
xm, GM

)
is a monomial in Zsmall which might be zero.

Set
Zred :=

{
ξam − R

(
xm, GM

)∣∣ ξam /∈ Zsmall

}
.

Note that Zred ⊆ F and k[Z]/Zred
∼= k[Zsmall] ∼= k[y1, ..., ypM]. Hence, there is an ideal

F ′ ⊆ k[y] such that
k[Z]/F ∼= k[y]/F ′.

But this means we get on the one hand

UM = Spec (k[y]/F ′)
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and on the other hand

k[y]〈y〉/F
′ ∼= k[Z]〈Z〉/F

∼= k[y]〈y〉/IM,

where the isomorphism between k[y]〈y〉/F ′ and k[y]〈y〉/IM is the identity. However, recall
that

IM =
〈
r(u, v)

∣∣u, v ∈ GM

〉
⊆ k[y]〈y〉

and that in fact r(u, v) ∈ k[y] by construction. Thus, set the ideal

ĨM :=
〈
r(u, v)

∣∣ u, v ∈ GM

〉
⊆ k[y]

and the multiplicatively closed set S = k[y] \ 〈y〉. Then we have

S−1ĨM = IM = S−1F ′.

Now let

ĨM =
k⋂

i=1

qi

be a minimal primary decomposition in k[y] with prime ideals p i =
√
qi. Note that, although

ĨM is similar to IM in the coherent case before, the primary decomposition of it does not
only give the components containing M. Therefore, we have to distinguish them further.

Assume that qi ∩ S = ∅ for i = 1, ..., m and qi ∩ S 6= ∅ for i = m + 1, ..., k for some m.
Then by using [AM69, Proposition 4.8 + 4.9] we have that

IM =

m⋂

i=1

S−1
qi and IM ∩ k[y] =

m⋂

i=1

qi

are minimal primary decompositions. On the other hand,

IM ∩ k[y] =
⋃

s∈S

(
ĨM : s

)
=
⋃

s∈S

(F ′ : s)

is the saturation of IM considered as an ideal in k[y] with respect to k[y]\ 〈y〉 and moreover
the saturation of F ′. But the latter are the functions that do not vanish on the point (0),
the point that corresponds to M. Hence, V (IM ∩ k[y]) ⊆ UM is the intersection of UM

with all components of HA, that contain M . Thus, V
(
qi ∩ k[y]

)
⊆ UM is isomorphic to an

irreducible subset of UM containing M and all (qi∩k[y]) give exactly the reduced components
of HA, that contain M, intersected with UM. Note that again there might be embedded
components.

These primary ideals give the following description of UM.

Proposition 3.7. Let M be a non-coherent monomial A-graded ideal with universal family
J ′
M and corresponding defining ideal I ′M, both after removing redundant variables. Let I ′M =
q1 ∩ ... ∩ qk be the primary decomposition in k[yi | i ∈ r]. Then V (qj) ⊆ HA is an irreducible
component containing M if and only if none of the generators of qj is a unit in the localisation
k[yi | i ∈ r]〈yi|i∈r〉.
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Proof. First of all note that removing redundant variables still maps IM to an isomorphic
description in the local ring since

yi −
∏

j 6=i

y
bj
j

is not a unit in k[y]〈y〉. Let qi be one of the primary ideals in a minimal primary decomposition
of IM in k[y] with prime ideal pj =

√
qj and denote the multiplicatively closed set S :=

k[yi | i ∈ r] \ 〈yi|i ∈ r〉. Then V (qj) is the intersection of a reduced irreducible component
containing M with UM if and only if pj is an associated prime of

⋃
s∈S (IM : s). But by

using the above, pj is an associated prime of
⋃

s∈S (IM : s) exactly if none of the generators

of qj is a unit in S. Again, by Lemma 2.16 the closure V (qj) is an irreducible component of
HA.

Remark. Note that all components of UM containing M are in fact non-coherent and there-
fore all primary ideals contain a monomial generator.

From now on the construction is the same for coherent and non-coherent monomial ideals,
since the primary ideals in Propositions 3.5 and 3.7 giving non-coherent components have
exactly the same properties. We want to construct the polytope that defines the reduced
underlying structure of a non-coherent component, so we fix one of these primary ideals qi
and take the radical p i :=

√
qi. Then V (p i) is an affine open chart of the underlying reduced

scheme of the non-coherent component given by qi. To be more precise, it is isomorphic to
an affine open chart, where the isomorphism is given by the universal family J ′

M. In other
words, if the y’s in J ′

M are considered as coefficients, then those coefficients satisfying p i give
exactly the A-graded ideals that correspond to the points of that component.

Definition 3.8. Let p be an associated prime of I ′M with corresponding primary ideal q and

irreducible component V (q ) ⊆ HA as in Proposition 3.5 or 3.7. Then we denote the reduced
scheme of the corresponding component by

Vp :=
(
V (q )

)
red

⊂ (HA)red .

Remark 3.9. Since p =
√
q we have

Vp = V (p ) ⊂ (HA)red .

We now give a construction via torus invariant isomorphisms to get a universal family
JM(p ) that gives an open affine chart of the component for all values of the remaining y-
variables. This means we will perform a change of coordinates on the y’s in J ′

M and p ,
that makes p trivial. Since the solutions of p give all A-graded ideals in the torus of that
component we will get a new universal family where every set of values for y gives a point
on that component.

Since p is a binomial prime ideal, a minimal generating set is of the form

p =
〈
yi,y

b+ − yb−
〉

for some i ∈ r and some b+, b− ∈ Nr. Then the first step is to remove the yi’s in p and J ′
M

by just setting them to zero.
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Construction 3.10 (Removing single variables). Let M be a monomial A-graded ideal
and p an associated prime of I ′M. Denote by r

′ the indices of the variables, that are not
contained in p , and by Jp the set of all j ∈ {1, ..., pM} such that yi 6 | pj(y) for all yi ∈ p ,
i.e. all indices where pj(y) remains unchanged and is not set to zero. Then we remove the
single variables by applying the map

Ψ : k[yi | i ∈ r] → k[yi | i ∈ r
′], yj 7→

{
yj if j ∈ r

′

0 if j /∈ r
′

to p , where we get

p
′ := Ψ(p ) =

〈
yb+ − yb−

〉
,

and by applying Idk[x]⊗Ψ to J ′
M, where we get

J ′′
M := Idk[x]⊗Ψ(J ′

M) =
〈
xmj − ybj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j ∈ Jp

〉

in k[x, yi | i ∈ r
′], for some bj ∈ Nr

′
, j /∈ Jp .

Remark 3.11. For the open affine chart of Vp containing M given by UM we get the isomor-
phism Vp ∩ (UM)red ∼= Spec

(
k[yi | i ∈ r

′]/p ′
)
, where (UM)red is the underlying reduced scheme

of UM.

Because p ′ is prime, if looking at a generator yb+ − yb−, the difference of the exponent
vectors b := b+ − b− is coprime. Hence, there is an isomorphism A ∈ GL(r′,Z) such that
A · b = e1, the first vector of the canonical basis. This is equivalent to a torus invariant
isomorphism

ΦA : k
[
y±1
i

∣∣ i ∈ r
′
]
→ k

[
y′±1
i

∣∣ i ∈ r
′
]
, yi 7→ y′Ai,

where Ai denotes the i-th column of A. This means that on the spectrum of these rings ΦA

gives an isomorphism on their tori. Using ΦA, we can map p ′ to some prime ideal ΦA(p
′) in

k[y′i | i ∈ r
′] by sending the binomial yb+ − yb− with b = b+ − b− to the binomial

y′A(b)+ − y′A(b)−,

which differs only by a unit from

y′(Ab)+ − y′(Ab)−,

where Ab = (Ab)+ − (Ab)− is the unique decomposition into two positive vectors. If we
extend ΦA by the identity on the xi, we can apply it to the altered universal family J ′′

M =〈
xmj − ybj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j /∈ Jp

〉
to get

ΦA(J
′′
M) :=

〈
xmj − y′Abj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j /∈ Jp

〉

in k[x,y′±1]. Here the y′ terms have become Laurent monomials, as they might have negative
exponents.
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Construction 3.12 (Change of coordinates). Let yb+ − yb− ∈ p ′ be an element of a
minimal generating set. Fix a matrix A ∈ GL(r′,Z) with torus invariant morphism

ΦA : k
[
y±1
i

∣∣ i ∈ r
′
]
→ k

[
y′±1
i

∣∣ i ∈ r
′
]
, yi 7→ y′Ai,

such that ΦA(y
b+ − yb−) = y′1 − 1. Then compute the new universal family

ΦA(J
′′
M) :=

〈
xmj − y′Abj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j /∈ Jp

〉

where we set y′1 to be 1 and the new prime ideal

ΦA(p
′) =

〈
y′(Ab)+ − y′(Ab)−

∣∣∣ yb+ − yb− ∈ p ′
〉

from which we also remove y′1 − 1 since it has become zero.

Lemma 3.13. Let JM =
〈
xmj − ybj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j /∈ Jp

〉
be a universal family of a

local chart of HA and p ⊆ k[yi | i ∈ r] be a binomial prime ideal with no monomial generators

that gives a reduced irreducible component on this chart. For a generator yb+ − yb− of
p choose an isomorphism ΦA as above and set the universal family ΦA(JM) in k[x,y′±1]
and the prime ideal ΦA(p ) ∈ k[y′i | i ∈ r] as before. Then the prime ideal ΦA(p ) gives the
intersection of the same irreducible component with its ambient torus.

Proof. Consider ΦA on the Laurent polynomials of both rings:

ΦA : k
[
y±1
i

∣∣ i ∈ r

]
→ k

[
y′±1
i

∣∣ i ∈ r

]
, yi 7→ y′Ai

This induces the second isomorphism of

V (p ) ∼= k
[
y±1
i

∣∣ i ∈ r

]
/p ∼= k

[
y′±1
i

∣∣ i ∈ r

]
/ΦA(p ).

This means that the points (λi)i∈r in V
(
ΦA(p )

)
substituted into the y variables in ΦA (JM)

parametrise V (p ) ∩ Tp . Hence, also V
(
ΦA(p )

)
gives the ambient torus of Vp .

The advantage of Lemma 3.13 is that the binomial yb+ − yb−, that we have used to get
A, is sent to y′1 − 1 under ΦA. Hence, we can substitute 1 for y′1 in ΦA(p ) and ΦA(JM) and
by this remove one more variable and one generator of ΦA(p ). The resulting prime ideal
and universal family again satisfy the conditions for Lemma 3.13 and thus we can repeat
this reduction until p has become the zero ideal. Thus, we can remove p with the following
construction.

Construction 3.14 (Computing the universal family). Let M be a monomial A-graded
ideal. Compute the universal family JM and the defining ideal IM as in Proposition 2.18 or
2.21, if M is coherent or non-coherent, respectively. Then reduce the redundant variables in
JM and IM according to Construction 3.2 to J ′

M and I ′M. If M is coherent use Proposition
3.5 and if M is non-coherent use Proposition 3.7 to determine the primary ideals q1, ..., qm
that determine the non-coherent components containing M. Let p =

√
qi be one of the

associated primes. Then use Construction 3.10 to remove the single variables given by p

from J ′
M and p to get J ′′

M and p ′, respectively. Pick a minimal generator yb+
1 − yb−

1 of
p
′ and use the corresponding isomorphism ΦA1

as in Construction 3.12 to get ΦA1
(p ′) and

ΦA1
(J ′′

M). Repeat this until the image of the prime ideal under the repeated isomorphisms
is ΦAk

(...(ΦA1
(p ′))) = (0). Denote the ideal resulting from applying ΦAk

◦ ... ◦ΦA1
to J ′′

M by
JM(p ).
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Remark 3.15. The k steps in Construction 3.14 can also be done in one step by using one
isomorphism over Z that maps to the torus. We have shown the removal of p step by step
just for lucidity. Although, when implementing this construction one should use the single
isomorphism over Z to the torus. Furthermore, one can combine algorithmically Construction
3.10 and the repeated steps of Construction 3.12 into one single morphism to the torus over
Z.

Definition 3.16. Let M be a monomial A-graded ideal, JM the universal family of UM

with defining ideal IM, p a prime ideal as in Proposition 3.5 or 3.7 defining the underlying
reduced scheme Vp of a non-coherent irreducible component containing M. Then we call
the ideal resulting from removing the single variables in p as in Construction 3.10 and the
reduction of JM by every generator of p as in Construction 3.14

JM(p ) =
〈
xmj − ybj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j /∈ Jp

〉

in k
[
x, y±1

i

∣∣ i ∈ r(p )
]

the universal family of the component Vp , where r(p ) denotes the

remaining variables and bj ∈ Z#r(p) are the resulting exponents.

Theorem 3.17. Let JM be a universal family with a prime ideal p , together giving an affine
chart of a reduced irreducible component Vp of the toric Hilbert scheme. Let JM(p ) be the

universal family of this component. Then (k∗)#r(p) = Spec
(
k
[
y±1
i

∣∣ i ∈ r(p )
])

is isomorphic
to the reduced irreducible component Vp intersected with its ambient torus by substituting
these points for the y variables in JM(p ). To be precise, the closed points of this irreducible
component of the toric Hilbert scheme intersected with its ambient torus are exactly those
A-graded ideals that are given by substituting a point (λi)i∈r(p) ∈ (k∗)#r(p) for the y variables
in JM(p ).

Proof. The theorem follows directly from Lemma 3.13. Denote by Ai the matrix of the i-th
reduction and let V T

p
be the intersection of the reduced irreducible component, given by p ,

with its torus. Now we use the lemma at every step of the reduction to get the isomorphism
between V T

p
and V (ΦAk

(...(ΦA1
(p )))) ∩ T via ΦAk

(...(ΦA1
(JM))). A minimal generating set

of p is finite, so after a finite number h of reduction steps we get ΦAh
(...(ΦA1

(p ))) = (0)
because we have removed all generators, thus (k∗)#r(p) = V (0) is isomorphic to V T

p
via

JM(p ) = ΦAh
(...(ΦA1

(JM))).

Corollary 3.18. The ambient torus of a non-coherent irreducible component of HA is given
by one universal family JM(p ) in k

[
x, y±i

∣∣ i ∈ r(p )
]
. Hence, the dimension of this component

is #r(p ). This means that the dimension of every non-coherent component is bounded by the
number of elements in the Graver basis, since #r(p ) is bounded by the number of generators
of JM and all xmj − sj are Graver.

Furthermore, since JM(p ) gives the ambient torus of the irreducible component, the clo-
sure of the torus is the whole component.

Remark 3.19. The ambient torus of a reduced non-coherent component Vp is given by Tp :=
Spec

(
k
[
y±1
i

∣∣ i ∈ r(p )
])

, i.e. the points of Tp correspond to the points in the ambient torus
of Vp via JM(p ). We refer to Tp as the ambient torus of the non-coherent component Vp . Note
that the ambient torus of the coherent component is the n-torus T = Spec(k[x±1]) to which
Tp is the analog for a non-coherent component.
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We now give a slight variation of Theorem 3.17 that avoids Laurent monomials.

Corollary 3.20. Let JM(p ) =
〈
xmj − ybj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j /∈ Jp

〉
be the universal

family of Vp in k
[
x, y±1

i

∣∣ i ∈ r(p )
]
. Then

JM(p )′ =
〈
yb

−
j · xmj − yb

+

j · sj
∣∣∣ j ∈ Jp

〉
+
〈
xmj | j /∈ Jp

〉

in k
[
x, y±i

∣∣ i ∈ r(p )
]
is also a universal family for Vp giving an isomorphism between (k∗)#r(p)

and Vp intersected with its ambient torus, where bj = b+j − b−j is the unique decomposition
into two positive vectors.

Proof. Just note that it is an isomorphism of tori. Thus we do not change the isomorphism

by multiplying the j-th generator of JM(p ) with yb−j , because this is just multiplication with
a unit.

The universal family JM(p ) has the advantage that it defines the ambient torus of the
non-coherent irreducible component on its own, which means we do not need any equations
on the coefficients in y anymore.

We now apply Construction 3.14 to a monomial A-graded ideal where all steps of the
construction of JM(p ) have to be done.

Example 3.21. Let A = {( 0
6 ) , (

2
4 ) , (

3
0 ) , (

3
7 ) , (

4
2 ) , (

6
1 )} ⊂ Z2. Then the toric ideal is

IA =
〈
bc2 − e2, ac2 − be, b2 − ae, cd− af, c8e3 − f 6, c3e6 − df 5, be7 − d2f 4,

a2ce6 − d3f 3, a3e6 − d4f 2, a4bce4 − d5f, d6 − a5be4
〉
.

The Graver basis has 381 elements and there are 9588 monomial A-graded ideals, which were
found by using the algorithm in [SST02, Section 1]. We choose the non-coherent monomial
A-graded ideal

M =
〈
bc2, ae, ac2, cd, abcf, a2cf, b3cf, a2bf 2, a3f 2, ab3f 2, c8e3,

b5f 2, df 5, bf 6, d2f 4, af 6, b4ce4, d4f 2, b9c, ad3f 3, ab9, d6e
〉

which has 22 generators. Therefore, the universal family JM of this monomial ideal is in
k[a, b, c, d, e, f, y1, ..., y22], and the defining ideal IM lies in k[y1, ..., y22] and has 40 generators.
The equations give 14 redundant variables (all except y4, y11, y12, y14, y17, y20, y21, and y22),
so if we remove them we get

J ′
M =

〈
bc2 − y11y14e

2, ae− y21y22b
2, ac2 − y24y12y

3
21y

3
22be, cd − y4af,

abcf − y4y12y
2
21y

2
22de

2, a2cf − y4y12y
3
21y

3
22bde, b

3cf − y4y12y21y22de
3,

a2bf 2 − y12y
2
21y

2
22d

2e2, a3f 2 − y12y
3
21y

3
22bd

2e, ab3f 2 − y12y21y22d
2e3,

c8e3 − y11f
6, b5f 2 − y12d

2e4, df 5 − y34y12y14y
3
21y

3
22c

3e6, bf 6 − y14c
6e5,

d2f 4 − y212y22be
7, af 6 − y24y12y14y

3
21y

3
22c

4e6, b4ce4 − y17d
3f 3,

d4f 2 − y12y22b
6e3, b9c− y4y21d

5f, ad3f 3 − y20b
6ce3,

ab9 − y21d
6, d6e− y22b

11
〉
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and the defining ideal

I ′M =
〈
y17y20 − y21y22, y4y20 − y12y22, y12y17 − y4y21, y

2
4y12y

2
21y

2
22 − y11y14,

y4y
2
11y

3
14y17y21y22 − y12, y

3
11y

4
14y21y22 − y312y21y

2
12

〉

for which we can construct the primary decomposition

I ′M =
〈
y17y20 − y21y22, y4y20 − y12y22, y12y17 − y4y21, y

2
4y12y

2
21y

2
22 − y11y14,

y211y
3
14y

2
17y22 − 1, y311y

4
14y21y22 − y312y21y

2
22

〉

∩ 〈y4, y11, y12, y17y20 − y21y22〉
∩ 〈y11, y12, y20, y21〉
∩ 〈y4, y12, y14, y17y20 − y21y22〉 .

The first primary ideal contains an element of k[y]\〈y〉, so it does not define a non-coherent
component containing M. Hence, M lies on 3 non-coherent components and all three of
them are reduced. Therefore, p = 〈y4, y11, y12, y17y20 − y21y22〉 defines an affine chart of a
reduced irreducible component containing M. Now we apply Construction 3.10 to remove
the single variables in p which gives p ′ = 〈y17y20 − y21y22〉 and the new universal family

J ′′
M =

〈
ae− y21y22b

2, bf 6 − y14c
6e5, b4ce4 − y17d

3f 3, ad3f 3 − y20b
6ce3,

ab9 − y21d
6, d6e− y22b

11
〉
+
〈
bc2, ac2, cd, abcf, a2cf, b3cf,

a2bf 2, a3f 2, ab3f 2, c8e3, b5f 2, df 5, d2f 4, af 6, d4f 2, b9c
〉
.

There is one more binomial generator y17y20−y21y22 in p ′ left, which has the exponent vector
(0, 1, 1,−1,−1)t in the remaining variables y14, y17, y20, y21, y22. Hence, we have to apply one
isomorphism from Construction 3.12 to remove that binomial. Our choice for this is

A :=




0 1 0 0 0
1 0 0 0 0
0 −1 1 0 0
0 1 0 1 0
0 1 0 0 1




∈ GL(5,Z).

This means we get the isomorphism

ΦA : k[y±1
14 , y

±1
17 , y

±1
20 , y

±1
21 , y

±1
22 ] → k[y±1

0 , ..., y±1
4 ],

that maps

y14 7→ y1, y17 7→
y0y3y4
y2

, y20 7→ y2, y21 7→ y3, and y22 7→ y4.

Hence, ΦA(p
′) = y0 − 1 and the universal family is mapped to

ΦA(J
′′
M) =

〈
ae− y3y4b

2, bf 6 − y1c
6e5, b4ce4 − y0y3y4

y2
d3f 3,

ad3f 3 − y2b
6ce3, ab9 − y3d

6, d6e− y4b
11
〉
+〈

bc2, ac2, cd, abcf, a2cf, b3cf, a2bf 2, a3f 2,

ab3f 2, c8e3, b5f 2, df 5, d2f 4, af 6, d4f 2, b9c
〉
.
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But now we have to set y0 to 1 so that the universal family of the component Vp is

JM(p ) =

〈
ae− y3y4b

2, bf 6 − y1c
6e5, b4ce4 − y3y4

y2
d3f 3,

ad3f 3 − y2b
6ce3, ab9 − y3d

6, d6e− y4b
11
〉
+〈

bc2, ac2, cd, abcf, a2cf, b3cf, a2bf 2, a3f 2,

ab3f 2, c8e3, b5f 2, df 5, d2f 4, af 6, d4f 2, b9c
〉

in k[a, b, c, d, e, f, y1, y2, y3, y4].
♦

4 Isomorphic Universal Families

So far, we have constructed universal families JM(p ) for every monomial A-graded ideal M
which gives the ambient torus of some reduced non-coherent component Vp containing M.
Thus, if we want to describe all non-coherent components, we have to compute all universal
families for each monomial A-graded ideal. But this means that we would construct for one
non-coherent irreducible component different universal families, one for each monomial A-
graded ideal in that component. Hence, we have to find a method to identify two universal
families defining the same non-coherent component.

Consider two monomial A-graded ideals M1,M2 with two prime ideals p1, p2 giving
reduced irreducible components Vp1 , Vp2 of HA that contain M1 and M2, respectively. Then
we have the two universal families

J1 := JM1
(p1) =

〈
xmj − ybj · xnj

∣∣ j ∈ Jp1
〉
+
〈
xmj | j /∈ Jp1

〉
and

J2 := JM2
(p2) =

〈
xuj − y′cj · xvj | j ∈ Jp2

〉
+
〈
xuj | j /∈ Jp2

〉
,

(3)

where again M1 = 〈xmj | j = 1, ..., pM1
〉 and M2 = 〈xuj | j = 1, ..., pM2

〉. Recall that Jpi
are all indices in {1, ..., pMi

} whose variables were not set to zero by the removal of single
variables (Construction 3.10), and the bj, cj are the exponents of y and y′, respectively, of
the remaining binomials after Construction 3.14. Note that we have already renumbered
the coefficients, such that the new variables are y = (y1, ..., yr) and y′ = (y′1, ..., y

′
s) with

r = r(p1) and s = r(p2).

Lemma 4.1. Let J1 and J2 be two universal families as in (3) which parametrise the am-
bient torus of the same reduced non-coherent irreducible component of HA, then we have
J1 (y=(1)) = J2 (y′=(1)). This means the A-graded ideals given by the identity in J1 and J2 are
the same.

Proof. If J1 and J2 parametrise the same A-graded ideals then there exists some point
λ = (λ1, ..., λs) such that J1 (y=(1)) = J2 (y′=λ). Now let xm − xn be a Graver binomial
in J1 (y=(1)). Because they are equal, xm − xn ∈ J2 (y′=λ) holds as well. But we have
xm − λw · xn ∈ J2 (y′=λ) for some w ∈ Zs, so we must have λw = 1 which is satisfied for
λ = (1). This holds for every Graver binomial, so that J1 (y=(1)) = J2 (y′=λ) = J2 (y′=(1))

holds, since by [PS02] or [Stu94] every A-graded ideal is determined by its coefficients of the
Graver binomials.
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Remark 4.2. Note, that in fact λ = (1) since the parametrisation by J2 is an isomorphism.
Furthermore, if the two families J1 and J2 are isomorphic then r = s as the dimension of the
component is the number of remaining variables in the universal family.

On the other hand, consider two universal families J1 and J2 with equal ideals for the
identity J1 (y=(1)) = J2 (y′=(1)) and let xmj − xnj be in J1 (y=(1)) with xmj ,xnj /∈ Ji. Since
the fibers of the universal families in the point (1) are the same there is a unique b′j ∈ Zs

such that xmj −y′b′j ·xnj ∈ J2. In fact, this existence is not trivial so that we will construct
b′j explicitly. For this we denote by

xmj − xnj =
∑

i∈Jp2

pi(x) · (xui − xvi)

a decomposition into the generators given by J2 (y′=(1)) where the pi(x) are polynomials in
x. Then we split the pi into monomials and rearrange the summands to get the telescoping
series

xmj − xnj =
∑

ik

mik(x) · (xuik − xvik ) ,

i.e. mik(x)x
uik − mik−1

(x)xvik−1 = 0. We may assume that all mik are positive, because
otherwise we interchange xuik and xvik . If we insert the appropriate terms from k[y′±1] on
the right hand side we get a telescoping series in k[x,y′±1]

∑

ik

((
∏

ν<k

y′ciν

)
mik(x) · (xuik − y′cik · xvik )

)
, (4)

where we take the negative y′ exponent if we interchanged the x terms. But then this
telescoping sum equals xmj − y′b′j · xnj , where

b′j =
∑

ν

ciν .

Hence, the exponent b′j is a linear combination of the ci. Because xmj ,xnj /∈ Ji we have that
b′j is unique. This means when rearranging the generators of J2 to get the same x binomials
as in J1 we get the new y′ exponents b′j as linear combinations of the ci. Thus, we get the
following proposition:

Proposition 4.3. Let J1 and J2 be two universal families given by equation (3) such that
J1 (y=(1)) = J2 (y′=(1)). Set n1 := #(Jp1) and n2 := #(Jp2). Then there is an n1 × n2 matrix

B1,2 and an n2 × n1 matrix B2,1 such that for the binomials xmj − y′b′j · xnj ∈ J2 and

xuj − yc′j · xvj ∈ J1 we have

(
b′j
)
j∈Jp1

= (ci)i∈Jp2
· B2,1

(
c′j
)
j∈Jp2

= (bi)i∈Jp1
· B1,2.
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Remark 4.4. If, on the other hand, we start with the xmj −y′b′j ·xnj ∈ J2, then by the same
argument as before we can reconstruct the xuj − y′cj · xvj , so that in fact

J2 =
〈
xmj − y′b′j · xnj

∣∣∣ j ∈ Jp1

〉
+
〈
xmj | j /∈ Jp1

〉
.

Using the above we can give a complete description of when two universal families give
the same non-coherent component of the toric Hilbert scheme.

Theorem 4.5. Two universal families J1 and J2 parametrise the ambient torus of the same
reduced non-coherent component of the toric Hilbert scheme if and only if we have J1 (y=(1)) =
J2 (y′=(1)), r = s for y = (y1, ..., yr) and y′ = (y′1, ..., y

′
s), and there exists an isomorphism

Φ ∈ GL(r,Z) such that Φ(bj) = b′j for j ∈ Jp1 in the notation of Proposition 4.3.

Proof. If J1 and J2 parametrise the ambient torus of the same non-coherent component,
then by Corollary 3.18 their dimensions must be the same, so that r = s. We also get
J1 (y=(1)) = J2 (y′=(1)) by Lemma 4.1 so that we can write

J1 =
〈
xmj − ybj · xnj

∣∣ j ∈ Jp1
〉
+
〈
xmj | j /∈ Jp1

〉
and

J2 =
〈
xmj − y′b′j · xnj

∣∣∣ j ∈ Jp1

〉
+
〈
xmj | j /∈ Jp1

〉
.

It remains to show the equivalence to the Z-isomorphism Φ. But J1 and J2 parametrise the
ambient torus of the same non-coherent component exactly if there is an isomorphism of
their parametrising tori Spec(k[y±1]) and Spec(k[y′±1]) which gives exactly the same points
on HA by the two universal families J1 and J2. This means, if and only if there exists some
Φ′ : k[y±1] → k[y′±1] such that

Φ′(J1) =
〈
xmj − Φ′

(
ybj
)
· xnj

∣∣ j ∈ Jp1
〉
+
〈
xmj | j /∈ Jp1

〉
= J2.

This is equivalent to an isomorphism Φ ∈ GL(r,Z) such that Φ(bj) = b′j .

Remark 4.6. Construction 3.14 and Theorem 4.5 allows us to compute all non-coherent
components of a toric Hilbert Scheme for a given A. First, one has to compute for each
monomial A-graded ideal M the universal families of all non-coherent components containing
M. Then one collects all isomorphic universal families into one component. By doing this,
one has for each component already the list of all monomial A-graded ideals contained in
this component.

Of course these computations are best done by a computer. Thus, all the constructions
and algorithms in this work are contained in ToricHilbertSchemes [Bir10b], a package
for Macaulay2 [GS], and all examples have been computed with this package.

Example 4.7. Let A = {1, 3, 4, 7} with d = 1. Consider the universal family

J1 := JM(p ) =
〈
b2 − y3a

2c, bd2 − y7ac
4, d4 − y9c

7, a3, ab, bc, ad, a2c2, ac5
〉

for the coherent M = 〈a3, ab, b2, bc, ad, a2c2, bd2, ac5, d4〉 and the universal family

J2 := JM0
(p0) =

〈
b2 − y3a

2c, ac4 − y7bd
2, d4 − y9c

7, a3, ab, bc, ad, a2c2, bd3
〉
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for the non-coherent M0 = 〈a3, ab, b2, bc, ad, a2c2, ac4, bd3, d4〉. When substituting (1) we get

J1 (y=(1)) =
〈
b2 − a2c, bd2 − ac4, d4 − c7, a3, ab, bc, ad, a2c2, ac5

〉

and
J2 (y=(1)) =

〈
b2 − a2c, ac4 − bd2, d4 − c7, a3, ab, bc, ad, a2c2, bd3

〉
.

Furthermore, since we have both, ac5 = c(ac4 − bd2) + d · bc ∈ J1 (y=(1)) as well as bd3 =
d(bd2 − ac4) + c4 · ad ∈ J2 (y=(1)), we get J1 (y=(1)) = J2 (y=(1)).
The number of remaining variables in J1 and in J2 are 3, hence r = s. Finally, we have

b1 =
(

−1
0
0

)
, b2 =

(
0
−1
0

)
, b3 =

(
0
0
−1

)
,

b′1 =
(

−1
0
0

)
, b′2 =

(
0
1
0

)
, b′3 =

(
0
0
−1

)
,

so that

Φ =




1 0 0
0 −1 0
0 0 1




is an isomorphism of the two universal families. Hence, J1 and J2 describe the same non-
coherent component and both M and M0 lie on that component. When applying Construc-
tion 3.14 to the remaining 51 A-graded monomial ideals we get that only six of them are
also contained in a non-coherent component, which is in fact the same component:

M1 =
〈
a3, ab, b2, bc, ad, a2c2, ac4, bd3, c7

〉
,

M2 =
〈
a3, ab, a2c, bc, ad, b3, b2d, bd2, ac5, d4

〉
,

M3 =
〈
a3, ab, b2, bc, ad, a2c2, bd2, ac5, c7

〉
,

M4 =
〈
a3, ab, a2c, bc, ad, b3, b2d, ac4, bd3, d4

〉
,

M5 =
〈
a3, ab, a2c, bc, ad, b3, b2d, ac4, bd3, c7

〉
, and

M6 =
〈
a3, ab, a2c, bc, ad, b3, b2d, bd2, ac5, c7

〉
,

where all of them but M6 are coherent. Thus, the component Vp given by JM(p ) contains 8
monomial A-graded ideals.

♦

In this example it is quite clear from the equality of the two ideals when (1) had been
substituted that the two universal families define the same non-coherent component. One
could assume now that having the same A-graded ideal given by the identity may suffice
for two universal families to define the same component. This would mean that Lemma 4.1
would in fact be an if and only if statement. The following is a counterexample to this.

Example 4.8 (continuing 3.21). Consider the A-graded monomial ideal

M =
〈
e2, be, ae, cd, a2c2, b3d, ac12, b3c9, b2c12, ab3c8, d3f 3, ab2c11, d2ef 4, d4f 2,

b6c6, d5f, d6, a3d2f 4, b9c5, b12c3, a8df 5, b15c2, b18
〉
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with 23 generators. The defining ideal of UM after removing redundant variables is

I ′M = 〈y15y18 − y20y21, y12y13y15 − y2y12, y11y13y15 − y2y11,

y20y
2
21y23 − y11y15, y18y

2
20y21 − y11y15,

y13y15y20y21 − y2y20y21, y11y15y20y21 − y12y13〉

in k[y1, ..., y23] which has a primary decomposition into 12 primary ideals. Two of them are

q1 =
〈
y11, y12, y

2
18, y18y21, y

2
21, y15y18 − y20y21, y13y15 − y2

〉
and

q2 = 〈y11, y12, y18, y21〉 ,

where q1 is not reduced. The prime ideal p1 = 〈y11, y12, y18, y21, y2 − y13y15〉 is the radical of
the primary ideal q1. The two reduced components corresponding to these prime ideals are
given by the universal families

J1 =
〈
be− y1y3ac

2, d2ef 4 − y1b
5c8, b6c6 − y3ad

2f 4, b12c3 − y4a
6df 5,

b18 − y5a
11f 6

〉
+
〈
e2, ae, cd, a2c2, b3d, ac12, b3c9, b2c12, ab3c8,

d3f 3, ab2c11, d4f 2, d5f, d6, a3d2f 4, b9c5, a8df 5, b15c2
〉

and

J2 =
〈
be− y2ac

2, d2ef 4 − y1b
5c8, b6c6 − y3ad

2f 4, b12c3 − y4a
6df 5,

b18 − y5a
11f 6

〉
+
〈
e2, ae, cd, a2c2, b3d, ac12, b3c9, b2c12, ab3c8,

d3f 3, ab2c11, d4f 2, d5f, d6, a3d2f 4, b9c5, a8df 5, b15c2
〉
,

where we have mapped y13, y15, y20, y23 to y1, y3, y4, y5 and have replaced y2 by y1y3 in J1.
Not only are these two not isomorphic by construction, also the first one is four-dimensional
and the second five-dimensional. But substituting y = (1) in J1 and J2 gives the same ideal

〈be− ac2, d2ef 4 − b5c8, b6c6 − ad2f 4, b12c3 − a6df 5, b18 − a11f 6〉+
〈e2, ae, cd, a2c2, b3d, ac12, b3c9, b2c12, ab3c8, d3f 3,

ab2c11, d4f 2, d5f, d6, a3d2f 4, b9c5, a8df 5, b15c2〉 .

Furthermore, as can be seen from p1 and p2, the reduced component Vp1 is an embedded
component in Vp2 . ♦

5 The Polytope

This section is about the construction of the polytope of a non-coherent component. Recall,
that the coherent component is given by the state polytope of the toric ideal IA. For a non-
coherent component we will show that the polytope is again a state polytope. Unfortunately,
JM(p ) and JM(p )′ are not necessarily homogeneous with respect to a strictly positive grading.
But the non-coherent component given by the universal family is the projective closure, so
that we want to homogenise the universal family. Thus, we define a last little modification
we will be using to construct the polytope whose normal fan is the normalisation of the
reduced non-coherent component Vp .
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Definition 5.1. Let M be a monomial A-graded ideal, p a prime ideal as in Proposition
3.5 or 3.7, and

JM(p ) =
〈
xmj − ybj · sj

∣∣ j ∈ Jp
〉
+
〈
xmj | j /∈ Jp

〉

in k
[
x, y±1

i

∣∣ i ∈ r(p )
]

the universal family of the component Vp . Then we consider an ad-
ditional set of variables {zi | i ∈ r(p )} and define the generalised universal family of the
component Vp as

J̃M(p ) =
〈
zb+

j yb−
j · xmj − zb−

j yb+
j · sj

∣∣∣ j ∈ Jp

〉
+
〈
xmj | j /∈ Jp

〉

in k[x, yi, zi | i ∈ r(p )].

Remark. Note that J̃M(p ) is just a homogenisation of JM(p )′.

Example 5.2 (continuing 3.21). The universal family was

JM(p ) =

〈
ae− y3y4b

2, bf 6 − y1c
6e5, b4ce4 − y3y4

y2
d3f 3,

ad3f 3 − y2b
6ce3, ab9 − y3d

6, d6e− y4b
11
〉
+〈

bc2, ac2, cd, abcf, a2cf, b3cf, a2bf 2, a3f 2,

ab3f 2, c8e3, b5f 2, df 5, d2f 4, af 6, d4f 2, b9c
〉

in k[a, b, c, d, e, f, y1, y2, y3, y4] so that the generalised universal family is

J̃M(p ) =
〈
z3z4ae− y3y4b

2, z1bf
6 − y1c

6e5, y2z3z4b
4ce4 − y3y4z2d

3f 3,

z2ad
3f 3 − y2b

6ce3, z3ab
9 − y3d

6, z4d
6e− y4b

11
〉
+〈

bc2, ac2, cd, abcf, a2cf, b3cf, a2bf 2, a3f 2,

ab3f 2, c8e3, b5f 2, df 5, d2f 4, af 6, d4f 2, b9c
〉

in k[a, ..., f, y1, ..., y4, z1, ..., z4].

We have done all the preliminary work now, so that we can start directly with the theorem
and the rest of the section will construct the proof of it in four steps.

Theorem 5.3. Let M be a monomial A-graded ideal and consider a generalised universal

family J̃M(p ) ⊆ k[x, yi, zi | i ∈ r(p )] of a reduced component Vp containing M. Then J̃M(p )
is homogeneous with respect to a strictly positive grading and the normalisation of the com-

ponent Vp is the toric variety defined by the normal fan of the state polytope state(J̃M(p )),

i.e. the Gröbner fan of J̃M(p ).

For more details on state polytopes see [Stu96, Chapters 1-3]. Before we prove the
theorem we have to show four steps we will use in the proof.

Lemma 5.4. Let M′ ⊂ k[x,y, z] be an initial monomial ideal of J̃M(p ) with respect to a term
order on k[x,y, z]. Then M1 := M′

(y=z=(1)) is a monomial A-graded ideal in the component

Vp . Furthermore, M′ is the only initial monomial ideal of J̃M(p ) with M1 = M′
(y=z=(1)).
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Proof. Recall that the number of x variables is n. We denote by ny and nz the number of
y and z variables, respectively. Then the torus

T := (k∗)n+ny+nz

acts on k[x,y, z] coordinate-wise. Let λ = (λ1, ..., λn, λy, λz) ∈ T be arbitrary, where λy and
λz denote the coordinates acting respectively on y and z. Note that (λ1, ..., λn) is in fact an
element of the torus T that acts coordinate-wise on S = k[x1, ..., xn]. By trivial extension to
y and z such an element (λ1, ..., λn) also acts on k[x,y, z]. Then one can easily check that

(
λ.J̃M(p )

)
(y=z=(1))

=
(
(λ1, ..., λn) .J̃M(p )

)
(y=λy ,z=λz)

= (λ1, ..., λn) .

((
J̃M(p )

)
(y=λy ,z=λz)

)

holds. Since
(
J̃M(p )

)
(y=λy ,z=λz)

is A-graded and in Vp for every λ ∈ T and the n-torus orbit

of an A-graded ideal in Vp is an A-graded ideal in Vp , we also have that

(
λ.J̃M(p )

)
(y=z=(1))

is an A-graded ideal in Vp for every λ ∈ T . Moreover, the monomial ideal M′ is given as
the initial monomial ideal with respect to a weight vector ω ∈ Nn+ny+nz . Hence, by using
[Eis95, Theorem 15.17] we get that

M1 = M′
(y=z=(1)) =

(
inω

(
J̃M(p )

))
(y=z=(1))

is an A-graded ideal in Vp and since M′ is monomial, M1 is too.
For the second part, we fix the minimal set of generators {f1, ..., fl} of M1 and denote

by si the standard monomial in the degree of fi. Since M1 is a monomial A-graded ideal in
Vp , we get another generalised universal family

˜JM1
(p1) =

〈
zc+i yc−i fi − zc−i yc+i si

∣∣∣ i ∈ Jp1

〉
+
〈
fi | i /∈ Jp1

〉
,

which also gives Vp . Thus ˜JM1
(p1) is isomorphic to J̃M(p ), so that in fact

J̃M(p ) =
〈
zb+

i yb−
i fi − zb−

i yb+
i si

∣∣∣ i ∈ Jp1

〉
+
〈
fi | i /∈ Jp1

〉

holds after a suitable change of y and z coordinates in ˜JM1
(p1) as in Theorem 4.5. Because

all si are not in M1 the zb−i yb+i si are also not in M′, so that we can choose a term order ≺
on k[x,y, z] such that

zb
−
i yb

+

i si ≺ zb
+

i yb
−
i fi.

Then we claim that

GM1
:=
{
zb

+

i yb
−
i fi − zb

−
i yb

+

i si

∣∣∣ i ∈ Jp1

}
∪
{
fi
∣∣ i /∈ Jp1

}
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together with a possibly empty set of monomials in k[x,y, z] is the reduced Gröbner basis

of J̃M(p ) with respect to the term order ≺. To show this, we start with a pair of binomials

zb
+

i yb
−
i fi − zb

−
i yb

+

i si, z
b
+

j yb
−
j fj − zb

−
j yb

+

j sj in GM1

and compute their S-polynomial zb+yb−xm − zb−yb+xn. Then there are two cases, either

we have that zb+yb−xm and zb−yb+xn are not in J̃M(p ) or they both are. First assume
they are not. Then by using Construction 2.18 if M1 is coherent or Construction 2.21 if M1

is non-coherent, xm − xn reduces to zero via the binomials fi − si for i ∈ Jp1 because both
monomials reduce to the standard monomial in their common degree. But then we can use
the telescoping sum (4) again to reduce zb+yb−xm−zb−yb+xn via the zb

+

i yb
−
i fi−zb

−
i yb

+

i si
in GM1

to zero because the exponents bi satisfy the local equations.

On the other hand, if zb+yb−xm and zb−yb+xn are both in J̃M(p ) then their difference
reduces either to a monomial in k[x,y, z] or to zero. Therefore, GM1

together with a possibly
empty set of monomials is a Gröbner basis for ≺. Furthermore, the set GM1

itself is reduced,

because no fi divides any sj and hence no zb+
i yb−

i fi divides any zb
−
j yb

+

j sj. The additional
monomials do also not reduce any element of GM1

, because on the one side reducing one

of the binomials would result in zb
−
i yb

+

i si being in J̃M(p ) which is a contradiction, and on
the other side the remaining fi are minimal generators of M1 so that there cannot be any

xu ∈ J̃M(p ) dividing fi. Thus, GM1
∪{monomials in k[x,y, z]} is the reduced Gröbner basis

of J̃M(p ) with respect to the term order ≺. Therefore, M′ is the unique initial monomial

ideal of J̃M(p ) that gives M1 when substituting 1, because the reduced Gröbner basis is
given by M1.

Now we know the correspondence between initial monomial ideals of J̃M(p ) and monomial
ideals in Vp . Next, we are interested in the Gröbner cone of these initial ideals.

Proposition 5.5. Let M′ be an initial monomial ideal of J̃M(p ) with monomial A-graded
ideal M1 = M′

(y=z=(1)) = 〈xm1, ...,xml〉. Then the cone of maximal dimension in the

Gröbner fan of J̃M(p ) corresponding to M′ is

σ =
{
ω
∣∣∣ 〈ω, vi〉 ≥ 0, xmi /∈ J̃M(p )

}
for

vi =
(

mi−ni

−bi
bi

)
,

where xni is the standard monomial in the degree of xmi and bi ∈ Z#r(p) unique such that

zb
+

i · yb
−
i · xmi − zb

−
i · yb

+

i · xni ∈ J̃M(p ).

Proof. Let ≺ be a term order on k[x,y, z] such that M′ = in≺

(
J̃M(p )

)
. Then as shown in

the proof of Lemma 5.4

{
zb

+

i · yb
−
i · xmi − zb

−
i · yb

+

i · xni

∣∣∣xmi /∈ J̃M(p )
}
∪
{
xmi ∈ J̃M(p )

}
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is a subset of the reduced Gröbner basis of J̃M(p ) with respect to ≺ that contains all binomials
of the reduced Gröbner basis. Thus, the relative interior of the corresponding Gröbner cone
σ is given by all ω ∈ Zn+ny+nz such that

inω

(
zb

+

i · yb
−
i · xmi − zb

−
i · yb

+

i · xni

)
= zb

+

i · yb
−
i · xmi

for all xmi /∈ J̃M(p ). But this holds exactly if

σ =
{
ω
∣∣∣ 〈ω, vi〉 ≥ 0, xmi /∈ J̃M(p )

}
for

vi =
(

mi−ni

−bi
bi

)
.

Before we give the last lemma needed for the proof of the theorem we state a short
proposition we need for this lemma.

Proposition 5.6. Let

J̃M(p ) =
〈
zb

+

i yb
−
i · xmi − zb

−
i yb

+

i · xni

∣∣∣ i ∈ Jp

〉
+
〈
xmi | i /∈ Jp

〉

be the generalised universal family of an irreducible component Vp containing M. Then we
have

k[ybi | i ∈ Jp ,y = (yj)j∈r(p)] ∼= k[zbiy−bixmi−ni | i ∈ Jp ,y = (yj)j∈r(p)].

Proof. The first step is that for y = (yj)j∈r(p) and z = (zj)j∈r(p)

k[ybi | i ∈ Jp ] ∼= k[zbiy−bi | i ∈ Jp ]

holds, since this is just the diagonal embedding. Secondly,

k[zbiy−bi | i ∈ Jp ] ∼= k[zbiy−bixmi−ni | i ∈ Jp ]

holds, because the relations on the xmi−ni are the same as the relations on the ybi. In fact,
any relation between the xmi−ni can be interpreted as the reduction of an S-polynomial in
two of them. But this is exactly the construction of the local equations which have been
used for the base change to the ybi, so that these also satisfy these relations.

Lemma 5.7. Let Vp be a reduced irreducible component containing an A-graded monomial
ideal M and let

{
bi | i ∈ Jp

}
be the exponent vectors in the generalised universal family

obtained from M for this component. Then

(UM)
red

∩ Vp = Spec(k[zbiy−bixmi−ni | i ∈ Jp ,y = (yj)j∈r(p)])

holds.
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Proof. To prove this we will go through the construction of the bi exponents of y and z

again. The affine chart of the reduced structure of the irreducible component determined by
p that contains M is given by

(UM)
red

∩ Vp ∼= Spec
(
k[yi | i ∈ r

′]/p ′
)
,

by Remark 3.11. Now let A1, ..., Ah be the matrices used for the reduction as in Construction
3.12 to remove the binomials in p ′, let A := Ah · ... ·A1 be their product, and we set b̃i to be
the i-th column of A. Thus, we get the surjective morphism

ΦA : k[yi | i ∈ r
′] → k[yb̃i | i ∈ r

′,y = (yj)j∈r′]/〈yk−1〉

yi 7→ yb̃i

for k ∈ r
′ \ r(p ). By construction of A the kernel of ΦA is exactly p ′ so that we have

k[yi | i ∈ r
′]/p ′ ∼= k[yb̃i | i ∈ r

′,y = (yj)j∈r′]/〈yk−1〉.

Now we set yk to 1 for k ∈ r
′ \ r(p ) by projecting the b̃i to the r(p ) variables, i.e. if π is the

projection from the r
′ variables to the r(p ) variables, then with bi := π(b̃i) we have

k[yi | i ∈ r
′]/p ′ ∼= k[ybi | i ∈ r

′,y = (yj)j∈r(p)],

where the bi are precisely as defined before. Note that the indices of the removed redundant
variables are Jp \ r

′. But for i ∈ Jp \ r
′ the resulting exponent of JM is bi =

∑
j∈r′ λjbj

for λj ∈ N, because yi was a redundant variable. Thus, adding ybi for i ∈ Jp \ r
′ to the

generators of the ring does not change the ring, so that

k[yi | i ∈ r
′]/p ′ ∼= k[ybi | i ∈ Jp ,y = (yj)j∈r(p)].

Finally, by using Proposition 5.6 we get

k[yi | i ∈ r
′]/p ′ ∼= k[zbi · y−bi · xmi−ni | i ∈ Jp ,y = (yj)j∈r(p)].

Note that for the coherent component this is similar to the construction in the proof of
[SST02, Theorem 4.1].

Now we have collected all steps and can prove the theorem.

Proof of Theorem 5.3. First of all, note that

J̃M(p ) =
〈
zb

+

j · yb
−
j · xmj − zb

−
j · yb

+

j · xnj

∣∣∣ j ∈ Jp

〉
+
〈
xmj | j /∈ Jp

〉

is homogeneous with respect to a strictly positive grading for the degree vector (a, 1, 1),
where a is a strictly positive vector in the row span of A and 1 is the classical degree vector
on y and z. Thus, by [Stu96, Theorem 2.5] there exists a state polytope

P := state(J̃M(p )).
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Now let σ be a maximal cone in the normal fan of P , i.e. in the Gröbner fan. This gives

an initial monomial ideal M′ ⊆ k[x,y, z] of J̃M(p ), which in turn by Lemma 5.4 when
substituting y = z = (1) gives a monomial A-graded ideal M1 in Vp . There are two cases,

either M1 is the original monomial ideal M we used to construct J̃M(p ) or M1 is some
other monomial ideal on that component.

For the first case, assume this monomial is M. Then by Proposition 5.5 the cone σ is
given by {ω | 〈ω, vi〉 ≥ 0} for

vi :=
(

mi−ni

−bi
bi

)
, i ∈ Jp .

Hence, we have that σ∨ is the positive hull over Q of
{
vi | i ∈ Jp

}
. The affine chart of Vp ,

that contains M, is given by

(UM)
red

∩ Vp ∼= Spec
(
k[yi | i ∈ r

′]/p ′
)
,

see Remark 3.11. But by Lemma 5.7 we have

(UM)
red

∩ Vp ∼= Spec(k[zbiy−bixmi−ni | i ∈ Jp ,y = (yj)j∈r(p)])

and the exponent vectors on the right hand side are the vi, the generators of the cone σ∨.
Thus, if we denote by Mσ := (Q · σ∨) ∩ Zn+ny+nz the lattice of σ∨, we conclude that

Spec (k[σ∨ ∩Mσ])

is the normalisation of
Spec

(
k[yi | i ∈ r

′]/p ′
)
,

the affine chart of Vp containing M.
Secondly, let M1 6= M. Then for the monomial ideal M1 we get another universal family

JM1
=
〈
xuj − y′cj · xvj | j ∈ Jp1

〉
+
〈
xuj | j /∈ Jp1

〉

where p1 is the prime ideal that gives Vp for M1. By Theorem 4.5 there is an isomorphism
Φ : k[y′±1] → k[y±1], such that Φ(JM1

) = JM. Thus, if we apply Φ (extended to z′) to the
general universal family we get

Φ( ˜JM1
(p1)) =

〈
zΦ(cj )+ · yΦ(cj)− · xuj − zΦ(cj )− · yΦ(cj)+ · xvj

∣∣∣ j ∈ Jp1

〉

+
〈
xuj | j /∈ Jp1

〉

= J̃M(p ).

Then Proposition 5.5 implies, as it did for M, that σ∨ is generated by

v′i :=

(
ui−vi

−Φ(ci)
Φ(ci)

)
, i ∈ Jp1 .

On the other hand we have (UM1
)
red

∩Vp ∼= Spec
(
k[y′]/p ′1

)
by Remark 3.11 and by the same

argumentation as above we get

k[y′]/p ′1
∼= k[z′ci · y′−ci · xui−vi | i ∈ Jp1 ,y = (yj)j∈r(p1)].
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But Φ is an isomorphism over Z so if we apply Idk[x]⊗Φ (again extended to z′) to the right
hand side we get

k[z′Φ(ci) · y′−Φ(ci) · xui−vi | i ∈ Jp1 ,y = (yj)j∈r(p1)],

which implies that Spec (k[σ∨ ∩Mσ]) is the normalisation of the affine chart of Vp containing
M1. Note that for every maximal cone σ we get the same lattice Mσ =: Mp .

The normalisation maps for all maximal cones which we have just constructed each sends
the identity point to the ideal

JM (y=(1)) =
〈
xmj − xnj | j ∈ Jp

〉
+
〈
xmj | j /∈ Jp

〉
⊂ Vp .

Clearly, all these normalisation maps are equivariant under the action of the torus Hom(Mp , k∗).
Hence, there exists a unique Hom(Mp , k∗)-equivariant morphism Ψ from the projective toric

variety given by the Gröbner fan of J̃M(p ) onto the non-coherent component Vp ⊆ (HA)red,
that restricts to the normalisation maps constructed above on each affine open chart. Hence,
Ψ is the normalisation morphism from the projective toric variety, given by the normal fan

of the polytope state(J̃M(p )), to Vp .

Definition 5.8. We call a state polytope of a generalised universal family, state
(
J̃M(p )

)
,

a generalised state polytope of A.

Example 5.9 (continuing 4.7). For A = {1, 3, 4, 7} and the monomial A-graded ideal
M = 〈a3, ab, b2, bc, ad, a2c2, bd2, ac5, d4〉 we had the universal family JM(p ) which is in fact
the only one for M. Thus, M is contained in one non-coherent component V and

J̃M(p ) =
〈
z1b

2 − y1a
2c, z2bd

2 − y2ac
4, z3d

4 − y3c
7, a3, ab, bc, ad, a2c2, ac5

〉

is the generalised universal family of this reduced non-coherent irreducible component V .
This component V contains the eight monomial ideals M,M0,M1, ...,M6. A state polytope

for J̃M(p ) is a cube in Q10 (there are 10 variables in total) with the vertices corresponding
to the monomial ideals in the following way:

M ↔ (1,−1, 4,−2, 0,−1, 0, 0, 1, 0)t

M0 ↔ (0, 0, 0, 0, 0, 0, 0, 0, 0, 0)t

M1 ↔ (0, 0,−7, 4, 0, 0, 1, 0, 0,−1)t

M2 ↔ (−1, 1, 3,−2,−1,−1, 0, 1, 1, 0)t

M3 ↔ (1,−1,−3, 2, 0,−1, 1, 0, 1,−1)t

M4 ↔ (−2, 2,−1, 0,−1, 0, 0, 1, 0, 0)t

M5 ↔ (−2, 2,−8, 4,−1, 0, 1, 1, 0,−1)t

M6 ↔ (−1, 1,−4, 2,−1,−1, 1, 1, 1,−1)t

A sketch of the polytope in its affine hull is given in Figure 1. Note that the two non-coherent
vertices M0 and M6 are on opposing sides of the polytope, thus the intersection with the
coherent component is not given by a face of this polytope. The polytope of the coherent
component is three-dimensional and has 51 vertices (the coherent monomial ideals). One
can compute that the intersection is not a face of this polytope either. See Figure 2 for a
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M2

M0

M1

M

M3

M4

M5 M6

Figure 1: state(J̃M(p ))

sketch of the two-dimensional faces of the state polytope of IA that contain the coherent
monomial ideals of the non-coherent component.

Furthermore, Sturmfels already computed a family of A-graded ideals for this A in the
proof of [Stu96, Theorem 10.4]:

〈x2
1x3 − c1x

2
2, x1x

4
3 − c2x2x

2
4, x

7
3 − c3x

4
4,

x3
1, x1x2, x1x4, x

3
2, x

2
2x4, x2x3, x2x

3
4〉

(5)

for c1, c2, c3 ∈ k∗. Moreover, he showed that there is a k∗ parametrisation of this fam-
ily identifying all A-graded ideals with c1c3/c

2
2 constant, because these are isomorphic as

A-graded ideals. The family (5) is exactly the ambient torus of the non-coherent compo-
nent constructed above if we identify x1, x2, x3, x4 with a, b, c, d, and c1, c2, c3 with z1

y1
, z2
y2
, z3
y3

,
respectively. Computing the primary decomposition of the defining ideal of M gives

I ′M = 〈y6, y8〉 ∩
〈
y27 − y3y9, y6y7 − y8y9, y3y6 − y7y8

〉
.

The first primary ideal yields the non-coherent component V and the second ideal the co-
herent component. Hence, 〈

y27 − y3y9
〉

gives the intersection of V with the coherent component. Note, that we have identified y3
with y1

z1
, y7 with y2

z2
, and y9 with y3

z3
. Thus, the isomorphism class c1c3/c

2
2 = 1 corresponds

exactly to the intersection of V with the coherent component.
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b

b

b

b

b

b

M1

M5

M3

M4

M

M2

Figure 2: The two-dimensional faces of state(IA) that contain the coherent monomial ideals
of the non-coherent component

♦

Remark 5.10. This example implies that two A-graded ideals, that correspond to points in
the same orbit in a non-coherent component, need not be isomorphic as A-graded ideals.
This is in contrast to the coherent component, where the orbits are exactly the isomorphism
classes.
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