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Abstract This paper proposes an adaptive localization approach for wireless sensor networks based on Gauss-Markov mobility
model. In the approach, the perpendicular bisector strategy, the virtual repulsive strategy, and the velocity adjustment strategy
are properly combined to enhance localization efficiency. The velocity adjustment strategy causes that the mobile anchor node
automatically tunes its velocity. The perpendicular bisector strategy locally adjusts trajectory for the mobile anchor node, which
ensures that unknown nodes obtain enough non-collinear anchor coordinates as soon as possible. The virtual repulsive strategy
impels that the mobile anchor node rapidly leaves the communication range of location-aware nodes or returns to the surveillance
region after the mobile anchor node was out of the boundary. Both theoretical analysis and simulation studies show that this
approach can increase localization accuracy, consume less energy, and cover more surveillance region during the same period than
virtual beacons-energy ratios localization scheme using the Gauss-Markov mobility model.
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In wireless sensor networks, the sensor localization plays
a critical role because the location information is typically
useful for coverage, deployment, routing, location service,
target tracking, and rescue[1]. In addition, some routing al-
gorithms with the aid of geographic location, including the
geographical adaptive fidelity (GAF)[2] routing algorithm,

the geographic and energy-aware (GEAR)[3] routing algo-
rithm, have been proposed.

We classify the existing localization algorithms into two
categories: the stationary anchor localization algorithms
and the mobile anchor localization algorithms. The de-
ployment and number of anchor nodes could greatly influ-
ence localization accuracy[3−4]. However, the more anchor
nodes are, the larger the cost of deployment network is.
Once all the nodes are located, anchor nodes will be not so
important. We, therefore, could use a mobile anchor node
(MN) instead of all stationary anchor nodes, which can re-
duce cost. Furthermore, since the MN can move to blind
areas where static anchor nodes do not cover, it may com-
municate with all the nodes directly, which could enhance
localization accuracy. In addition, employing an MN may
eliminate the need of deploying stationary anchors. The
nodes of initially unknown location will be called unknown
nodes.

In the paper, we present an adaptive localization ap-
proach for wireless sensor networks based on Gauss-Markov
mobility model. The MN can adaptively adjust its velocity
and direction based on the perpendicular bisector strategy,
the virtual repulsive force strategy, and the velocity ad-
justment strategy. Receiving the acknowledgement pack-
ets, the MN speeds down and moves based on the perpen-
dicular bisector strategy; otherwise, the MN speeds up to
move to other parts of the surveillance region. After be-
coming a location-aware node, this node will exert virtual
repulsive force on the MN, which impels MN to move away
from this location-aware node as soon as possible. When
the MN has left the surveillance region, the virtual repul-
sive force strategy could ensure the MN go back quickly.
Hence, the proposed algorithm can provide lower residue
unknown node ratio, less running time, and higher local-
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ization accuracy in a short time. Finally, we utilize acoustic
energy measurements[5] to evaluate the performance of the
proposed algorithm.

The rest of the paper is organized as follows. Section 1
summarizes similar works in previous localization re-
searches, especially about methods based on the mobile
anchor node. In Section 2, we describe the proposed al-
gorithm, including the perpendicular bisector strategy, the
virtual repulsive force strategy, and the velocity adjustment
strategy. The simulation results and conclusion are pro-
vided in Sections 3 and 4, respectively.

1 Related work

Stationary anchor localization algorithms utilize station-
ary anchor information for localization, which can be clas-
sified as range-based and range-free. The range-based al-
gorithm uses absolute node-to-node distance or angle be-
tween neighboring sensors to estimate location. Common
approaches for distance or angle estimation include re-
ceived signal strength indicator (RSSI)[6], time of arrival

(TOA)[7], time difference of arrival (TDOA)[8], angle of ar-

rival (AOA)[9], and distributed weighted-multidimensional

scaling based on relative error (DWMDS(E))[10]. Range-
based approaches can obtain more accurate measurements,
but they require complex and expensive hardware. The
range-free algorithm only depends on the connectivity of
the network and the received messages. Typical range-
free algorithms include centroid algorithm[11], distance
vector-hop (DV-Hop) algorithm[12−13], approximate point-

in-triangulation test (APIT) algorithm[14], and amorphous

algorithm[15]. Although the range-free approach cannot be
accomplished with higher precision as the range-based, it
is more economical for the large-scale sensor networks.

Mobile anchor localization algorithms also compute
node-to-node distances by RSSI, TOA, TDOA, and AOA.
Zhang et al.[16] proposed very low energy consumption
wireless sensor localization for dangerous environments
with single mobile anchor node. But this algorithm can-
not ensure each node receives three non-collinear anchor
coordinates. Koutsonikolas et al.[17] studied the problem
of path planning for mobile anchor to reduce localization
error. Zhang et al.[18] proposed a range-free localization
scheme using mobile anchor nodes. When running once,
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this algorithm only located a part of nodes. In order to
increase localization efficiency, the movement mode of the
MN needs to be improved. Kuang et al.[19] proposed a vir-
tual beacons-energy ratios localization (VB-ERL) scheme
using the Gauss-Markov mobility model, which was fully
distributed and did not need inter-sensor communication.
The Gauss-Markov mobility model provided movement
patterns which might be expected in the real-world for the
mobile anchor node, which took full advantage of the corre-
lation between the current velocity and location of the MN
and its future velocity and location. But random variables
brought certain randomness to the Gauss-Markov mobil-
ity model, which caused the probabilities the MN moved
to any locations within the surveillance region were equiv-
alent, i.e., the Gauss-Markov mobility model could make
the MN traverse all the surveillance region when running
time was long enough. However, it was this randomness
that could not ensure all unknown nodes obtained enough
non-collinear anchor coordinates, which had adverse effect
on localization efficiency. Moreover, the VB-ERL did not
consider how to shorten the unnecessary movement time
for the MN, i.e., 1) When entering into the communica-
tion range of a location-aware node, the MN was unable to
leave this location-aware node immediately for the purpose
of moving to other parts of the surveillance region; 2) Af-
ter being out of the boundary, the MN would take a long
time to return to the surveillance region; 3) When receiving
an acknowledgement or not, the MN cannot automatically
adjust its velocity in order to ensure that unknown nodes
receive anchor coordinates as many as possible. The above
mentioned aspects are precisely what this paper aims to
improve.

2 Proposed approach

2.1 Assumptions

The whole network consists of stationary unknown nodes
and a mobile anchor node; the MN obtains its location co-
ordinates by GPS; as receiving a packet sent by the MN,
unknown nodes send an acknowledgement packet imme-
diately and both of them have the same communication
radius and periodicity; we regard the location where the
MN sends packets as an anchor; after being a location-
aware node, this node will attach its coordinate in the ac-
knowledgement message, accordingly, the MN receives this
acknowledgement and conserves the coordinate of location-
aware node.

2.2 Acoustic energy measurement localization
mechanism

In [5], localizations based on the acoustic energy mea-
surement have several potential advantages, including low
intersensor communication requirement, robustness with
respect to parameter perturbations and measurement noise,
and low-complexity implementation.

The signal energy measured on the i-th unknown node
over a time interval, denoted by gi, can be expressed as
follows:

gi =
B

|XXX − rrri|λ + εi (1)

where B is a scalar denoting the energy emitted by the
mobile node; XXX is a vector denoting the coordinates of the
unknown node; rrri is a vector denoting the i-th coordinates
of the anchor; λ (≈2) is an energy decay factor; and εi is
measurement noise, based on the central limit theorem, it
can be approximated as a Gaussian distribution.

Approximating the additive noise term εi in (1) by its
mean value µi, we can compute the energy ratio kij of the
i-th and j-th unknown nodes as follows:

kij =

(
B − µi

B − µj

)−1
λ

=
|XXX − rrri|
|XXX − rrrj | (2)

Note that for 0 < kij 6= 1, all the possible coordinates of
unknown nodes XXX that satisfy (2) reside on a d-dimensional
hypersphere described by the equation

|XXX − cccij |2 = ρ2
ij (3)

where the center cccij and the radius ρij of this hypersphere
associated with unknown node i and j are given by

cccij =
rrri − k2

ijrrri

1− k2
ij

, ρij =
kij |rrri − rrrj |

1− k2
ij

(4)

When the dimension is 2, such a hypersphere is a circle.
When the dimension is 3, it is a sphere.

We apply (1) ∼ (4) to the node localization. The poten-
tial unknown nodes location can be restricted to a hyper-
sphere whose center and radius are function of the energy
ratio and the two unknown nodes location. We apply the
least square criterion to solve cost function which is defined
as




J =
M1∑

m1=1

| ||XXX − cccm1 || − ρm1 |2 +
M2∑

m2=1

|ωT
m2XXX − ψM2 |2

M1 + M2 = M
ωT

ij = rrri − rrrj

ψij =
|rrri|2 − |rrrj |2

2
(5)

where m1 and m2 are indices of the energy ratios computed
between different pairs of unknown node energy readings.
M1 is the number of hyperspheres and M2 is the number
of hyperplanes.

Since the cost function J is a nonlinear equation, we can
minimize it by nonlinear optimization method, such as the
Newton method.

2.3 Velocity adjustment strategy

The Gauss-Markov mobility model was originally pre-
sented for the simulation of a personal communication ser-
vice network (PCS)[20−21]. It can be described by[22]

sn = αsn−1 + (1− α)s +
√

(1− α2)sxn−1 (6)

dn = αdn−1 + (1− α)d +
√

(1− α2)dxn−1 (7)

where sn and dn are the new velocity and direction of the
MN at time interval n; α, where 0 ≤ α ≤ 1, is the tun-
ing parameter used to vary the randomness; s and d are
constants representing the mean value of velocity and di-
rection as n→∞; sxn−1 and dxn−1 are random variables
from a Gauss distribution.

At each time interval, the next location is calculated
based on the current location, velocity, and direction of
movement. Specifically, at time interval n, the location of
MN is given by the equation:

xn = xn−1 + sn−1cosdn−1 (8)

yn = yn−1 + sn−1sindn−1 (9)
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where (xn, yn) and (xn−1, yn−1) are the x and y coordinates
of the MN at the n-th and (n−1)-th time intervals, respec-
tively, and sn−1 and dn−1 are the velocity and direction of
the MN, respectively, at the (n−1)-th time interval.

We can recursively expand (6) to express sn explicitly in
terms of the initial velocity s0,

sn = αns0 + (1− αn)s +
√

(1− α2)

n−1∑
i=0

αn−i−1sxi (10)

If t = 0 s, the MN is static, i.e., s0 = 0. The new velocity
at n-th is only related to the mean value of the velocity
and the random variable. We set α = 0.75[21] as t = 10 s,
(1 − αn) = 0.94. The larger the value of n is, the smaller
the value of the polynomial (1 − αn) is. So, (10) can be
simplified to

sn ≈ s +
√

(1− α2)

n−1∑
i=0

αn−i−1sxi , t > 10 s (11)

Since sxi is Gaussian with zero mean for any constant s,
sn is a Gaussian process with mean s, i.e., the value of new
velocity is in the neighboring range of s when running time
is more than 10 s.

According to the introduction offered above, we can con-
clude the MN cannot automatically adjust its velocity in
accordance with environmental change. So how to choose
a new velocity for the MN in different environments is a
very important question. In this strategy, the velocity will
be automatically adjusted and details are as follows:

1) Receiving acknowledgements, the MN moves at a low
speed at next time interval, which ensures the unknown
node can receive anchor coordinates as many as possible.
We modify s in (6) to Smin, where Smin is the minimum
mean value of the velocity. And then adding a polynomial
(1 − α)sn−1 and subtracting a polynomial (1 − α)sn−1 in
(6), we obtain another expression

sn = sn−1 + (1−α)(Smin− sn−1) +
√

(1− α2)sxn−1 (12)

As shown in (12), in order to decelerate immediately,

we must adjust the polynomial (1 − α)(Smin − sn−1) to

minimum. If and only if Smin = 0, (1 − α)(Smin − sn−1)
realizes minimum, which achieves the best performance for
this strategy. The simulation will verify this conclusion
in Subsection 3.3. Fig. 1 (a) shows a situation where the
velocity of the MN does not slow down after entering into
the communication range of an unknown node. O denotes
an unknown node; the circle denotes the communication
range of O; i− 3, i− 2, i− 1, and i denotes the coordinates
of the MN in continuous time. And then O obtains only
one anchor coordinate, such as i−1. As shown in Fig. 1 (b),
the MN slows down after entering into the communication
range of O, and then O can obtain two anchor coordinates.
Obviously, this strategy could change the location of the
MN in order that unknown nodes obtain anchor coordinates
as much as possible.

2) Without any acknowledgement signal received, the
MN will speed up. This ensures that the MN can fastly
move to other parts of the surveillance region. Similarly,
we modify s in (6) to Smax, where Smax is the maximum
mean value of the velocity. And then adding a polynomial
(1 − α)sn−1 and subtracting a polynomial (1 − α)sn−1 in
(6), we obtain new equation:

sn = sn−1 +(1−α)(Smax− sn−1)+
√

(1− α2)sxn−1 (13)

Similar to analysis of (12), we adjust the value of Smax to
obtain suitable value of sn. Further discussion for selecting
the optimal value of Smax is given in Subsection 3.3. As
shown in Fig. 1 (c), i− 3, i− 2, i− 1, and i are the trajec-
tories which the MN speeds up; i′ − 3, i′ − 2, i′ − 1, and
i′ are the trajectories which the MN moves based on the
Gauss-Markov mobility model. Obviously, the larger veloc-
ity could enhance mobile efficiency of the MN in non-target
region.

(a) Scenario 1 (b) Scenario 2

(c) Comparison of different velocities

Fig. 1 Impact of Smin and Smax on the trajectory

2.4 Perpendicular bisector strategy

In (7), the change in direction caused by the random
variable dxn−1 is irregular and unpredictable. Due to the
randomness of the Gauss-Markov mobility model, the MN
is likely to move out of the communication range of an
unknown node before this unknown node obtains enough
anchor coordinates. And then that unknown node just con-
tinues waiting for the arrival of the MN again. In order to
ensure unknown nodes could receive enough non-collinear
anchor coordinates as quickly as possible, we present the
perpendicular bisector strategy, which takes partial trajec-
tory adjustment for the MN and ensures the MN moves
within the communication range of an unknown node un-
til the number of anchor coordinates received by unknown
node exceeds a predefined anchor threshold ξ. Once obtain-
ing enough anchor coordinates, that unknown node will run
acoustic energy measurement localization mechanism and
shut down channel to switch to sleep state (or switch to
another channel) in order to conserve energy. We will illus-
trate this strategy with the combination of Fig. 2, where the
solid line denotes the MN has passed the movement path;
the thin dashed line is the perpendicular bisector line of the
connecting line of two anchors; and the thick dashed line is
the movement path of the MN in future time.

We consider two different situations as running the per-
pendicular bisector strategy:

1) Receiving one acknowledgement from one node
When entering into the communication range of an un-

known node, the MN receives only one acknowledgement
as shown in Fig. 2 (a):

Step 1. Once the MN receives two acknowledgements
sent by the same unknown node at continuous time, such as
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i−1 and i, we take two points a and b in the perpendicular
bisector line of the connecting line of these two anchors.
The distances of a and b to two anchors are calculated by
(14). θ, where 0.57 ≤ θ ≤ 1.921, is a tuning parameter used
to adjust the coordinates of a and b; L is the Euclidean
distance between two coordinate points.

Li,j = θ × Li,i−1, j = a, b, · · · (14)

Step 2. We select a point appeared earlier between two
anchors i − 1 and i which formed connecting line, such as
i − 1, and then take its last point as the reference point,
such as i−2. The MN will move to the point a or b which is
relatively farther from i− 2 at the (n+1)-th time interval2,
such as a, and then sends a packet while examines whether
to receive an acknowledgement sent by the same unknown
node O. If no acknowledgement received, the MN moves to
the other one, such as b, at the (n+2)-th time interval, and
then check whether to receive an acknowledgement sent by
O again. If the MN receives an acknowledgement, go to
Step 3; if no acknowledgement, the MN moves according
to the velocity adjustment strategy.

Step 3. If the number of anchor coordinates which O
received are less than predefined anchor threshold ξ, we
continue selecting the latest two anchors to establish a per-
pendicular bisector line, such as i and a. According to anal-
ysis in Step 2, we choose the point c as the next coordinate.
The rest may be deduced by analogy. If this unknown node
meets the localization requirement, it will attach its coor-
dinate in the acknowledgement message. The MN receives
this acknowledgement and moves based on virtual repulsive
force strategy at next time interval which will be introduced
in Subsection 2.5. The MN will pass i − 2, i − 1, i, a, c,
and d successively in Fig. 2 (a).

As shown in Fig. 2 (b), the MN received only one ac-
knowledgement and go out of the communication range of
O. We still may run the perpendicular bisector strategy in
this case. Likewise, the MN will pass i − 3, i − 2, i − 1, i,
a, b, c, d successively.

When we choose two points in a perpendicular bisector
line based on (14) every time, parameter θ must be different
from the last time. If θ remains fixed, anchors received
by the unknown node will be aligned. When anchors are
much aligned (but not totally), a little distance estimation
error could cause great position estimation error due to the
intersection points between circumferences could be very
far from the real sensor position[23]. As shown in Fig. 2 (e),
the solid line denotes the movement trajectory of the MN
when θ remains fixed. The MN passes a, b, c, d, e, f ,
g, and h successively, but a, c, e, g and b, d, f , h are
aligned, respectively. However, using the acoustic energy
measurement localization mechanism, at least four anchors
not locating on the same straight line are required to locate
a node in a 2D sensor field; and at least five sensors not all
locating on the same plane are required to locate a node in a
3D sensor field[5]. So, we must randomly choose θ among its
value range every time for the purpose of avoiding anchors

1As shown in Fig. 2 (e), θ cannot be too small, otherwise, a, b, and
c could be aligned approximately, which leads to lower localization
accuracy. So, we define ∠abc ≥ 30◦, i.e., θ ≥ 0.57; similarly, θ
cannot be also too large, otherwise, ∠abc → 90◦, |bc| → ∞. We
define ∠abc ≤ 75◦, i.e., θ ≤ 1.92. In addition, if the value of θ is
too large, point c could be out of the communication range of an
unknown node, which leads to lower efficiency for the perpendicular
bisector strategy.

2Moving to a point which is relatively farther from the refer-
ence point will make anchors scatter as shown in Fig. 2 (e); mov-
ing to a point which is relatively nearer to the reference point will
cause anchors to concentrate in a relatively small region as shown in
Fig. 2 (d).

locating on the same straight line. The dashed line denotes
the movement trajectory of the MN using different value of
θ every time. Obviously, a, c, e, g and b, d, f , h have not
been aligned.

(a) Scenario 1 (b) Scenario 2

(c) Application of perpendicular
bisector strategy within the public
communication range of unknown
nodes

(d) Perpendicular bisector
strategy causes anchors to
concentrate

(e) Impact of parameter θ on the trajectory

(f) Sending and listening time interval

Fig. 2 Impact of perpendicular bisector strategy on the
trajectory

2) Receiving more acknowledgements from multiple
nodes

When coming into the public communication range of
several unknown nodes, the MN will receive more acknowl-
edgements as shown in Fig. 2 (c). i − 1 denotes the MN is
within the public communication range of O and O′, i de-
notes the MN is within the communication range of O. If
the MN could move within the public communication range
as much as possible, several unknown nodes might receive
anchor coordinates simultaneously, which will increase effi-
ciency of this strategy.

Step 1. When this situation mentioned above occurs,
we construct a perpendicular bisector line between i and
i− 1 as shown in Fig. 2 (c). Similarly, we take two points a
and b in this perpendicular bisector line.

Step 2. Similar to Step 2 of the first situation, the only
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difference is that we choose 0.57 ≤ θ ≤ 1 when taking the
perpendicular bisector for the first time, and the MN moves
to a point which is relatively nearer to reference point; we
choose 1 < θ ≤ 1.92 when taking the perpendicular bisector
for the second time, and the MN moves to a point which
is relatively nearer to reference point3. The rest may be
deduced by analogy.

Step 3. Similar to Step 3 of the first situation. The MN
will pass i− 3, i− 2, i− 1, i, b, c, and d successively.

On the one hand, the perpendicular bisector strategy
causes the movement trajectory of the MN to tend to be
zigzag or concentrative, so the distribution of anchor coor-
dinates may concentrate in a relatively small portion of the
simulation region. On the other hand, as running the per-
pendicular bisector strategy, the time which the MN spends
within the communication range of an unknown node is
2ξ s4 at worst. The more the time which is spend within
the communication range of an unknown node is, the more
the energy consumption of other unknown nodes is. Hence,
when the MN and that unknown node receive a packet
from the opposite side, we add once channel listening for
that unknown node and once packet sending for the MN at
next time interval, but all other unknown nodes keep nor-
mal listening periodicity; if no packets received, the MN
and that unknown node will keep the normal sending and
listening periodicity. This improvement may reduce total
listening time for all unknown nodes and save their energy.
As shown in Fig. 2 (f), we assume that the MN and an un-
known node receive an acknowledgement sent by opposite
side at i−2, and then the MN will add once packet sending
and unknown node will add once channel listening at the
(i − 2)-th time interval, such as j. If no acknowledgement
received at j, the MN and unknown node will keep normal
periodicity at the (i− 1)-th time interval.

2.5 Virtual repulsive force strategy

The relationship between the virtual repulsive force and
the velocity is as follows[24]:

FFF repulsive = maaa (15)

VVV = aaa∆t (16)
where FFF repulsive denotes the virtual repulsive force; m is the
mass of the MN; aaa is the acceleration of the MN; ∆t is the
sampling time interval; and VVV is the velocity of the MN.
We can obtain another expression of force by substituting
(16) for aaa in (15) as follows:

FFF repulsive = m
VVV

∆t
(17)

For convenience, let k = m/∆t, whose unit is kg/s. With
this notation, (17) can be simplified to

FFF repulsive = kVVV (18)
As shown in (18), let k = 1kg/s, the value of VVV is equal

to the value of FFF repulsive. And then, we build the transform-
ing relationship between the virtual repulsive force and the
velocity.

The virtual repulsive force strategy will be divided into
two stages:

1) Within the surveillance region

3Since the public communication range is smaller, we should en-
sure anchors distribute in this range as much as possible. If we
continue to choose 0.57 ≤ θ ≤ 1 at the next time interval, anchors
will concentrate excessively as shown in Fig. 2 (d). Then, the smaller
received signal error will cause a larger position estimation error. In
order to avoid anchor coordinates over-concentrated, we choose the
value of θ alternately in [0.57, 1] and (1, 1.92]. In Fig. 2 (c), ∠(i−1)ib
∈ [0.57,1] and ∠ibc ∈ (1, 1.92].

4We assume the normal broadcasting interval was 1 s.

In this section, the virtual repulsive force strategy de-
scribed by

FFF =

{
000, d′MN−i > R
FFF repulsive, d′MN−i ≤ R

(19)

where FFF denotes the virtual force; d′MN−i denotes the dis-
tance between the MN and the location-aware node i; and
R is the communication radius of nodes.

In this strategy, once the MN enters into the communica-
tion range of a location-aware node, the MN will be applied
a virtual repulsive force, which ensures the MN can go away
from this location-aware node as soon as possible.

Fig. 3 (a) illustrates a virtual repulsive force scenario. O
is a location-aware node; i − 3, i − 2, i − 1, and i are
the movement trajectories of the MN at continuous time.
f denotes the virtual repulsive force, the direction of the
arrow is the direction of the virtual repulsive force. When
the MN moves to i − 1, the virtual repulsive force impels
MN to be away from O at the next time interval. Equation
(18) has established a relationship between the virtual force
and the velocity, the MN can move to i due to being applied
a virtual repulsive force.

Fig. 3 (b) shows the MN moves based on the Gauss-
Markov mobility model within the communication range of
location-aware node O, it takes six steps in departing from
the communication range of O, such as i− 6, i− 5, i− 4,
i− 3, i−2, and i−1. This process consumes some unneces-
sary time and leads to less efficiency for VB-ERL algorithm.
Compared with the Gauss-Markov mobility model, the vir-
tual repulsive force strategy is better as it only spends 1
step staying within the communication range of a location-
aware node.

Although the virtual repulsive force may force the MN
to leave the communication range of location-aware nodes
rapidly, a series of location-aware nodes could form a vir-
tual wall which does not allow the MN to pass, and then
the MN only moves within a limited region until simulation
time ends. Fig. 3 (c) illustrates an example. A, B, C, D, E
denote location-aware nodes, the circle denotes their com-
munication range, the dashed line denotes the boundary of
the surveillance region. The communication ranges of A,
B, C, D, E divide the whole surveillance region into two
parts, as due to the existence of the virtual repulsive force,
the MN always moves within the upper left corner, such as
from MN1 to MN2. a1, a2, a3, b1, c1, d1, e1 denote coor-
dinates of the MN within the communication range of A, B,
C, D, E. a2 denotes that it is the second time that the MN
comes into the communication radius of A, the rest may be
deduced by analogy. In order to avoid this disadvantage,
we predefine a count threshold τ . When the count that
the MN enters into the communication range of the same
location-aware node exceeds τ , the virtual repulsive force
of this location-aware node will disappear. Then, the MN
can pass this vanished virtual wall. Fig. 3 (d) illustrates this
process. We predefine τ as 3 and a4 denotes that it is the
fourth time the MN enters into the communication range
of A. When the virtual repulsive force vanishes, the MN
will speed up to pass this virtual wall region. Finally, the
MN arrives at MN2. Further discussion for selecting an
optimal value of |FFF repulsive| within the surveillance region
is given in Subsection 3.3.

2) Outside of the surveillance region
The Gauss-Markov mobility model modifies the mean di-

rection variable d in (7) to ensure that the MN does not
remain near an edge of surveillance region for a long period
of time[20], but due to the existence of random variable
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dxn−1 , this process is not very effective. After being out
of the boundary, the MN would still take a long time to
return to the surveillance region. In this strategy, once
leaving the surveillance region, the MN will be applied a
virtual repulsive force to return to the surveillance region
rapidly by the region outside of the boundaries. This vir-
tual repulsive force will change the velocity and direction
of the MN. Returning velocity is related to the velocity of
the MN at the last time interval, i.e., if the MN goes out of
the surveillance region at higher velocity, it will be exerted
a larger virtual repulsive force; otherwise, it will be exerted
a smaller virtual repulsive force. The returning velocity at
the next time interval will be calculated by

sreturning = sn−1 (20)
where sreturning denotes the returning velocity; sn−1 de-
notes the velocity of the MN at the (n−1)-th time interval.

(a) Scenario 1 (b) Scenario 2

(c) Formation of a virtual wall

(d) Disappearance of virtual repulsive force

Fig. 3 Impact of the virtual repulsive force on the trajectory
within the surveillance region

The new direction at the next time interval can be de-
fined as follows:

dn = Dvirtual (21)

where Dvirtual denotes the new direction which is changed
by the virtual repulsive force of the region outside the
boundary. The values of the direction for different locations
outside of the surveillance region are shown in Fig. 4 (a).

(a) Direction

(b) Movement trajectory of the MN based on the Gauss-
Markov mobility model outside of the surveillance region

(c) Movement trajectory of the MN based on virtual
repulsive force strategy outside of the surveillance region

Fig. 4 Impact of the virtual repulsive force on the trajectory
outside of the surveillance region
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Fig. 4 (b) illustrates a movement trajectory of the MN
based on the Gauss-Markov mobility model outside of the
surveillance region. The dashed lines denote the bound-
aries of the surveillance region; the anchor threshold ξ is
5. Then, the MN spends 13 steps in moving outside of the
surveillance region, such as from i − 12 to i. Compared
with Fig. 4 (b), the MN spends only 1 step in returning to
the surveillance region using the proposed virtual repulsive
force strategy in Fig. 4 (c). The MN moves to i− 1 from i− 2
at a higher velocity, where the virtual repulsive force pro-
duced by the region outside of upper boundary will change
the direction of the MN to 270o at the next time interval,
its velocity value is equal to one at the last time interval.
Similarly, the MN is also exerted a virtual repulsive force
at i′−1, since the MN moves to i′−1 from i′−2 at a lower
velocity, the corresponding virtual repulsive force is also
smaller, so the Euclidean distance between i′−1 and i′ is
shorter than that between i−1 and i.

2.6 Algorithm efficiency analysis

In this section, we evaluate the performance of the pro-
posed algorithm through mathematical analysis. Due to
the randomness of the Gauss-Markov mobility model, we
just make an approximate time consumption evaluation for
two algorithms. Similar to the method in [18], we con-
sider a squared sensing field in which N unknown sensor
nodes are randomly distributed. Assume that the moving
distances which the MN covers in the whole surveillance
region are equal for the proposed algorithm and VB-ERL,
and we evenly divide this distance into n parts (Ln), each
part corresponds to a time interval. Firstly, we compute
the whole running time using the velocity adjustment strat-
egy and VB-ERL, respectively, during the time when the
MN moves in the whole surveillance region. We had al-
ready deduced sn explicitly in terms of the initial velocity
s0 in (10). For the simplicity of analysis, we assume the
values of the random variables are equal at corresponding
time interval for two algorithms; the movement directions
of the MN are also the same at corresponding time inter-
val. We use H instead of the random variables polynomial√

(1− α2)
∑n−1

i=0 αn−i−1sxi . According to analysis in Sub-
section 2.3, (10) can be simplified to

sn = (1− αn)Smax + H (22)

sn−VB ERL = (1− αn)s + H (23)

where sn and sn−VB ERL are the new velocities of the MN
at time interval n.

T =

n∑
i=1

Ln

(1− αn)Smax + H
(24)

TVB ERL =

n∑
i=1

Ln

(1− αn)s + H
(25)

where T denotes the total movement time of the MN when
just running the velocity adjustment strategy, TVB−ERL de-
note the total movement time of the MN for VB-ERL dur-
ing the time when the MN moves in the whole surveillance
region. Comparing the running time of two algorithms, we
can get

T

TVB ERL
=

n∑
i=1

Ln

(1− αn)Smax+H
n∑

i=1

Ln

(1− αn)s + H

=

n∑
i=1

1

(1−αn)Smax+H
n∑

i=1

1

(1−αn)s+H
(26)

Since 1−αn ≈ 1 (n > 10), while putting this result into
(26), we have

T

TVB ERL
≈

n∑
i=1

1

Smax + H
n∑

i=1

1

s + H

=

1

Smax + H
× n

1

s + H
× n

=
s + H

Smax + H
(27)

Since s < Smax, s + H < Smax + H, and 0 < s

Smax
< 1,

i.e., T < TVB ERL. And then, if H > 0, s+H

Smax+H
− s

Smax
=

H(Smax−s)

(Smax+H)Smax
> 0. Consequently, 0 < s

Smax
< T

TVB ERL
<

1. If H < 0, s+H

Smax+H
− s

Smax
= H(Smax−s)

(Smax+H)Smax
< 0, accord-

ingly, 0 < T
TVB ERL

< s

Smax
< 1, i.e., when just running the

velocity adjustment strategy, the proposed algorithm takes
less time than VB-ERL and the value of T

TVB ERL
converges

to the value of s

Smax
.

After the MN enters the communication range of un-
known nodes, the proposed algorithm spends ξ s in the best
case and 2ξ s in the worst case while running the perpendic-
ular bisector strategy. Taking general case into account, we
take the middle value (Tp−mid), i.e., Tp−mid = (ξ + 2ξ)/2 =
1.5ξ. Similarly, the velocity adjustment strategy is the
same as Gauss-Markov mobility model, which have ran-
domness. So the velocity adjustment strategy spends ξ s in
the best case, but it could spend longer time (ϕ À 2ξ) in
the worst case. We take the middle value (TV A−mid−1), i.e.,
TV A−mid−1 = (ξ + ϕ)/2. Obviously, Tp−mid < TV A−mid−1.
Let a1 = TV A−mid−1 − Tp−mid and the whole running time

of the proposed algorithm becomes T ′:

T ′ = T − a1N (28)

where N denotes the number of unknown sensor nodes.
According to analysis above, T ′ < TVB ERL, the larger N
is, the smaller T ′ is.

Similarly, Once being out of boundary, the MN only
spends 1 s in returning to the surveillance region using the
virtual repulsive force strategy in the best case or in the
worst case, i.e., the middle value TV R−mid = (1 + 1)/2 = 1.
The velocity adjustment strategy also spends 1 s in return-
ing to the surveillance region in the best case, but it could
spend longer time (δ À1) returning to the surveillance re-
gion in the worst case, i.e., the middle value TV A−mid−2 =
(1 + δ)/2. Obviously, TV R−mid < TV A−mid−2. Let a2 =
TV A−mid−2 − TV R−mid and the whole running time of the

proposed algorithm becomes T ′′:

T ′′ = T ′ − a2K = T − a1N − a2K (29)

where K denotes the number of times which the MN leaves
the surveillance region.

Obviously, T ′′ < TVB ERL. The larger K is, the smaller

T ′′ is. Moreover, T ′′
TVB ERL

< T
TVB ERL

, i.e., the value of
T ′′

TVB ERL
also converges to the value of s

Smax
.

2.7 Localization algorithm

According to three strategies offered above, the whole
localization algorithm can be expressed in Algorithm 1.
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Algorithm 1
if (the MN enters into the communication range of node)
{

if (node is the location-aware)
{

the MN moves using the virtual repulsive force
strategy at the next time interval;

}
else
{

if (anchor threshold value ≥ξ)
{

unknown node runs acoustic energy
measurement localization mechanism;
the MN moves using the virtual repulsive force
strategy at the next time interval;
}

else
{

the MN moves using the minimum mean value
of the velocity Smin or perpendicular bisector
strategy at the next time interval;
}

end
}

end
}

elseif (the MN does not enter into the communication
range of node)

{
if (the MN goes out of the surveillance region)
{

the MN moves using the virtual repulsive force
strategy at the next time interval;

}
elseif (unknown node which the MN passed the last

second has not located)
{

the MN moves based on the perpendicular bisector
strategy at the next time interval;

}
else
{

the MN moves using the maximum mean value of
the velocity Smax at the next time interval;

}
}

end

3 Simulation and analysis

This section will verify the effectiveness of the proposed
algorithm by simulating several scenarios and study the
impact of different parameters on the proposed algorithm.

3.1 Simulation scenario and settings

We set simulation scenario and some key parameters as
follows:

The network consisted of 30∼ 50 unknown nodes de-
ployed randomly and a mobile anchor node in a region of
100 × 100m2. The initial value of s was 1 m/s, the value

of d was initially 90o but changed over time according to
the different edge proximity, sxn−1 and dxn−1 were random
variables from a Gauss distribution, α = 0.75, the com-
munication radius of all nodes R was 5m, Smax = 3m/s,

Smin = 0.5m/s, |FFF repulsive| = 3. The normal broadcasting
interval was 1 s. The MN began its movement in the cen-
ter of the simulation region (50, 50) and movement time is
1 000 s. And the background noise level was set at σ = 1
for all nodes in the field. The count threshold τ was 2 and
the anchor threshold ξ was 5.

3.2 Evaluation metrics

To analyze the simulation results, we use the following
four metrics to evaluate the performance of the proposed
algorithm.

1) Average localization error is:

E =

Nlocation aware∑
i=1

ei

Nlocation aware
(30)

where E is the average localization error (unit is meter);
Nlocation aware denotes the number of all location-aware
nodes; and ei represents the localization error of node i,
whose unit is also meter.

2) Coverage area ratio is:

C =
Alocated

Atotal
× 100% (32)

where C denotes the coverage area ratio; Alocated denotes
the areas which have been covered; and Atotal denotes the
area of the whole surveillance region.

3) Residue unknown nodes: We find out how parameters,
including τ and ξ, impact on the residue unknown nodes.
The less the residue unknown nodes are, the better the
performance of this approach is.

4) Computational complexity: It is easy to judge that
the computational complexity of the proposed algorithm is
O(n), which is in line with the VB-ERL.

3.3 Results analysis

Our simulations consisted of five parts: 1) finding out the
difference of the movement trajectories between the pro-
posed algorithm and VB-ERL; 2) investigating how the key

parameters, including the virtual repulsive forces, Smax and
Smin, impact on the efficiency of the proposed algorithm;
3) comparing the coverage ratio of two algorithms; 4) re-
searching how three strategies and their combinations im-
pact on the localization accuracy and the time; 5) through
adjusting the value of parameters, such as ξ and τ , es-
timating the performance of the proposed algorithm and
VB-ERL.

Case 1. In this section, a movement trajectory corre-
sponding with the proposed algorithm or VB-ERL is given,
respectively. Simulation scenario and parameter settings
are in accordance with Subsection 3.1. A movement tra-
jectory of the MN using the proposed algorithm is shown
in Fig. 5. The crisscross denotes unknown node; the black
dot denotes location-aware node; the pentagram denotes
the original coordinate of the MN; and the asterisk is the
ending coordinate of the MN. As shown in Fig. 5, when the
moving time is 1 000 s, the trajectory of the MN can cover
most of the surveillance region and the residue unknown
nodes are two. However, Fig. 6 shows that the movement
trajectory of the MN based on the Gauss-Markov mobility
model only cover fewer fields and there are nineteen resid-
ual unknown nodes at 1 000 s. For the proposed algorithm,
the MN can automatically speed up or speed down in accor-
dance with environmental change based on the velocity ad-
justment strategy, and rapidly leaves location-aware nodes
and returns to the surveillance region based on the virtual
repulsive strategy. In addition, the perpendicular bisector
strategy can ensure that unknown nodes gain enough non-
collinear anchor coordinates in the shortest time. Hence,
the proposed algorithm can save more time, the MN, in
turn, has more time to move to other portions of the surveil-
lance region. Accordingly, when all things are equal, the
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MN can move longer distances using the proposed algo-
rithm than one using VB-ERL, so the former can cover
more surveillance region than the latter.

Fig. 5 Movement trajectory of the MN based on
the proposed algorithm

Fig. 6 Movement trajectory of the MN based on the
Gauss-Markov mobility model

Case 2. We simulated with different virtual repulsive
forces Smax and Smin to evaluate the performance of the
proposed algorithm.

1) Virtual repulsive force
In this section, there are 30 unknown nodes in the surveil-

lance region which are randomly deployed 40 times. We
adjusted the value of the repulsive force from 0.1 to 5 in
interval 0.1 and simulation time from 500 s to 1 000 s in
time interval 100 s, and other parameters were invariant,
i.e., R = 5 m; Smax = 3 m/s; Smin = 0.5m/s. Afterward,
we took the average number of residue unknown nodes at
corresponding time and established a relationship between
residue unknown node, time, and |FFF repulsive| as shown in
Fig. 7. With the increase of |FFF repulsive|, firstly, the num-
ber of residue unknown nodes declines smoothly, and then
it increases. As the value of |FFF repulsive| is between 2 to 3,
the number of residue unknown nodes reaches minimum. If
the value of |FFF repulsive| is maintained fixed, the number of
residue unknown nodes will decrease gradually with the ad-
vance of time. The minimum number of residue unknown
nodes is close to 3 at 1 000 s.

Fig. 7 shows that a too large or too small virtual re-
pulsive force cannot make the number of residue unknown
node achieve minimum. Since the virtual repulsive force
is too large, the MN would cross unknown nodes directly
which are in the vicinity of location-aware nodes; while the
virtual repulsive force is too small to ensure efficiency of
this strategy.

Fig. 7 Relationship between |FFF repulsive| and residue
unknown node

2) Smax

This section focuses on investigating the influence of the
changes in the maximum mean velocity for localization.
We deployed 30, 40, and 50 unknown nodes, respectively,
and adjusted Smax from 0.2m/s to 6m/s in interval 0.2.

|FFF repulsive| = 3; Smin = 0.5m/s; time = 1 000 s. Similarly,
other parameters are maintained fixed.

As shown in Fig. 8, when Smax = 0.2m/s, the number of
residue unknown nodes is two-third of all unknown nodes,
such as 18, 26, and 35, respectively. The number of residue
unknown nodes can achieve minimum as Smax ranges from
3m/s to 4m/s, i.e., 2, 3, and 2, respectively.

Fig. 8 shows that the maximum mean velocity should not
be too large, otherwise, the MN would also cross unknown
nodes directly, which leads to lower efficiency of this algo-
rithm.

Fig. 8 Relationship between Smax and residue unknown node

3) Smin

Similar to the simulation above, we deployed 30, 40, and
50 unknown nodes, respectively, and varied the value of
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Smin from 0 to 1 m/s in interval of 0.1. |FFF repulsive| = 3;

Smax = 3.5m/s; time = 1 000 s. Other parameters are
maintained fixed.

In Fig. 9, with the increase of Smin, the number of residue
unknown nodes gradually increases. When Smin = 0, the
number of residue unknown nodes realizes minimum, i.e.,
2, 3, and 5 respectively. When Smin = 1m/s, the number
of residue unknown nodes achieves maximum, i.e., 11, 14,
and 15 respectively. The simulation results in Fig. 9 testify
that the analysis mentioned in Subsection 2.3 is correct.

Fig. 9 Relationship between Smin and residue unknown node

Case 3. We measured the coverage ratio of
the proposed algorithm and VB-ERL at different times.
|FFF repulsive| = 3; Smax = 3.5m/s; Smin = 0. Other parame-
ter settings were similar to the experiment above. As shown
in Fig. 10, firstly, the coverage ratio of the proposed algo-
rithm increases rapidly, which is close to 80% at 650 s. But
the coverage ratio of VB-ERL is only close to 36% at 650 s.
Afterward, the coverage ratio of the proposed algorithm in-
creases slowly and reaches 100 % as time is about 1 300 s;
however, the coverage ratio of VB-ERL is only 62% at this
time. When the coverage ratio is equal to 20%, 30%, 40 %,
50%, 60%, 70 %, 80 %, 90 %, the proposed algorithm ap-
proximately spends 100 s, 150 s, 200 s, 350 s, 450 s, 550 s,
650 s, and 950 s, respectively; the VB-ERL spends about
400 s, 550 s, 700 s, 950 s, 1 050 s, 1 550 s, 2 150 s, and 3 000 s,
respectively. Accordingly, T ′′/TVB ERL is equal to 0.25,

0.27, 0.29, 0.36, 0.4, 0.35, 0.3, and 0.3, respectively. S/Smax

= 1/3.5 ≈ 0.29. The experimental results show that the
mathematical analysis is correct in Subsection 2.7, i.e., the

values of T ′′
TVB ERL

is in the neighboring range of 0.29. So,

the proposed algorithm can rapidly cover the total surveil-
lance region as compared to VB-ERL.

Case 4. This section focuses on investigating how three
strategies and their combinations impact on the localization
accuracy and the time. All parameters were the same as in
Case 3.

As shown in Table 1, the VB-ERL spends 2 150 s achiev-
ing 80% coverage ratio, while the algorithm using the ve-
locity adjustment strategy spends only 875 s covering 80 %
surveillance region. Since the velocity adjustment strategy
can adaptively increase the velocity of the MN in non-target
area, it can shorten the localization process and save the lo-
calization time; therefore, when moving distances are equal,
it costs less time than VB-ERL. However, the random-
ness of the Gauss-Markov mobility model cannot ensure
unknown nodes obtain non-collinear anchor coordinates,
which brings lower localization accuracy. We can approxi-

mately compute the whole running time based on the ve-
locity adjustment strategy and VB-ERL according to (24)
∼ (27). The perpendicular bisector strategy can also save
the localization time (1 950 s), but the time-saving is not re-
markable compared to the velocity adjustment strategy; its
main role is to improve the localization accuracy. Similarly,
the virtual repulsive force strategy ensures the MN spends
only 1 s leaving the communication range of location-aware
nodes or returning to the surveillance region, which can
also shorten the localization process (1 800 s). Likewise,
compared to velocity adjustment strategy, the time-saving
of the virtual repulsive force strategy is not remarkable and
its localization accuracy is lower as well. Since the times
which the MN leaves the surveillance region are random,
the more the time is, the more the sowing time is. Com-
bining the velocity adjustment strategy and the perpendic-
ular bisector strategy cannot only reduce the running time
in correspondence to 80% coverage ratio to 800 s, but also
improve the localization accuracy. Although combining the
velocity adjustment strategy and the virtual repulsive force
strategy can make the running time in correspondence to
80 % coverage ratio reduce to 750 s, the localization accu-
racy is still lower. Combining the perpendicular bisector
strategy and the virtual repulsive force strategy can save
more time than running these two strategies separately;
however, this combination approach still cannot achieve the
effect of the velocity adjustment strategy. Finally, if three
strategies, including the velocity adjustment strategy, the
perpendicular bisector strategy, and the virtual repulsive
force strategy, combined together, the time is reduced to
650 s and the localization accuracy is higher. Hence, these
experimental results validate that (29) is correct.

Fig. 10 Coverage ratios of the proposed algorithm and
VB-ERL

Case 5. This section estimates the performance of
the proposed algorithm and VB-ERL. We adjusted τ from
1 to 3, and defined anchor threshold ξ as 5, 10, 15. The
simulation time was 1 000 s. Other parameters were the
same as in the experiment above.

As listed in Table 2, τ = 1, ξ is set to 5, 10, and 15,
E = 0.16m, 0.12m, 0.06m for the proposed algorithm re-
spectively, E = 0.28m, 0.18m, 0.12 m for VB-ERL, respec-
tively. Obviously, the accuracy of the proposed algorithm
is higher than VB-ERL, this is because the proposed al-
gorithm considers how unknown nodes obtain more non-
collinear anchor coordinates. Similarly, when ξ = 5, τ = 1,
and the number of all unknown nodes is equal to 30, 40, and
50, respectively, the number of residue unknown nodes for
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the proposed algorithm is 3, 4, and 4, respectively; the cor-
responding number of residue unknown nodes for VB-ERL
is 14, 10, and 7. If we continue increasing the value of τ ,
the number of residue unknown nodes for the proposed al-
gorithm will continue decreasing. Consequently, compared
with VB-ERL, the proposed algorithm can provide more
location-aware nodes and higher localization accuracy.

Table 2 Performances of the proposed algorithm and VB-ERL

NodesNodesNodes
Approach Parameter Statistical item

= 30 = 40 = 50

τ = 1 Residue unknown nodes 3 4 4

ξ = 5 E 0.16 0.15 0.13

τ = 2 Residue unknown nodes 3 4 3

ξ = 5 E 0.17 0.15 0.14

τ = 3 Residue unknown nodes 2 3 2

ξ = 5 E 0.19 0.17 0.16

τ = 1 Residue unknown nodes 5 7 6

ξ = 10 E 0.12 0.11 0.1

The proposed τ = 2 Residue unknown nodes 5 6 5

algorithm ξ = 10 E 0.13 0.12 0.11

τ = 3 Residue unknown nodes 4 4 4

ξ = 10 E 0.13 0.13 0.12

τ = 1 Residue unknown nodes 6 8 7

ξ = 15 E 0.06 0.09 0.09

τ = 2 Residue unknown nodes 5 6 6

ξ = 15 E 0.07 0.1 0.1

τ = 3 Residue unknown nodes 4 5 5

ξ = 15 E 0.09 0.1 0.11

ξ = 5 Residue unknown nodes 14 10 7

E 0.28 0.25 0.29

VB-ERL ξ = 10 Residue unknown nodes 17 13 11

E 0.18 0.20 0.19

ξ = 15 Residue unknown nodes 21 16 14

E 0.12 0.15 0.14

4 Conclusion

Localization is one of the substantial issues in wireless
sensor networks. This paper addresses the issue of the lo-
calization based on a mobile anchor node. Using a mobile
anchor node instead of all stationary anchor nodes has sev-
eral notable advantages, including cost reduction, enhanc-
ing the localization accuracy, and so on.

In this paper, we present an adaptive localization ap-
proach for wireless sensor networks based on Gauss-Markov
mobility model which includes three strategies: 1) The per-
pendicular bisector strategy ensures that unknown nodes
obtain enough non-collinear anchor coordinates as soon as
possible; 2) The virtual repulsive force strategy impels that
the MN rapidly leaves the communication range of location-
aware nodes or returns to the surveillance region after the
MN was out of the boundary; 3) The velocity adjustment
strategy ensures that the MN automatically adjusts its ve-
locity in accordance with environmental change within the
surveillance region. We use four metrics to evaluate the
performance of the proposed algorithm, i.e., average local-
ization error, residue unknown node ratio, coverage area
ratio, and computational complexity. Simulation results
and analysis, comparing the proposed algorithm with VB-
ERL, show the computational complexity of two algorithm
are equivalent and the proposed algorithm is more efficient,
including less running time, lower energy consumption, and
higher localization accuracy.
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