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Abstract — A system for converting broadcast soccer video 

into 3D cartoon animation is proposed. The system can 
provide viewers with a new experience that can not be 
acquired from the original soccer video, by taking advantage 
of computer vision and computer graphics techniques. Firstly, 
computer vision techniques are employed to estimate the 3D 
positions of players and the ball. Then, players, the ball and 
the playfield are modeled by computer graphics techniques. 
Finally, 3D cartoon animation is generated based on the 
extracted 3D information and the pre-constructed player 
motion database. The system allows users to watch the game 
at arbitrary viewpoint using a virtual camera. On the other 
hand, content service providers can distribute the generated 
cartoon animation on their web portals or to mobile devices, 
for consumers to better enjoy the game1. 
 

Index Terms — Broadcast Soccer Video, 3D Cartoon 
Animation, Object Detection and Tracking, Camera Calibration, 
3D Position Estimation. 

I. INTRODUCTION 
Soccer has been one of the most popular sports games 

around the world, and has attracted hundreds of millions of 
people. Every year thousands of soccer games are held 
worldwide, and a huge amount of broadcast soccer video is 
recorded to facilitate further transmission, browsing, editing, 
etc. In most cases, the recorded soccer video only shows a 
single viewpoint of the game, though many cameras are 
deployed around the playfield during the game. Some viewers 
may wish to see how the ball streaks towards the goalmouth 
from the goalkeeper’s viewpoint. Others may want to have a 
bird’s eye view of a goal. Moreover, many web portals 
provide net surfers with cartoon animation of goal events after 
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important soccer games. The cartoon animation is generated 
mainly manually, which is labor-intensive and tedious. In 
addition, it only shows a single viewpoint of the game. 
Therefore, developing a system that can convert broadcast 
soccer video into 3D cartoon animation is of great value, 
which can relieve human burdens to a large extent, and can 
provide consumers with free viewpoint of the game. 

There are only a few related works in the literature, e.g., 
[1]-[3]. Matsui et al. [1] proposed an image synthesis system 
with broadcast soccer video as input. Their system can 
generate computer graphics animation from the viewpoint of 
any player; however, soccer ball is not considered in their 
system. Bebie and Bieri [2] presented the SoccerMan system, 
which can generate an animated 3D scene from a soccer video 
sequence. In their system, player is modeled as the so-called 
animated texture object, i.e., quadrilateral holding the player’s 
texture. Such a representation limits the available viewpoint, 
since a texture object is seen distorted when moving the 
viewpoint away from the original one. Moreover, soccer ball 
is not considered either. Recently, Yu et al. [3] presented a 3D 
reconstruction and enrichment system for broadcast soccer 
video, in which not only the goalmouth but also the midfield 
scene can be reconstructed. However, their system can just 
provide the main camera’s viewpoint. It is also worth noting 
that 3D reconstruction of dynamic events from multiple 
cameras has attracted much attention [4]. 3D reconstruction 
from multiple cameras can recover much more 3D information, 
and make the reconstructed 3D scene more realistic. However, 
multiple cameras system is very costly, and is not easy to 
deploy. Compared with multiple cameras video, broadcast 
soccer video has the advantage of being easily acquired. 

In this paper, we present a system Video2Cartoon, which 
can generate 3D cartoon animation from broadcast soccer 
video, and allows users to watch the game from arbitrary 
viewpoint using a virtual camera. The main advantages of 
our system are as follows. First, players and the ball are 
detected and tracked effectively. Second, by employing 
global motion estimation, the camera can be calibrated even 
when feature points on the playfield are insufficient. Third, 
the ball’s 3D positions can be estimated by camera self-
calibration, under the assumption that the ball follows a 
parabolic trajectory in the air. Fourth, players are modeled 
according to H-anim1.1 [5], which is the specification for a 
standard humanoid. Last but not least, to enhance viewing 
experience, the playfield is not only texture-mapped by 
image patches extracted from the playfield region, but 
decorated with billboards, auditoria, etc. 
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The rest of the paper is organized as follows. Section II 
provides an overview of the proposed system. In section III, 
3D information extraction is introduced. Section IV presents 
the method for generating 3D cartoon animation. Section V 
provides some experimental results. In the last section, we 
draw some conclusions with discussions on future work. 

II. SYSTEM OVERVIEW 
Fig. 1 provides an overview of the proposed system, which 

consists of two main modules: 3D information extraction and 
3D cartoon animation generation. By utilizing computer 
vision techniques, the first module estimates the 3D positions 
of players and the ball. First, players and the ball are detected 
and tracked. Then, the camera is calibrated for each frame. 
Finally, the 3D positions of players and the ball are estimated. 
In the second module, computer graphics techniques are 
employed to generate 3D cartoon animation. First, playfield is 
modeled according to the Laws of the Game of FIFA [6]. 
Second, player is modeled based on H-anim1.1 [5], which is 
the specification for a standard humanoid. Third, 3D cartoon 
animation is generated based on the extracted 3D information 
and the pre-constructed player motion database.  
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Fig. 1. An overview of the proposed system. 
 

III. 3D INFORMATION EXTRACTION 
3D information extraction from monocular video is 

generally a difficult task, since information is lost when 
projecting 3D scene onto 2D image plane. To make the task 
tractable, some prior knowledge is needed. In soccer domain, 
the lengths of mark lines within penalty area are known; 
therefore, the camera can be calibrated, and the corresponding 
position in world coordinate system of the pixel within 
playfield can be computed. In what follows, we introduce the 
key steps in the module of 3D information extraction in detail. 

A. Players Detection and Tracking 
In this subsection, a framework for multiple players 

detection and tracking is proposed as shown in Fig. 2. For 

each video frame, the playfield region is segmented firstly. 
Then, non-playfield regions are extracted and further 
classified as players and non-players by supervised learning. 
After that it is judged whether each identified player region is 
a new player. If new player appears, a tracker is assigned and 
initialized. Otherwise, player tracking is conducted. Finally, 
each tracked player region is verified by a classifier, which is 
the same as the one used in player detection step. If a tracked 
player region is classified as non-player region in several 
consecutive frames, the tracker is released. In the following, 
the methods for player detection and tracking are introduced. 
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Fig. 2. The framework of multiple players detection and tracking. 
 

1) Player Detection 
In soccer video, players usually locate in the playfield 

region, and the playfield color is the dominant color in most 
cases. These constraints simplify and accelerate player 
detection. Firstly, the playfield region is segmented by an 
efficient method [7], in which Gaussian mixture model (GMM) 
is used to model the playfield color. The parameters of GMM 
are estimated by Expectation-Maximization (EM) algorithm 
from video frames which are sampled online. Then, region 
growing [8] is employed to extract connected components 
within the playfield region. After filtering out some noisy 
regions, the left ones are fed into a classifier to identify 
whether they are player regions or not. 
 

 
Fig. 3. Training samples of SVM for player detection. 

 

(a) (b) (d)(c)  

Fig. 4. Player detection results. (a) the original frame. (b) after playfield 
detection. (c) after post-processing. (d) after support vector classification. 
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Support vector machine (SVM) [9] has been extensively 
used in pattern recognition community, and has demonstrated 
good performance in small sample size. Here, SVM is adopted 
as the classifier. The feature used for SVM is the region’s 
color histogram in Hue-Saturation-Value (HSV) color space 
[10]. Since color information is only reliable when both the 
saturation and the value are not too small, only those pixels 
whose saturation and value are above certain thresholds 
contribute to HS histogram, and the left ones contribute to V 
histogram. Then, the two histograms are concatenated to form 
the final feature vector. Some training samples are shown in 
Fig. 3. Fig. 4 provides the procedure of player detection. 

2) Player Tracking 
Among a large body of tracking algorithms, particle filter 

[11] has demonstrated good performance due to its ability to 
deal with nonlinear and non-Gaussian cases. Moreover, it is 
robust to partial occlusion and background clutter by virtue of 
its ability to maintain multiple hypotheses. Color-based 
particle filter [10] is used to track each player. The design of 
particle filter contains two main parts: dynamic model and 
observation model. For dynamic model, first order 
autoregressive model is adopted. For observation model, color 
histogram which is the same as the one used in player 
detection is employed. Moreover, we improve particle filter 
by support vector regression (SVR) [9], and term the 
improved particle filter as SVR particle filter [12]. The basic 
idea is to apply SVR after particle weighting step to obtain a 
regression function, which is then used to re-weight particles. 
Since neighborhood particles are considered in regression, the 
influence of some noisy particles can be relieved. 

B. Ball Detection and Tracking 
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Fig. 5. The flowchart of ball detection and tracking. 

 
Ball detection in broadcast soccer video is a challenging 

task mainly due to the following factors. First, the ball’s color, 
shape, and size change over frames. Second, the ball is 
sometimes occluded by players, or merged with mark lines. 
Third, many other objects are similar in appearance to the ball, 
such as some regions of players. To enhance the robustness of 
ball detection, temporal information should be considered. In 
this subsection, we propose a scheme for ball detection and 
tracking as shown in Fig. 5. In ball detection procedure, color, 

shape and size are used to extract ball candidates in several 
consecutive frames. Then a weighted graph is constructed, 
with each node representing a candidate and each edge linking 
two candidates in adjacent frames. Finally, Viterbi algorithm 
is applied to extract the optimal path which is most likely to 
be the ball’s path. Once the ball is detected, tracking 
procedure based on Kalman filter and template matching is 
started. Kalman filter and the template are initialized using 
ball detection results. In each tracking step, the ball’s location 
is verified to update the template and to guide possible ball re-
detection. 

1) Ball Detection 
The basic idea of ball detection is to hold multiple 

hypotheses of the ball’s locations by graph. We extract the 
optimal path of the graph as the ball’s locations rather than 
identify whether a single object in a single frame is the ball or 
not, since many objects are similar in appearance to the ball. 

Based on the observation that the ball’s color is nearly 
white in far-view video, white pixels are first segmented by 
(1) in normalized RGB color space, i.e., rgb color space. 

2 2 21 11  ( ( , ) ) ( ( , ) ) ( , )
( , ) ,3 3

0  

r x y b x y a I x y c
B x y

otherwise

⎧ − + − ≤ ∧ ≥⎪= ⎨
⎪⎩

(1) 

where ( , )B x y  is a binary image, and ( , )I x y is the intensity 
value of the pixel ( , )x y . The thresholds are set to be 

0.05a = and 160c = empirically. After filtering out noises by 
morphological close operation, region growing [8] is used to 
extract connected components. Then, several features are used 
to obtain ball candidates, including the object’s size, the ratio 
of the length and the width of the object’s minimal bounding 
rectangle (MBR), the area ratio of the object and its MBR. In 
order to adapt to various ball appearances, the thresholds are 
set as loosely as possible. In our experiment, the threshold of 
the first feature is set as differently as the object appears at 
different image position, the threshold of the second one is set 
to be 1.5, and the threshold of the third one is set to be 0.5.  

After candidates detection over T consecutive frames, a 
weighted graph is constructed. Each graph node represents a 
ball candidate. Each graph edge links two candidates i and j in 
adjacent frames t and 1t + , respectively, whose Euclidean 
distance ,

t
i jd is smaller than the threshold maxd . By (2) each 

node is assigned a weight representing how it resembles a ball. 
And each edge is assigned a weight by (3) denoting how 
likely the two nodes correspond to the same object. 
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where t

ic is called Circular Variance (CV) [13] (The less CV is, 
the more the contour resembles a circle.), kp is a contour point, 
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M is the number of the contour points, μ is the centroid of the 
contour, rμ is the average distance from the contour points to 
the centroid, and ,

t
i js and ,

t
i jg are the size and the gray-level 

similarity of the two candidates respectively, with sϖ and gϖ as 
the corresponding weights (For simplicity we 
set 0.5s gϖ ϖ= = ). We assume that ( , )w hΔ Δ obeys Gaussian 
distribution, where wΔ and hΔ are the width difference and the 
height difference between MBRs of the two candidates, 
respectively. Then, ,

t
i js can be defined by (4), where Σ can be 

estimated from ball samples. ,
t
i jg as defined in (5) is the gray-

level normalized cross correlation of the two candidate regions, 
where vectors 1I

r
and 2I

r
are obtained through raster scanning of 

the candidate regions. If the candidate regions are not equal in 
size, they are adjusted to equal size before scanning. 
 
 , (0, )t

i jS N= Σ  (4) 
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1. Initialization: 1 1
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2. Recursion: 
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4. Path backtracking: 1 1( )t t tq qψ + += , 1,  , 1t T= − L  
Fig. 6. Ball localization based on Viterbi algorithm 
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Fig. 7. An illustration of the weighted graph. The optimal path is marked 
in bold black line. 
 

Finding the optimal path of the graph is a typical dynamic 
programming problem, where Viterbi algorithm is employed 
and is depicted in a similar way to [14] as shown in Fig. 6. 
Note that the graph can be constructed incrementally. Let 

t
jP be the optimal path ending at thj candidate in frame t , and 

then the notations in Fig. 6 are explained as follows. tN is the 
number of candidates in frame t , t

jδ is the sum of node and 

edge weights along t
jP , ( )tΨ j is the index linking to the 

candidate in frame 1t − on t
jP , and 1, ,{ }t t Tq = L is the optimal path. 

If the length of the optimal path is less than T , then the 
observation window is moved forward by one frame and the 

ball detection procedure is run again. An illustration of the 
graph and its optimal path is shown in Fig. 7. 

2) Ball Tracking 
In ball tracking procedure, Kalman filter based template 

matching (in terms of gray-level normalized cross correlation 
in (5)) is employed. Kalman filter predicts the ball’s location 
in the next frame and filters the tracking result in the current 
frame. Template matching is used to obtain the observation. 
Kalman filter and the template are initialized using the ball 
detection results. A constant velocity dynamics model is 
adopted for Kalman filter. Due to space limit, we refer the 
interested readers to [15] for more details about Kalman filter. 

A simple but effective method is adopted to make the 
tracker adaptable to the ball’s scale change over frames. A 
slightly larger block ( 1 , 1 , 2 , 2 )x y x y− Δ − Δ + Δ + Δ is generated 
for the matched ball region ( 1, 1, 2, 2)x y x y , where ( 1, 1)x y and 
( 2, 2)x y are the top-left coordinates and the bottom-right 
coordinates of the matching region, respectively. The same 
method in ball detection procedure is used to extract the object 
and equation (2) is used to evaluate whether it is the ball. If 
the ball is detected, the template is updated. Otherwise, the 
number of consecutive missing detections is counted, and if it 
is larger than a predefined threshold (say 5); the ball detection 
procedure is run again. 

C. Camera Calibration 
Camera calibration is a necessary step in order to extract 3D 

metric information from 2D images. With the increase of the 
number of parameters to be estimated, techniques for camera 
calibration vary from simple to complex forms. In soccer 
video, some prior knowledge can be used to simplify the 
process of camera calibration. First, the playfield can be 
regarded as a plane, which reduces 3 4×  projective matrix 
(camera matrix) to 3 3× one, i.e., homography [16]. Second, 
the lengths of mark lines within penalty area are known in 
advance according to the Laws of the Game [6]. This can be 
used to recover 3D metric information. Third, the position of 
the main camera is nearly fixed, which makes the 3D position 
estimation of the camera possible. Here, we are only interested 
in the homography between the playfield model and its image, 
which is termed as model-to-image homography, and the 3D 
position of the main camera. In the following, we introduce 
the techniques to estimate these parameters. 

1) Model-to-Image Homography 
Given four correspondence points in general positions 

between the playfield model and its image, homography tH  
can be estimated directly [16]. Since the length and the width 
of the playfield are not known, only the intersection points of 
mark lines within penalty area can be used to estimate the 
homography as shown in Fig. 8. Let [ , ]T

p X Y=M be a point 

o n  t h e  p l a y f i e ld  and [ , ]T
t u v=m be  i t s  image  wi th 

[ , ,1]T
p X Y=M% a n d [ , ,1]T

t u v=m% a s  t h e i r  h o mo g e n o u s 

coordinates, respectively. Then pM% and tm% have the relation 
 
 .t t p=m H M%%  (6) 
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Fig. 8. The playfield model of soccer game. The points marked by red dot 
can be used to estimate model-to-image homography.  
 

If correspondence points are insufficient, i.e., less than four, 
model-to-image homography can be estimated indirectly. 
Since the camera is fixed and only perform rotation and 
zooming, two images of the playfield can also be related by a 
homography [16]. To avoid confusion, we call this 
homography as image-to-image homography, which is 
estimated by global motion estimation [17]. To enhance the 
robustness of global motion estimation, player regions are 
eliminated, and Kanade-Lucas-Tomasi (KLT) good features 
are used to initialize the translation parameters. More details 
can be found in our previous work [18]. Let 1t t← −P be image-
to-image homography between video frames 1t − and t . 
Then 1t−m% and tm% can be related by (7) 
 
 1 1t t t t← − −=m P m% %  (7) 
 
From (6) and (7), we can derive (8) 
 
 1 1.t t t t← − −=H P H  (8) 
 
From (8) we can further derive (9). If t k−H in the previous 
frame has been estimated, tH can be obtained by (9). Note this 
technique has extensively been used in image mosaic. 
 
 1 1 2 1t t t t t t k t k t k← − − ← − − + ← − −=H P P P HL  (9) 
 

2) Calibration of the Camera Position 
Let [ , , ]TX Y Z=M be a scene point with its homogenous 

coordinate as [ , , ,1]TX Y Z=M% , then imaging process can be 
described as follows 
 

 
0

0[ | ] ,   with 0 ,
0 0 1

u
s v

α γ
β

⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥⎣ ⎦

m K R t M K%%  (10) 

 
where s is an arbitrary non-zero scale factor, R and t , called 
the extrinsic parameters, are rotation and translation 
respectively, which relate the world coordinate system to the 
camera coordinate system, and K is called the camera intrinsic 
parameters matrix, with α and β the scale factors in image 

u and v axes, γ the skewness of the two image axes, and 

0 0[ , ]u v the coordinates of the principal point. Note the 
subscript t is omitted for brevity in this subsection. 

Denote 1 2 3[     ]=H h h h and 1 2 3[     ]=R r r r . Since 0Z = on 
the playfield plane, then from (6) and (10) we can derive (11) 
 
 1 2 1 2 3[     ] [     ],λ=K r r t h h h  (11) 
 
where λ is a non-zero scale factor. Once K is known, the 
extrinsic parameters are readily computed. From(11), we have  
 
 1 1 1

1 1 2 2 3 1 2 3,   ,  ,  λ λ λ− − −= = = × =r K h r K h r r r t K h  (12) 
 
with 1 1

1 21/ || || 1/ || ||λ − −= =K h K h  [19]. Finally the camera’s 
3D position cwt in world coordinate system can be obtained by  
 
 1 .cw

−= −t R t  (13) 
 

Since the main camera can be regarded as a rotating and 
zooming camera, we adopt [20] to calibrate the intrinsic 
parameters K . γ is assumed to be zero, and 0 0[ , ]u v is assumed 
to be at the image center. This setting hardly affects the result 
as indicated by [21]. Then onlyα and β need to be estimated. 
They can be acquired by solving the equation system (14) 
 

 
13 2311 21 12 22 2

11 31 12 32 13 332

11 31 22 32 23 33

,
p pp p p p

p p p p p p
p p p p p p

α

β

−⎡ ⎤⎡ ⎤
⎡ ⎤ ⎢ ⎥⎢ ⎥ = −⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦

 (14) 

 
where , , 1, 2,3ijp i j = is the element of homography P . 

D. 3D Position Estimation of Players and the Ball 
Once players and the ball are tracked from frame to frame 

and the camera is calibrated, 3D positions of players and the 
ball can be estimated. In what follows, we introduce the 
techniques for 3D position estimation of players and the ball. 

1) 3D Position Estimation of Players 
3D position estimation of players is straightforward, since 

players locate on the playfield plane in most cases. When 
players jump away from the playfield, it is difficult to estimate 
the 3D position only from monocular video. Knowing the 
player’s image position tm% , the player’s position on the 

playfield plane pM% can be recovered by (15) 
 
 1

p t t
−=M H m% %  (15) 

 
2) 3D Position Estimation of the Ball 

Estimating 3D position of the ball from monocular video is 
generally a difficult task. However, if we assume that the ball 
travels a parabolic trajectory, i.e., the ball flies in a plane 
which is perpendicular to the playfield plane, 3D position of 
the ball can be estimated. As shown in Fig. 9, 3D position of 
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the ball is determined by the intersection point of the line 
l and the planeπ . l is determined by the camera position C 
and the ball’s virtual shadow S on the playfield plane 
(regarding the camera as a light source). π is determined by A 
and B, which are the intersection points between the ball’s 
trajectory and the playfield plane. A, B, S can be determined 
by (15), given these points’ image positions. Note virtual 
shadow’s image position is actually the ball’s image position. 
When A or B can not be obtained in some conditions, e.g., the 
ball is kicked by a player before it reaches the playfield, π  
can also be determined by searching a plane, in which the 
ball’s trajectory is most likely to be a parabola. More details 
can be found in our previous work [22]. 
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Fig. 9. The geometrical relationship among the camera position, the ball’s 
3D position, the ball’s shadow position, and the ball’s flying plane. 
 

IV. 3D CARTOON ANIMATION GENERATION 
Once 3D information is extracted, 3D cartoon animation 

can be generated by employing computer graphics techniques. 
In the following, we introduce the key steps in this module. 

A. Playfield Modeling 

 
Fig. 10. Several different views of the playfield 

 
Playfield modeling is straightforward, since many 

parameters of the playfield are known according to the Laws 
of the Game [6], except the length and the width of the 
playfield, which can be estimated online by model-to-image 
homography. To enhance viewing experience, the playfield is 
not only texture-mapped by image patches which are extracted 

from the playfield region, but also decorated with billboards, 
auditoria and so on. Fig. 10 provides several different views 
of the playfield. 

B. Player Modeling 
Player model is built according to H-anim1.1 [5], which is 

the specification for a standard humanoid; hence, it can 
simulate almost all kinds of actions that a player can perform. 
Furthermore, we can change the color of the player’s jersey, 
shorts, stockings, and shoes. Several different views of a 
player are shown in Fig. 11. 
 

 
Fig. 11. Several different views of a player. 

 
C. Generating 3D Cartoon Animation 
The generation of 3D cartoon animation consists of two 

main parts. One is the ball’s animation. And the other is the 
player’s animation. Before generating cartoon animation, the 
trajectories of players and the ball are smoothed by Gaussian 
filtering in order to eliminate noises. Compared with the 
player’s animation, the ball’s animation is much easier. The 
ball is modeled as a white sphere, whose center is placed on 
the 3D trajectory of the ball. The player’s animation is not that 
easy, since it is a difficult task to recover the player’s 3D 
articulated motion in monocular video. And the fact that the 
player’s region is in low resolution in far-view video also adds 
much challenge. In our current implementation, we try to 
recover the player’s motion type including run, walk and stop 
from analyzing the player’s trajectory. Firstly, using motion 
capture device, we built the player’s motion database which 
includes run, walk, etc. Then, the player’s trajectory is divided 
into several non-overlapping segments according to the same 
temporal interval (e.g. 1s). For each segment, the average 
magnitude of velocity is computed. If it is greater than a 
predefined threshold, the motion type of the segment is 
classified as run; or else if it is less than another predefined 
threshold, the motion type of the segment is classified as stop; 
otherwise, the segment is classified as walk segment. Finally, 
for each segment the corresponding motion data is retrieved 
from the database to drive the player model, and the player’s 
motion direction is determined by the direction of velocity. 

V. EXPERIMENTAL RESULTS 
We developed the Video2Cartoon system based on Visual 

C++ 6.0 and OpenGL. The system allows users to control a 
virtual camera to perform pan, tilt, and zoom, and to change 
the viewpoint. Moreover, by using the direction keys and the 
mouse, users can roam around the playfield. In this section, 
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we perform experiments on several clips of broadcast soccer 
video to evaluate the performance of the system. The video 
data was recorded from TV broadcast of Euro Cup 2004, and 
was compressed by MPEG-II with the frame rate of 25 fps 
and the resolution of 352x288. 

A. Players Detection and Tracking 
Experiments are performed on five far-view video clips. 

Table I shows the results of the five clips with 1405 frames in 
total. Due to good performance of SVM detector and particle 
filter tracker, the precision rate is very high; therefore, only 
recall rate is given. From Table I we can see that the overall 
recall rate is 90.4%. In some situations players can not be 
detected and tracked. This arises from two main reasons. One 
is that the player region is so small that it is treated as noise. 
The other is that the player region is so close to the caption, 
logo, and mark line that it is filtered out in the post-processing 
step after playfield detection. 

TABLE I 
PLAYERS DETECTION AND TRACKING RESULTS 

video clip #frame #players #detected 
&tracked recall (%) 

pclip1 399 1232 1146 93.0 
pclip2 271 795 713 89.7 
pclip3 315 1241 1053 84.9 
pclip4 230 763 694 91.0 
pclip5 190 644 619 96.1 
total 1405 4675 4225 90.4 

 
B. Ball Detection and Tracking 
To evaluate the performance of ball detection and tracking, 

we perform experiments on two representative video clips with 
1369 frames in total. Some statistics of the results are shown in 
Table II. The playfield appearance of the first clip is really poor. 
The playfield color is far away from green. Part of the playfield 
is under sunshine, while the rest of the playfield is under the 
shadow of the stadium. The playfield appearance of the second 
clip is very good. The playfield color is green. And there is no 
shadow on the playfield. We manually marked the ground truth. 
We say that a frame contains a ball, if we can find it not 
depending on the previous and the following frames.  

TABLE II 
BALL DETECTION AND TRACKING RESULTS 

video 
clip 

# 
frame 

# 
ball 

#detected
&tracked 

#false 
positive 

precision 
(%) 

recall 
(%) 

bclip1 650 600 460 53 89.7 76.7 

bclip2 719 631 533 65 89.1 84.5 

total 1369 1231 993 118 89.4 80.7 

 
From Table II we can see that the precision rates of the two 

clips are very close, while the recall rate of the first clip is 
lower than that of the second one. This is mainly because poor 
lighting condition makes detection of the ball difficult. 
Another reason of low recall rate is that the ball is occluded by 
players, or merged with mark lines. The false positives are 
mainly due to the fact that the ball is totally occluded by 
players or merged with mark lines, while at the same time the 
socks of players or some line segments are most likely to be 
the ball.  

C. 3D Position Estimation 
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Fig. 12. The estimated height of the goalpost on three video clips. The red 
straight line indicates the true height of the goalpost which is 2.44m. 
 

In this subsection we evaluate the performance of 3D 
position estimation. However, the ground truth of the ball is 
very hard to be obtained. Fortunately, the height of the 
goalpost is known according to the Laws of the Game [6]. 
And we use it to evaluate our approach. The plane is 
determined by the two goalposts. The line is determined by 
the camera’s position and the virtual shadow of the top of the 
goalpost. The estimated height of the goalpost on three video 
clips is shown in Fig. 12, where the red straight line indicates 
the ground truth (2.44m). Only the first frame’s model-to-
image homography is computed from the intersection points 
of mark lines. The subsequent frames’ homography is 
computed by global motion estimation. The deviation from the 
ground truth is mainly due to the error accumulation of global 
motion estimation, the digitization error of video frame, the 
inaccuracy of pin-hole camera model, etc. However, for 
generating cartoon animation, the proposed approach for 3D 
position estimation is acceptable. 

D. Generating 3D Cartoon Animation 
Since goal events are most attractive to viewers in soccer 

games, we take them as case study and perform experiments 
on five video clips of goal events. Due to space limit, we only 
present the result from a video clip of a goal, which is 
recorded from TV broadcast of a match between Portugal and 
Russia in Euro Cup 2004. Sample frames are shown in Fig. 13. 
Fig. 13(a) is the original soccer video. Fig. 13(b)-(d) present 
the generated cartoon animation from different viewpoints. 
The video data can be accessed on our lab’s website 
http://www.jdl.ac.cn/en/project/mrhomepage/En_index.htm. 

VI. SUMMARY AND FUTURE WORK 
A system for converting broadcast soccer video into 3D 

cartoon animation is proposed. By taking advantage of 
computer vision and computer graphics techniques, the system 
allows users to change the viewpoint, and also allows users to 
roam around the playfield using the direction keys and the 
mouse. Our system has some potential applications. Content 
service providers can use the system to generate cartoon 
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animation of a goal from arbitrary viewpoint, and distribute it 
on their web portals, or to mobile device users (e.g. cell phone 
users). On the other hand, customers themselves can use the 
system to generate their personalized cartoon animation, by 
switching the viewpoint, changing the billboards from one to 
another, etc. 

Currently the system is not fully automatic. This is mainly 
due to the following factors. First, automatically determining 
the ball’s starting and ending points on the playfield plane is 
not easy. Second, it is not trivial to robustly determine the 
correspondence points between the playfield model and its 
image. Third, long-time occlusion among players makes the 
tracker fail to work. Currently, we deal with these problems 
manually, and leave the solutions to them for future work. 

Key frame based tracking algorithms [23], [24] provide a 
possible solution to player occlusion problem. By identifying 
the player’s region in key frames before and after occlusion, 
optimization algorithm can be employed to extract the player’s 
trajectory during occlusion. In future work, recovering the 
player’s 3D articulated motion from low resolution image is 
another problem worthy of research. This will make the 
generated cartoon animation more realistic and vivid. Efros et 
al.’s work [25] lies in this direction. 
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