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Abstract—The majority of existing work on sports video anal-
ysis concentrates on highlight extraction. Little work focuses
on the important issue as how the extracted highlights should
be organized. In this paper, we present a multimodal approach
to organize the highlights extracted from racket sports video
grounded on human behavior analysis using a nonlinear affective
ranking model. Two research challenges of highlight ranking are
addressed, namely affective feature extraction and ranking model
construction. The basic principle of affective feature extraction
in our work is to extract sensitive features which can stimulate
user’s emotion. Since the users pay most attention to player
behavior and audience response in racket sport highlights, we
extract affective features from player behavior including action
and trajectory, and game-specific audio keywords. We propose
a novel motion analysis method to recognize the player actions.
We employ support vector regression to construct the nonlinear
highlight ranking model from affective features. A new subjective
evaluation criterion is proposed to guide the model construction.
To evaluate the performance of the proposed approaches, we
have tested them on more than ten-hour broadcast tennis and
badminton videos. The experimental results demonstrate that our
action recognition approach significantly outperforms the existing
appearance-based method. Moreover, our user study shows that
the affective highlight ranking approach is effective.

Index Terms—Action recognition, affective analysis, highlight
ranking, semantic analysis, sports video analysis.

1. INTRODUCTION

ITH the explosive growth in the amount of video data,
Wentirely manual annotation of huge video databases
is neither feasible nor appropriate. This trend has resulted in
growing research interest in automatic content-based video
analysis. From a general user’s point of view, efficient video
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archiving facilitates the convenient content browsing to easily
access the highlight segments in the media stream. Neverthe-
less, automatic highlight analysis for video summarization is
still far from satisfactory in terms of semantic gap between
the richness of user semantics and the simplicity of perceptual
features of video data.

Two major issues are included in highlight analysis for video
summarization [10], which are 1) how to extract highlight con-
tent and 2) how to organize extracted content into limited dis-
play duration or space. One of the possible solutions to the first
issue is highlight extraction which has been extensively studied
[2], [4]-[71, [37], [38]. With the extracted highlight content, the
second issue is emphasized on organizing the structure of video
summary to adapt for the user preference. In terms of the gen-
eral experience for digital multimedia broadcasting, most users
prefer to first browse the more interesting scenes rather than
insipid content, and sometimes prefer to view the most inter-
esting highlights due to the device capacity and time limitation.
There exists a compelling case to organize the highlight content
in a ranking manner preferably according to highly personal-
ized requirement and affective criteria. Endowing an automated
system with such affective ranking capability for video summa-
rization will lead to exciting applications that enhance existing
video retrieval systems. However, immediately related work in
affective highlight ranking is little. This is mainly due to the dif-
ficulty of bridging the affective gap, especially in the case where
high-level semantics are labeled by low-level perceptual cues of
video content [11].

In this paper, we propose an affective highlight analysis ap-
proach for racket sports [12]. As an important video document,
sports video has attracted increasing attention in automatic
video analysis [1]-[9] due to its wide viewership and tremen-
dous commercial potential. Inside the category of sports games,
a distinction can be generally made between time-constrained
games and score-constrained games. Sports like soccer, basket-
ball, and football are time-constrained in the sense that there
is relatively loose structure in the progress of the game and
have distinct highlights e.g., goal in soccer. Contrastively, the
structure of score-constrained games, such as racket sports
like tennis and badminton, is highly formulaic with the result
that such kind of sports video is composed of a restricted
number of typical scenes producing a repetitive pattern. In
racket sports video, there is one dominant camera view (e.g.,
in-play shot in tennis) that contains almost all the semantically
meaningful content (scoring events). All the scoring events
can be aggregated as the highlight content. Consequently, it is
more crucial for racket sports to effectively rank and structure
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the highlight segments to match the user’s personalized query
and summarize them to fit within an allocated browsing time.
Unfortunately, few efforts have been devoted to this problem.

Humans perceive the impressive degree of highlight content
via the nature of emotions. Yet it is a difficult task to create auto-
matic methods for highlight evaluation. The main challenge lies
in the extraction of audio-visual cues from video in the affec-
tive context, namely affective features which can effectively re-
flect the highlight impression from human perception. Though
low-level feature has the advantages of easily computing and
wide range of applications, it cannot discover the deep insight
of highlight at the affective level. The mid-level representa-
tion, e.g., player’s action or trajectory which is generated based
on low-level features resorting to learning and recognition ap-
proaches, characterizes the semantic concepts of video content
in a certain extent. As an analogy to bridge the semantic gap
using mid-level cues, we can extract the affective features from
mid-level video representation to overcome the existence of af-
fective gap. In addition, ranking model is the most important
element in the highlight organization scenario. From machine
learning point of view, ranking process can be treated as the
simulation of human’s evaluation on the highlight impression
from subjective perception. Thus, we can construct the ranking
model using supervised learning methods.

In this paper, we develop a multimodal approach grounded
on human behavior analysis to organize the highlight segments
extracted from the broadcast racket sports video using non-
linear affective ranking model. Fig. 1 illustrates the flowchart
of our approach. Low-level visual features are used to detect
the in-play shots describing the scoring events, which are
the highlight content of racket sports video. As sports high-
lights represent atomic entities at the semantic level, low-level
features cannot capture the luxuriant insight of the highlight
content. The moving object in sports video is one kind of
effective mid-level representation for video content. In our
approach, human behavior including the player’s actions and
trajectories performed in the match is analyzed and exploited
to form the visual mid-level features for one in-play shot. Most
techniques available in the literature for moving object based
sports video analysis have focused on tracking the movement
trajectory of the player and ball [13]-[15]. As one primary
work, we propose a novel motion analysis method to recognize
the player actions in the in-play shots of racket sports video.
Since the content of video is intrinsically multimodal, a set of
game-specific audio keywords are generated as the comple-
mentary of mid-level representation from auditory modality.
For each in-play shot, affective features are extracted from ac-
tion-trajectory-audio representation as the highlight attributes
in the affective context. The basic principle of the affective
feature extraction is to extract sensitive features which can
easily stimulate user’s emotion. Action and trajectory reflect
the player behavior exhibited in the game, which are the most
attractive focus paid attention by the user. On the other hand,
the audio effects responded by audience in the video present the
human perception about the highlight degree of video content.
Finally, we conduct action-trajectory-audio based affective
highlight ranking. The extracted affective features are exploited
as the input of ranking model and the output of the model is the
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Fig. 1. Flowchart of multimodal approach for affective highlight ranking in
broadcast racket sports video.

automatic estimation of impressive confidence for the in-play
shot. Such highlight ranking organizes the highlight content
with a hierarchical structure according to the ranking confi-
dence and facilities two personalized content browsing fashions
for broadcast racket sports video: scalable summarization and
hierarchical browsing.

The rest of the paper is organized as follows. Section II in-
troduces the existing work devoted to sports video analysis.
Taking tennis game as an example in Section III, we present the
motion based player action recognition approach in the broad-
cast racket sports video. Section IV describes the multimodal
approach of affective highlight ranking and depicts that this
ranking approach facilities the scalable summarization and hi-
erarchical browsing of racket sports video. In Section V, exper-
imental results are reported and analyzed. Meanwhile, the ex-
periments demonstrate that our action recognition approach can
be easily extended to other racket sports domains. Finally, we
conclude the paper in Section VI.

II. RELATED WORK

In this section, we review the state-of-arts in sports video
analysis according to three hierarchical layers for current re-
search routine which are low-level, mid-level, and high-level
analysis respectively. To distinguish our work from other related
work, we also discuss human behavior recognition in the broad-
cast sports video and its role on semantic and affective video
analysis.

A. Three Hierarchical Levels for Sports Video Analysis

1) Low-Level Processing Based Analysis: Low-level fea-
tures have been widely used for sports video analysis and
various approaches have been proposed on structure analysis,
event detection and summarization in sports video. Low-level
features can be extracted from different modalities (e.g., audio
and visual) in the video. These features can be used separately
or combinatorially. For example, visual features including
dominant color ratio, shot boundary, and aspect ratio of referee
region were employed to accomplish various events detection
and summarization for soccer game [2]. Audio features in-
cluding short time energy, Mel-frequency cepstral coefficients,
and speech pitch were applied for semantic analysis of sports
game [4]. The combination of audio and visual features was
used for sports video analysis in [18]. However, it is difficult to
robustly and accurately detect events using low-level features
only due to the semantic gap between low-level features and
high-level events.

2) Mid-Level Representation Based Analysis: Generic low-
level features only deal with representing perceived content,
but not with semantics. To bridge the semantic gap between
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low-level features and high-level events, one possible solution is
to introduce a middle level representation. In [22], a mid-level
feature layer was introduced in the framework of event detec-
tion for sports video. Various approaches have been proposed
from the aspect of visual [22], [23], audio [19], [24] and text [6],
[25], [53], respectively. The objects in sports video can be con-
sidered as an effective mid-level representation to facilitate se-
mantic analysis. For example, the actions performed by players
in tennis game reveal the process of the game and the tactics of
the players [26]. The movement of players in the video provides
useful information for analysis and understanding of the game
[13], [14].

3) High-Level Analysis Based on Multimodality: The inte-
grated use of various information sources is the trend in high-
level analysis of sports video. With the enhancement of more
information available, the result of sports video semantic anal-
ysis will improve when a multimodal approach is applied. Two
categories can be differentiated for the approaches of high-level
analysis: rule-based and model-based. For example, heuristic
rules were exploited to combine the game-specific audio key-
words, camera motion patterns, and homogeneous regions to de-
tect events in tennis video [19]. Beyond heuristic rules, statistic
models are frequently used for multimodal semantic analysis,
e.g., hidden Markov model [18], support vector machine [22],
and finite state machine [5]. Different from semantic analysis,
affective content understanding of semantic events brings an-
other dimension to content-based browsing resorting to the ide-
ology of affective computing [35]. Affective computing seeks
to provide better interaction with the user by understanding the
user’s emotional state and responding in a way which influences
or takes into account the user’s emotions [39]. Some methods
based on affective computing for highlight extraction have been
proposed [36]-[38]. With the application of affective computing
in sports video, highlight ranking [20], [21] can be conducted.
Highlight ranking extracts the affective cues from video to de-
scribe the excitement of content sequence. In [20], time dura-
tion of five semantic scenes in the broadcast soccer video were
derived as affective features. In [21], six affective features of
scoring event were extracted mainly from mid-level audio key-
words and the supervised highlight model was exploited to eval-
uate the confidence of excitement.

B. Human Behavior Recognition in Broadcast Footage

Most existing approaches for moving object based sports
video analysis have focused on tracking the movement trajec-
tory of the player and ball [13]-[15]. Sudhir et al. [13] exploited
the domain knowledge of tennis video to develop a court line
detection algorithm and a player tracking algorithm for the
purpose of automatically generating high-level annotation of
play events. In [14], a real time tracking approach for player
and ball in tennis game was presented. This work was based
on specific-set camera system and cannot be straightforwardly
applied to the broadcast video. Unlike object-based algorithm,
Yu et al. [15] proposed a trajectory-based algorithm to detect
and track the ball in the broadcast tennis video.

As another compelling behavior of players, their actions also
attract the audience attention. However, little work has been
concentrated on player action recognition and its applications
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Fig. 2. Typical shots derived from broadcast racket sports video: (a) close-up
shot, (b) medium shot, and (c) long shot. The zoomed picture is the player whose
action to be recognized.

to sports video analysis. Considering a cinematographic point
of view, we can classify the shots in the broadcast racket sports
video into three classes as shown in Fig. 2: close-up, medium
shot, and long shot. Among these categories, medium shot and
long shot indicate the playing process of the game being more
focused by user. In medium shot, the magnitude of player figure
is higher which is usually 300 pixels tall in CIF frame format
(352 x 288). It is easy to segment and label human body parts
resulting in a stick figure. Existing work [27], [28] has achieved
good results on action recognition for medium shot. On the other
hand, in a long shot, the camera covers a large part of the sports
arena so that the player figure is smaller. It might be only 30
pixels tall in CIF frame. The action detail of the player is blurred
due to the low figure resolution. It is very difficult to articulate
the separate movements of different body parts, thus we cannot
discriminate an action among many categories. To the best of
our knowledge, there are few efforts devoted in the research of
player action recognition in a long shot of the broadcast racket
sports video.

The key challenge of action recognition and classification
is to find the proper motion representation. Various repre-
sentations have been proposed such as motion history/energy
image [29], spatial arrangement of moving points [30], etc.
However, these motion descriptors require strict constraints
such as multiple or/and stationary cameras, static background,
and reasonable high resolution human figure in the video.
These approaches are not suitable for the data considered in
our work. Compared with the action recognition for the videos
with high resolution figures, a little work [16], [17], [31]-[34]
is attempting to analyze poor quality and nonstationary camera
footage. Most of work is based on the appearance representa-
tion. The approach proposed in [31] modeled the structure of
the appearance self-similarity matrix and was able to handle
very small objects. Unfortunately, this method was based on
periodicity and thus restricted to periodic motion. Efros et
al. [32] developed a generic approach to recognize actions
in the long shot. In their approach, a motion descriptor in
a spatio-temporal volume was introduced and an associated
similarity measure was utilized in the nearest neighbor classifi-
cation framework for action categorization. However, the tennis
videos they used are nonbroadcast which has less challenge
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for recognition. Roh et al. [33] presented a method for player
gesture recognition using curvature scale space template of
human silhouette and sequence matching algorithm. But only
“serve” action in tennis game was involved in the experiment.
A template-based algorithm to track and recognize player’s
actions in hockey and soccer sequences was proposed in [34]
which the player was represented by the grids of histograms of
oriented gradient and hidden Markove model was used as the
classifier. For the research of sports video analysis, Miyamori
et al. [16] developed an appearance-based annotation prototype
system for tennis actions including overshoulder-, foreside-,
and backside-swings. The recognition was based on silhouette
transition. The original work was extended in [17] by using
an integrated reasoning module with information about player
and ball positions. However, since there are many variations
of silhouette appearances in terms of the orientation of human
posture, direction of camera, and insufficient resolutions of
silhouette, etc., the appearance descriptor is not robust and dis-
criminative for action recognition and classification. Moreover,
the camera motion existing in the broadcast video can also
make extracting player’s appearance hard, and low resolution
makes matching player’s action to trained models unstable.

C. Our Contribution

In this paper, we present a new human behavior based ap-
proach for highlight analysis of racket sports video. For racket
sports, players are easier to attract the attention of audience and
their actions are more compelling. Compared with the simple
temporal features [20] and single audio modality features [21]
used as affective representation, player behavior such as action
and trajectory is more objective to reflect human affective per-
ception for the match to a large extent. However, player behavior
has not been taken into account in the previous approaches of
affective analysis for sports video. Furthermore, as an effective
mid-level representation, player behavior provides an important
cue for semantic analysis. Therefore, if player behavior can be
incorporated into the affective analysis, it will not only improve
the result of highlight extraction but also enhance the result of
affective ranking.

Part of our work was published in [26]. Some prominent
amelioration has been made in this paper. First, the motion
representation scheme is improved and a more elaborate
descriptor is proposed. Such improvement not only reduces
the dimensionality of motion descriptor effectively, but also
involves more semantic actions in the recognition framework.
Our action recognition approach is consequently extended from
original tennis to racket sports with the inclusion of badminton
game. Secondly, an improved homography technique by inte-
grating global motion estimation is employed to compute the
real-world trajectory, which is one of the components of af-
fective features for highlight analysis. Thirdly, audio mid-level
features are exploited to represent the affective information
of video content. The audio affective features are considered
within the affective model to improve the ranking accuracy.
Finally, a new subjective evaluation criterion is proposed for
the guidance of ranking model construction and is exploited to
compare the performance of subjective (human) and automatic
(computer) highlight ranking.
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The main contributions of our work include the following.

1) A novel player action recognition method is proposed
based on motion analysis which is different from existing
appearance-based approach. We characterize the motion
within the human-centric figure by a new descriptor based
on computing the optical flow, projecting it onto a number
of motion channels, and smoothing each component.

2) In our approach, the optical flow is derived and treated
as spatial patterns of noisy measurements instead of tradi-
tional precise pixel displacements [32]. Based on this idea,
a new motion descriptor is proposed. Recognition is per-
formed in a supervised learning framework.

3) We propose a new multimodal approach for highlight
ranking of broadcast racket sports video. Different from
previous work, our approach combines player action
recognition with other multimodal features including
trajectories of player and audio keywords of game-specific
sounds.

4) Based on the video mid-level representation, we extract
a set of affective features as the quantitative description
for the attractive confidence of each in-play shot which
is corresponding to the rally event at high-level semantic
content. The affective features are inputted to nonlinear
ranking model constructed by support vector regression.
The highlight ranking for rally events is conducted to facil-
itate a scalable content summary of racket sports and pro-
vide a hierarchical browsing fashion for users.

III. MOTION BASED PLAYER ACTION RECOGNITION

IN BROADCAST RACKET SPORTS VIDEO

Existing approaches for action recognition in broadcast
racket sports video are based on appearance analysis [16],
[33] or reasoning scenario with the integration of player and
ball positions [17]. The primitive features exploited cannot be
preserved among different videos. To solve feature-inconsistent
problem, we develop a novel action recognition algorithm based
on motion analysis. Two research challenges, motion repre-
sentation and action recognition, are addressed. The algorithm
contains three modules as shown in Fig. 3. 1) The algorithm
starts by player tracking and human-centric figure computation.
2) Optical flow computed on the difference images of adjacent
human-centric figures is derived as low-level feature. A novel
motion descriptor is then calculated based on grid partition
with the relationship between human body parts and optical
flow field regions. 3) The action recognition is carried out in
the framework of support vector machine. Voting strategy is
utilized for action clip recognition by aggregating the frame
classification over the temporal domain. Overhead-swing,
left-swing and right-swing are recognized by our approach.
Exampling with tennis which is one of the most popular racket
sports, we will discuss the proposed approach in detail in the
following subsections. Our action recognition approach can be
easily extended to other similar racket sports.

A. Player Tracking and Stabilization

The camera in broadcast video is not static and its movement
will mislead the motion feature extraction. Our recognition al-
gorithm starts by player tracking and human-centric figure com-
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Fig. 3. Flow diagram of action recognition approach in broadcast racket sports
video.

Fig. 4. Results of player tracking and stabilization, the rectangle region repre-
sents the stabilized human-centric figure.

putation for the purpose of eliminating the camera motion. Such
process can be achieved by tracking the player region through
the frame sequence. The detection algorithm in [13] is used to
extract the player’s initial position as the input of the tracker.
Existing methods for player tracking in racket game are based
on template matching [13], [14], [16], [17], [32]. Such trackers
are widely known for having the drifting problem because errors
accumulate quickly over the time. These trackers are sensitive to
the noise in the broadcast video such as player deformation and
background clutter, which is unable to track the player for a long
video sequence. This can be exemplified in [13] that the input
video was first segmented into chunks of 30 frames and then
tracking for each chunk was conducted separately. A sophisti-
cated tracking strategy called support vector regression (SVR)
particle filter [40] is employed in our approach. SVR particle
filter enhances the performance of the classical particle filter
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with small sample set and is robust enough for the noisy circum-
stance in the broadcast video. More details about this tracker and
its comparison with the classical particle filter can be found in
[40].

To derive the human-centric figure, the tracking window
around the player region is enlarged by a scale in pixel unit and
a simple method of computing the centroid of player region
is used. The centroid coordinates of the region are defined as
follows:

me =Y w floy)) Y > flwy). D
z€ERYER rzERYER

my =Y > y-fl@y)/ Y. Y flxy). @
rz€ERYER reERYER

where R is the region occupied by the object in the image plane
and f(z,y) the gray level at location (x, y). Then, the center of
the window controlled by the tracker is shifted to the position
(15, M)

Once the video sequence is stabilized, the motion in broad-
cast video caused by camera behavior can be treated as being
removed. This corresponds to a skillful movement by a camera
operator who keeps the moving figure in the center of the view.
Any residual motion within the human-centric figure is due to
the relative motion of different body parts such as limbs, head,
torso and racket griped with player. Some results of tracking and
stabilization are illustrated in Fig. 4.

B. Motion Descriptor Computation

We derive motion features from pixel-wise optical flow
which is the most natural technique for capturing motion
independent of appearance. The key challenge is that com-
putation of optical flow is not very accurate, particularly on
coarse and noisy data such as broadcast video footage. The
insight of our approach is to treat optical flow field as spatial
patterns of noisy measurements which are aggregated using
our motion descriptor instead of precise pixel displacements
at points. Within the human-centric figure, the motion is due
to the relative movements caused by player’s different body
parts which are the different regions mapped into the image
plane. These motion characteristics cannot be well captured
by global features computed from the whole figure. A simple
means of localizing the motion for recognition is to separately
pay attention to different regions around the human torso. In
our approach, we divide the optical flow field into various
subregions called grids. The histogram is utilized to represent
the spatial distribution for sub optical flow field in each grid.

1) Optical Flow Computation and Noise Elimination: The
noise in figure background makes significant influence for the
accurate computation of optical flow for the player region. It ne-
cessitates background subtraction. Considering the background
of human-centric figure is a playfield, an adaptive method of
playfield detection [41] is applied to subtract background with
the post-processing of region growing [42]. The flowchart of the
background subtraction is shown in Fig. 5.

The extraction of motion descriptor is based on the optical
flow in the difference image of two adjacent human-centric
figures. Although it is possible to directly use human-centric
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Fig. 5. Adaptive background subtraction for human-centric figure.
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figures, it is undesirable to do so for a number of reasons. First,
the human-centric figures might have significantly different
brightness. This is the result of automatic camera gain, sudden
camera flashes, or view point changes. Such factors will mis-
lead the optimization process in the optical flow computation
algorithm to output an unreliable vector field. The difference
component of two adjacent figures eliminates the influence
caused by these reasons. Secondly, the difference image reflects
the relative moving parts in adjacent figures, which essentially
represents the motion borders of the player. In biological vi-
sion, human neurons are more sensitive to direction and speed
of motion border. Therefore, the optical flow field computed
on difference image reflects the motion insight in human-cen-
tric figure more effectively. We compute optical flow using
Horn-Schunck algorithm [43]. This process is described as
follows:

DI, = HC; — HC;_4,
OFF; =HS(DI;), i=2,...,N 3)

where DI; is the difference image computed from adjacent
human-centric figures HC; and HC;_; after background
subtraction, N is the total figure number, HS(e) refers to
Horn-Schunck algorithm, and OFF; is the optical flow field of
DI;.

Half-wave rectification and Gaussian smoothing are applied
to eliminate the noise in the optical flow field. The process is
shown in Fig. 6. The optical flow magnitudes are first thresh-
olded to reduce the effect of too small and too large motion
probably due to the noise inside the human region. The optical
flow vector field OFF is then split into two scalar fields corre-
sponding to the horizontal and vertical components O F' F'x and
OF Fy-, which are then half-wave rectified into four nonnega-
tive channels OFF;(', OFF%, OFF}T, and OF Fy, , where they
satisfy OF Fxy = OFF{ — OFF; and OFFy = OFFyf —
OF'F, . They are each smoothed by a Gaussian filter. Thus, the
noise in the original field is eliminated and the refined optical
flow field is obtained.

The general idea of half-wave rectification is to make the data
sparse so that significant smoothing can be applied. Smoothing
the data is important for two major reasons. First, it reduces
the amount of noise in the motion data. Secondly, it helps to
match motion flow that is not perfectly aligned in position or
normalized in scale.
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Fig. 6. Half-wave rectification and Gaussian smoothing for noise elimination
of optical flow field.

2) Local Motion Representation: With the context of action
recognition, the motion in the human-centric figure is due to
the relative movement of different body parts which is exhib-
ited in the different figure regions. Thus, the distribution of op-
tical flow field in the figure is pockety for each swing type.
This can be demonstrated by observing the optical flow com-
puted from the processed human-centric figure [see the sub-in-
sets in Fig. 7(a)]. For overhead-swing, the dense regions of the
optical flow field are mainly distributed in the top part of the
human-centric image. For left-swing, the optical flow field in the
left figure is much denser than the field in the right region. Con-
trarily, the field in the right region is denser than that in the left
region for right-swing. Such evidence can be further distinctly
represented by our motion descriptor—grid based optical flow
histograms. We adopt a simple but effective region style called
grid in our approach. The whole optical flow field is divided into
nonoverlapping grids along the width and height orientation re-
spectively as shown in Fig. 7(b). Considering the structure of
the player occupied in the human-centric figure, the 3 x 3 grid
style is employed in our approach which is enough to reflect the
distribution of different body parts in the spatial space. More
complex partition (e.g., 5 X 5,7 x 7) will make each grid too
small and result in the sparse histogram representation.

Motivated by grids of histograms of oriented gradient [44]
and kernel density estimation for color distribution [45], we de-
rive a group of grid based optical flow histograms (G-OFHs) as
the motion descriptor for swing action. Let G, (p) and G (p)
denote the x (horizontal) and y (vertical) components of the op-
tical flow vector f at location p, respectively. The magnitude
M (p) and the orientation §(p) of the flow vector are computed

by
M(p) =4/G%(p) + G3(p). “)

0(p) = tan™" [Gy(p)/Gu(P)]- )

The essence of G-OFHs is that, for each grid, we quantize the
orientation §(p) for all the flow vectors into m orientation bins
weighted by their magnitude M (p) meanwhile considering the
information of their neighboring vectors with the assistance of
kernel function.

We define b(p) € {1,...,m} as the bin index of histogram
associated with the optical flow vector f at location p. For each
position q inside the optical flow field OFF, considering a
block region R(q) centered at q, the probability of bin u =
1,...,m in the histogram of OFF is then calculated as

’

ha=C- % > k(la—pl)-M(p)-6b(p) ] (©6)

a€OFF peR(q)
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Fig. 7. Grid partition and grid based optical flow histograms (G-OFHs) for
three swing actions. In (c), the position of histograms in sub-inset for each swing
action is corresponding to the layout of grid partition in (b). Sub-figure (d) shows
the abbreviated label for each region of grid partition. (a) Refined optical flow;
(b) grid partition; (c) grid based optical flow histograms (G-OFHs); and (d) label
for each grid region.

where § is the Kronecker delta function, C is the normalization
constant ensuring Y .-, h,, = 1, and k is a convex and mono-
tonic decreasing kernel profile which assigns a smaller weight to
the locations that are farther from the center q. Given a refined
optical flow OFF; for figure F; in the human-centric figure
sequence, ¢ = 1,..., N where N is the total figure number,
OFF, ; is the sub optical flow field in the grid, j = 1,..., L
and here I, = 9. The G—OFH, ; is defined as follows according
to (6)

hg=c- Y Y k(la—pll)- M(p)-8[b(p) — ul.

q€OFF; ; peR(q)
@)

With our empirical observation, the histogram can be built
without explicitly computing the orientation of the optical flow
vector. Instead we use the normalized horizontal and vertical
strengths g, (p) = G.(p)/M(p) and g,(p) = G,(p)/M(p)
to index the optical flow vector into m bins. The algorithm gives
satisfactory result even when m is as small as 4. Thus, nine
optical flow histograms are constructed for each human-cen-
tric figure. Fig. 7(c) shows the G-OFHs for overhead-swing,
left-swing, and right-swing, respectively.

Most of the motion in the human-centric figure is caused by
the relative movement of human body parts around the torso
such as limbs and racket griped by the player. Using the ab-
breviate labels for grid regions as shown in Fig. 7(d), the re-
gion M C' is corresponding to the torso of human body where
the G-OFH does not reflect the insight of motion distribution.
Therefore, the grid M C' is not used to calculate the motion de-
scriptor. In our approach, eight grids including LU, LC, LB,

1173

MU, M B, RU, RC, and RB are selected for computing the
G-OFHs. Eight G-OFHs for one figure are ultimately utilized as
the motion descriptor. From Fig. 7(c), we can see that G-OFHs
can effectively capture the discriminative features for different
actions in spatial space.

In our previous work [26], we employed slice based optical
flow histograms (S-OFHs) as the motion descriptor. The optical
flow field was partitioned into three slices only along the width
orientation. For each slice, two histograms were constructed
over the quantized vector magnitudes for horizontal and vertical
orientation respectively. Left and right slices were selected for
computing the S-OFHs. Four S-OFHs were ultimately utilized
as the motion descriptor for one human-centric figure. The
number of quantization level was 15 in our previous work,
which resulted in a 60-dimension descriptor for one action
figure. Compared with S-OFHs, G-OFHs descriptor exploits a
more elaborate partition scheme to take the local motion spatial
patterns into account. As above presentation, 32-dimension
vector is generated as the motion descriptor. Such improve-
ment not only reduces the dimensionality of motion descriptor
effectively, but also involves more semantic actions in the
recognition framework. Consequently, our action recognition
approach is able to extend from original tennis to racket sports
with the inclusion of badminton game.

C. Supervised Learning Based Action Classification

We formulate action recognition as a classification task. Su-
pervised machine learning can be exploited as the solution for
this problem. Various supervised learning algorithms can be em-
ployed to train an action recognizer. Support vector machine
(SVM) [46] is used in our approach. SVM has been successfully
applied to a wide range of pattern recognition and classification
problems. The advantages of SVM over other methods consist
of: 1) providing better prediction on unseen test data, 2) pro-
viding a unique optimal solution for a training problem, and 3)
containing fewer parameters compared with other methods. We
employ v-Support Vector Classification (v-SVC) [47]. Param-
eter v is the lower bound on the fraction of support vectors or
the upper bound on the fraction of margin errors equivalently.
Compared with traditional SVC algorithms, parameter v is more
convenient and intuitive to be initialized. The concatenation of
eight G-OFHs for each optical flow field in the figure of one
video frame is fed into support vector machine. The radial basis
function (RBF) kernel K (z,y) = exp(=A - ||z — y]|) is uti-
lized to map training vectors into a high dimensional feature
space for classification. In the experiments, we set v = 0.3 and
A = 1/dim where dim = 32 is the dimension of the input fea-
ture vector.

Based on frame recognition and temporal voting strategy, the
action clips are classified into three categories: overhead-swing,
left-swing and right-swing. We use audio features [19] to detect
the sound of hitting ball to locate the action clip in the video. As
shown in Fig. 8, the frame corresponding to the occurrence of
hitting ball is called hitting point. The adjacent window before
hitting point is selected as the action clip. The window length
is empirically set to be 25 frames in our experiments. First, we
define set T = {1,..., M} to label each action category with
t € T, where M is the number of categories and here M = 3.
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hitting point
action clip

Fig. 8. Location of action clip in broadcast racket sports video.

Given f; which is the ith frame in the action clip V, the corre-
sponding human-centric figure is hc;, 2 = 1,..., N, N is the

total number of frames in the clip and here N = 25. Then, the
final recognized action category of V' is determined as

N
Vote(t) = Z 8 [Reg(he;) —1]. (3)
i=1
Category(V) = arg max [Vote(t)]. )
1<t<M

where 6 is the Kronecker delta function, and Reg(e) € T refers
to our recognition approach worked on the frame. Note that
sound itself has a continuous existence and possible misalign-
ment between video and audio stream may occur, thus we ex-
ploit sliding window technique to vote the action type from a se-
quence of frame-based classification results. The skip of sliding
window is set to be eight frames in the experiments.

IV. HIGHLIGHT RANKING FOR BROADCAST
RACKET SPORTS VIDEO

In this section, we propose a novel multimodal approach
of highlight ranking for the broadcast racket sports video by
integrating action recognition, trajectory computation, and
audio analysis. The affective features are extracted from ac-
tion-trajectory-audio mid-level representation to describe the
excitement degree for each in-play shot. A nonlinear model is
applied to evaluate the impressive confidence of rally events.
With the ranking result, scalable summary and hierarchical
video browsing are achieved.

A. Mid-Level Representation for Video Content

The approach of player action recognition in the broadcast
racket sports video has been described in the previous section.
Badminton game has similar video structure and court config-
uration with tennis game. Taking broadcast tennis video as an
example, we present the player real-world trajectory computa-
tion and audio keywords generation.

1) Real-World Trajectory Computation in Broadcast Racket
Sports Video: Inracket game broadcasting, the cameras are usu-
ally located at the two ends of the court above the central line.
Thus, the game court is projected to be trapezoidal in the video
frames as shown in Fig. 9. Such projection leads to the distor-
tion of player’s movement in the court. Here we use an im-
proved planar projection method based on homography tech-
nique [48] to correct the projective distortion and calculate the
player real-world trajectory.

Using homogeneous representation, a three-dimension vector
x = (z,y,w)T can be used to represent a point (z/w,y/w)”
in Euclidean two-dimension space. Since sport court can be as-
sumed to be a planar, the mapping from the world coordinate
system to the image coordinate system can be described by a
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Fig. 9. Projective distortion in broadcast tennis video: (a) the tennis court in
video sequence and (b) the actual tennis court.

plane-to-plane mapping [48] called homography H which is a
3 x 3 matrix. This is an eight-parameter perspective transfor-
mation, mapping a position M in the court model coordinate
system to the image coordinate m. Representing position as ho-
mogeneous coordinate, the transformation is

m=H M. (10)

Equation (10) is satisfied only for the first frame in a shot and the
subsequent frames when the camera is static. The mapping ma-
trix H has to be updated in case of the occurrence of camera mo-
tion. Considering the camera motion in long shots of the broad-
cast racket video, pan is the most frequent behavior and the ac-
celeration of motion between two successive frames is small.
Therefore, we use an improved homography algorithm by inte-
grating an update scheme for matrix H with the assistance of
global motion estimation (GME) [49].

As shown in Fig. 10, let H,_; and H; be the homography
mapping matrix for frame ¢ — 1 and ¢ respectively, P;_1 ; be
the GME transform matrix from frame ¢ — 1 to frame ¢. Con-
sidering the arbitrary image coordinate m;_; in frame ¢ — 1,
m, and M are its correspondences in frame ¢ and court model
respectively. Without losing generality, m is selected from the
intersections of lines in the court for the convenience of corre-
spondence identification. Based on the theory of homography
and global motion estimation, we have

my_=H;_ ;- M
m; = Ht -M
m; = Pt—l,t sIMy_—q

(11

With the elimination of m;_, m,, and M, we obtain the update
function of mapping matrix H as

Hi=P; 1 Hi . 12)

To calculate the real-world trajectory, the player’s positions
in all frames within an in-play shot are first obtained by tracking
module in the action recognition method. Fig. 11(a) shows such
results aggregated in one representative frame. Then, we uti-
lize improved homography algorithm to calculate the real-world
trajectory which is the locus of the player viewed from plan-
form as shown in Fig. 11(b). The final trajectory is smoothed by
Gaussian filter to eliminate the noisy positions.

2) Audio Keywords Generation for Broadcast Racket Sports
Video: Fig. 12 shows the flowchart of audio keywords genera-
tion for the broadcast racket sports video. Three domain-specific
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Fig. 10. Update scheme for homography mapping matrix using global motion
estimation.
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Fig. 11. Real-world trajectory computation: (a) trajectory in frames and (b)
corresponding real-world trajectory.
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Fig. 12. Audio keywords generation for broadcast racket sports video.

audio keywords are generated for racket games: silence, hitting
ball, and applause. We make use of representations of the audio
signal in terms of time-domain and frequency-domain measure-
ments to construct the sound recognizer by support vector ma-
chine. These measurements include zero-crossing rate (ZCR),
Mel-frequency cepstral coefficients (MFCC), linear prediction
coefficient (LPC), short time energy (STE), and linear predic-
tion cepstral coefficients (LPCC). More details about audio key-
words generation can be found in [19].

The generation of audio keywords has two purposes as shown
in Fig. 12. First, we use the keywords, silence and hitting ball,
to detect the action clip in the in-play shots. To improve the de-
tection accuracy, silence recognition is incorporated with hitting
ball in our approach. Secondly, applause is exploited as one se-
lection for the affective feature extraction because the audience
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applause happening after a score event reflects the human per-
ception for excitement degree of the entire event.

B. Affective Attributes Production

We extract six affective features from action-trajectory-audio

representation for an in-play shot.

* Features on action: We extract Swing Switching Rate
(SSR) as an affective feature on action. Swing switching
rate gives the estimation of frequency for switching of
player actions among overhead-swing, left-swing, and
right-swing occurred in an in-play shot. We first define the
indicator function SL as

_J1, ifz#0
SL(x) = {07 o=, (13)
Then, considering the sequence of action clips
(Vi,...,V,) in the shot and (9), swing switching rate

is calculated as follows:

SSR = Z SL[Category(V;) — Category(Vi—1)] /(n — 1)
=2 ( 1 4)
where n is the total number of the action clips.
» Features on trajectory: Three features are derived from tra-
jectory description.

* Speed of Player (SO P) which is calculated based on the
length of real-world trajectory and shot duration.

* Maximum Covered Court (M CC') which is the area of
rectangle shaped with the leftmost, rightmost, topmost,
and bottommost points on real-world trajectory.

* Direction Switching Rate (DS R) which is the switching
frequency for movement direction of the player in the
court. For a real-world trajectory, let P.S be the set of
position points. We first scan the trajectory from hori-
zontal and vertical direction to find the sets of inflexion
IH and IV respectively. Then DSR is defined as

DSR = (|[TH[| + [TV /IIPS| (15)
where || @ || is the cardinality of a set.

» Features on audio: In racket game, audience is used to
giving applause after a player score. The longer duration
and higher average energy of the applause are, the more
exciting the score event is. Therefore, the audio key-
words—Applause is exploited to extract affective features
as the response of audience from audio component of
sports video.
¢ Duration of Applause (DO A) which is the time duration

of audience applause.
* Applause Average Energy (AAFE) which is the energy
measurement for applause signal.

The affective feature vector for an in-play shot comprised

(SSR, SOP, MCC, DSR, DOA, AAF) is fed into the
ranking model.

C. Ranking Model Construction

The objective of ranking model is to build the relationship
between affective features and impressive confidence. Different
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from the method in [36] which used the criterion of compa-
rability, compatibility, and smoothness for model construction,
we exploit a subjective evaluation criterion to guide the ranking
modeling inspired by the pairwise comparison method [50]. The
model constructed by our method is nonlinear which can reflect
human perception more reasonably and is more general than the
observation based linear model [36].

In order to compare the subjective (human) evaluation and the
automatic (computer) estimation, Peker et al. proposed a pair-
wise comparison method in [50]. However, it is not feasible to
quantitatively observe the effect of each affective feature and
ranking model on individual event if applying pairwise compar-
ison straightforwardly to our work. Furthermore, the number of
quantization level for subjective experiment in [50] should be
defined manually whereas it is hard to be initialized in advance.
We propose a subjective evaluation criterion which is superior to
the pairwise comparison method. The major improvement lies
in introducing the adaptive quantized highlight rank R into pair-
wise comparison. Different from the discrete levels of subjective
experiment in [50], subjects are left free to give evaluation value
for each in-play shot between 0 and 1 according to its excite-
ment degree in our method. Instead of using fixed quantization
level in [50], we define the rank candidate set K = {2,..., M},
and the adaptive quantized highlight rank R € K is automati-
cally decided by an optimal quantization process () which maps
a continuous value in [0,1] to an integer of set {0, ..., R} by
minimizing the quantization error.

We define the continuous ground truth of shot .S; to be v; €
[0,1],%=1,..., N where N is the number of in-play shots. Its
corresponding discrete level is integer r; € {0,...,R'}, R’ €
K. The highlight rank R is decided by the optimal quantization
process () with the principle of minimizing the error between v;
and r;. Such quantization process is described as follows:

Q(’Ui) =r;, if Ti/Rl <o < (’I”i + 1)/R/. (16)
N

errg :R'~Z|vi — 7. a7
=1

R = argmin(errg) (18)

2<R/'<M

where errg: is the quantization error for rank R’. As long as
R is determined, the continuous score for each in-play shot
can be converted to the discrete highlight level with the lowest
quantization error. Consequently, the subjective evaluation cri-
terion—highlight ranking accuracy (HRA) is defined

1 R—1Q(v) — Q(ey)]
HRA = N; i

where ¢; is the impressive confidence scored by ranking model
corresponding to v; of shot S;. The component |Q(v;) — Q(c;)]
in (19) represents the relative bias between highlight ranked by
human and computer. Evaluation criterion (19) shows that the
accuracy is obtained by averaging the human-computer rank
bias. The difference of 1% in H RA means a difference of 1% in
relative bias. If H RA is 80%, there is 20% difference on ranking
between human and computer relatively. Therefore, the more
effective features and reasonable ranking model are, the higher
the ranking accuracy is.

x 100%  (19)
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Based on the guidance of proposed subjective evaluation cri-
terion, support vector regression is exploited to train the ranking
model. The reasons why we use SVR are due to following con-
siderations. 1) SVR has the advantages of kernel based learning
algorithms, such as minor training data needed and better expan-
sibility for unseen test data, 2) SVR is more robust for the non-
linear/noisy data and can provide more powerful prediction ca-
pacity, and 3) This is also the most important reason that there is
no research effort that can demonstrate that the model of human
perception is linear. As the linear modeling is the special case of
nonlinear computing technique, nonlinear SVR model is trained
as the ranking model with consideration of its generality.

D. Scalable Summarization and Hierarchical Browsing of
Broadcast Racket Sports Video

With the ranking result, we organize the highlight content
with a hierarchical structure. Scalable content summarization
and hierarchical browsing fashion are achieved.

1) Scalable Content Summarization: For a broadcast racket
video, we represent arbitrary highlight h; as a three-tuple

h; = (id;, td;, he;) (20)

where id; denotes the highlight index in the video, td; is the
highlight length (time duration), and hc; corresponds to the
highlight confidence. Therefore, we obtain the set of highlight
segments H sorted by confidence value in descending order

H:{h7|hc,>h(}]VL<J,1§L,_]§TL} 21
where n is the total number of highlights. Therefore, two kinds
of scalable content summary can be constructed according to
the query requirement from summary duration and summary
excitement, respectively.

Due to the time limitation, the user only wants to obtain the
game summary within the time duration 7" involving the most
exciting segments. The feedback set is constructed by selecting
the top m highlight segments as

UT:{ui|ui€H,thi§T7i:17...7m}. (22)

On the other hand, some users want to summarize the game
by the highlights with the customized impressive confidence not
less than the threshold C. Then, the returned result is repre-
sented as

UC:{ui|uiEH,VhCiZC,i:17...,k} (23)
where k is the number of selected highlight segments.

2) Hierarchical Video Browsing: Asillustrated in Fig. 13, the
highlights (rally scenes) of the rackets sports video can be for-
matted as a hierarchical structure according to the ranking level.
Suppose that the overall highlight rank is (0,1,...,7,..., R)
which rank O represents the least exciting whereas rank R rep-
resents the most exciting, and the customized browsing param-
eter L. = r is defined by user’s preference, the set of selected
browsing content is then represented as

U = {u;u; € HVQ(he;) > Li=1,...,p} (24)
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Fig. 13. Hierarchical structure for video browsing of racket sports video.

TABLE I
INFORMATION OF THE EXPERIMENTAL VIDEO DATA FOR HIGHLIGHT RANKING

Game Data Duration (Wm/s)

Pacific_Open_2004

Players # In-play shot

0:39:38 38

Agassi vs. Hrbaty

French_Open_2005 Nadal vs. Puerta 3:34:14 243
Safin vs. Hrbaty 2:12:0 207
1:25:29 144
Olympic_Game_2004_A 1:21:32 113
Olympic_Game_2004_B 1:33:52 132
Total 10:46:45 877

Tennis

Australian_Open_2005

Dubai_Championship_2006 Nadal vs. Schuettler

Zhang Ning vs. Mia Audina

Shon Seung Mo vs. Chen Hong

where H is the set of highlight segments defined in (21), Q(e)
is the optimal quantization process defined in (16), and p is
the number of selected highlight segments. Exampling with
Fig. 13, all the rally scenes above the bold line are selected as
the browsing content. The user can access any rally scene by
its index.

V. EXPERIMENTAL RESULTS

To demonstrate the effectiveness of the proposed approaches,
we carried out experiments on tennis and badminton videos
which are the most two representative games of racket sports.
The test data were recorded from live broadcast television pro-
gram. The data for tennis game were captured from the matches
of Pacific Life Open 2004, French Open 2005, Australian Open
2005, and Dubai Championship 2006. The data for badminton
were captured from Olympic Game 2004. The videos were
compressed in MPEG-2 standard with the frame resolution of
352 x 288. The total duration of test data is more than 10 h. As
illustrated in Fig. 1, all the in-play shots were detected using
the algorithm in [13], and made manual correction if necessary.
The detail about the video data is listed in Table I including
the opponent players, the duration, and the number of in-play
shots.

A. Results of Action Recognition

To verify the effectiveness of our action recognition algo-
rithm, we manually annotated the ground truth of the player ac-
tions in four matches with 3128 action clips including 724 over-
head-swing, 1183 left-swing, and 1221 right-swing. Table II
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TABLE II
DETAIL OF VIDEO DATA FOR ACTION RECOGNITION

Game Data

Pacific_Open_2004 41 91 136

# Overhead-swing # Lefi-swing # Right-swing

Tennis French_Open_2003 249 629 270

Austrilian_Open_2005 209 327 645

Badminton

Total 724 1183 1221

Olympic_Game_2004_A 225 136 170

shows the detail of the test data. To quantitatively evaluate the
performance, we calculated Recall (R) and Precision (P) for
each action category, which are defined as follows:

(25)
(26)

R=n./(n.+ nm).
P =nc/(nc+mny)

where for an action category, n. is the number of clips correctly
recognized, n,, is the number of missed clips, and ny is the
number of clips false-alarmed. The Accuracy (A) metric was
employed to evaluate the holistic performance, which is defined
as

A= (ncfouerhead + Ne—left + ncfright)/ntotal (27)

where n._overheads Me—tefts and Ne_rigne are the number of
clips correctly recognized of overhead-swing, left-swing, and
right-swing respectively, ni,t4; 1S the total number of action
clips. The data of training and testing sets were selected using
three-fold cross validation from the whole dataset with the ra-
tios of 2/3 and 1/3. Therefore, three runs were carried out and
the average performance was used as the final evaluation. Two
action classifiers were constructed for tennis player and bad-
minton player, respectively.

Table III shows the experimental results. For tennis video, our
method achieves the Accuracy of 90.7%. For badminton video,
the Accuracy for all the clips is 87.6%. The holistic evaluation is
90.2% with Accuracy metric. Fig. 14(a) illustrates some repre-
sentative action clips accurately recognized by our approach and
Fig. 14(b) shows some failure examples. The reason resulting in
incorrect recognition is because the player is a deformable ob-
ject of which the limbs make free movement during the action
displaying. This will disturb the regular optical flow distribution
to make the G-OFHs misreport the motion characteristics in the
human-centric figure. In the test video data, the player figures
are generally about 30 to 40 pixels tall and the detail of swing
action is blurred severely. Since our proposed descriptor repre-
sents the spatial patterns of blurred movement, it is robust for
the poor quality of broadcast video.

A comparison with the existing appearance-based work was
also carried out. The algorithm in [16] was evaluated using the
same training and testing data. Because there is no open source
code for this method that can be found, we implemented the al-
gorithm by ourselves strictly obeying the original description in
[16]. Silhouette transitions are extracted from the human-centric
figures. KL transform is utilized to expand silhouette features to
a certain eigenspace. Different numbers of high-ranked features
in the eigenspace are selected as the discriminative parameters
to identify action categories in the nearest neighbor framework.
We employed different percentages of eigenfeature basis and
obtained the best Accuracy results when 80% is used. Table III
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TABLE III
EXPERIMENTAL RESULTS OF ACTION RECOGNITION USING OUR
APPROACH AND APPEARANCE-BASED APPROACH

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 9, NO. 6, OCTOBER 2007

TABLE 1V
SUBJECTIVE USER STUDIES FOR HIGHLIGHT EVALUATION

Case 1 Case 2 (Selected as ground truth)

Data

Game ction “ciip Our approach Appearance-based approach SD (%) SC %) D (%) SC 0
RCH) ) ) R %) P A%
. French_Open_2005 27.7 723 135 86.5
Overhead-swing 499 9.4 932 76.6 69.0
Tennis Left-swing 1047 878 89.9 90.7 734 705 715 Australian_Open_2005 29.1 709 122 87.8
Rightswing 1051 938 917 671 754 Dubai_Championship_2006 24.0 76.0 113 887
Overhead-swing | 225 87.6 83 573 023 Olympic_Game_2004_A 21.5 785 10.8 892
Bad Left-swi 136 853 913 876 64.0 75.0 59.1
dminton e > > Olympic_Game_2004_B 19.6 80.4 10.1 89.9
Right-swing 170 894 927 576 66.7
- s o3 P Mean 24.4 756 116 88.4

Overhead-swing Overhead-swing

Yy )

(b)

Fig. 14. Representative recognition results for overhead, left and right swing:
(a) samples of correct recognition and (b) samples of failure recognition.

summarizes the comparative results. From this comparison, it
can be concluded that our method significantly outperforms ap-
pearance-based algorithm because the motion descriptor is pre-
served better than the appearance representation and more ro-
bust for classification and recognition.

B. Results of Highlight Ranking

We conducted the experiments on five complete broadcast
videos of tennis matches (French Open 2005, Australian Open
2005, and Dubai Championships 2006) and badminton matches
(Olympic Game 2004 A and B).

1) User Study for Ground Truth Preparation: There is no
objective measure available today to evaluate the excitement
degree of highlight. To evaluate the highlights and obtain the
ground truth, we employed subjective user study [51] to label
the highlight confidence of in-play shots. Highlight ranking is
subjective and the evaluation result depends on the subjects in-
volved in the study. This can be demonstrated by two cases we
conducted in user study. In the first case, we invited six people
including three male and three female aging from 26 to 34. All
the people are sports amateurs. In the second case, we invited six
new people in the study including three male and three female
aging from 23 to 30. Among these six people, three are tennis
fans and three are badminton fans. All the people were naive to
the purpose of study and the only thing they need to do was to
rate each in-play shot using a score between 0 and 1 according
to its exciting degree they feel. The people themselves were free
to present exact definition and scale of the highlights. It will not
be confused as human-beings are good at comparison especially
in a continuous match [50], and they are able to automatically

adjust the exciting degree value to a reasonable state according
to the whole video.

For shot §;, the mean value of the scores rated by all people
is defined as the ground truth g;. Then, the subjective deviation
(SD) for each match is calculated as

1L [1 &
SD = N Z M Z(Ui,j - 9i)°
i=1 =1

where v; ; represents the score given by subject j for shot S;, N
and M are the number of shots and people respectively. Table IV
lists the result of subjective evaluation. Based on the deviation,
we can define the subjective consistency (SC) as

1/2

(28)

SC=10-SD (29)
which can be regarded as the ranking accuracy of human. From
Table IV, we can see that the means of subjects’ deviation are
24.4% and 11.6% with 75.6% and 88.4% subjective consistency,
respectively.

The significant difference between two user studies is mainly
because the background of the subjects participating in the
study. In the first case, the people in the test have different
definitions or concepts for the highlight excitement degree.
Therefore, the distribution of impressive scores is diverse and
results in the deviation being more than 20%. However in the
second case, the people have similar definition of highlight
concept and impressive degree, the deviation is thus smaller
which is about 12%. In our ranking experiment, we exploited
the result of second case as the ground truth to compare with
the automatic estimation.

2) Verification of Effectiveness for SVR Highlight Ranking:
We employed the data listed in Table V to train the ranking
model and verify the effectiveness of our SVR based approach.
We used the subjective criterion—highlight ranking accuracy
(HRA) defined in (19) as the evaluation metric. In order to de-
termine the quantized highlight rank R in (19), the rank candi-
date set was initialized K = {2,...,20}. Then, all the shots
were split into two subsets by equal partition of the game dura-
tion. The shots in the subset which belong to the first half were
used to optimize the quantization process. The final computed
number of rank R is 10. The same data set was selected to train
two SVR highlight ranking models for tennis and badminton re-
spectively, and then evaluation was conducted on all the data.

We first conducted the automatic ranking with manually an-
notated action data regardless of the existing error recognition.
Then, we conducted the experiment using the recognized result
which involves false recognized action clips. To compare such
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TABLE V
TRAINING AND TESTING DATA FOR EFFECTIVENESS
VERIFICATION OF HIGHLIGHT RANKING APPROACH

Data # In-play shot # Training shot # Test shot
French_Open_2005 243 116 243
Australian_Open_2005 207 128 207
Olympic_Game_2004_A 113 47 113
Total 563 291 563
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Fig. 15. Results of effectiveness verification for automatic highlight ranking
and comparison between human and computer.

two results, it can demonstrate that the ranking model based on
support vector regression is robust to the errors of input fea-
tures. Fig. 15 shows the two computer ranking results and the
comparison between manual and automatic results. The mean
value of HRA for computer with manually annotated data is
89.9%. Note that about 90% accuracy is a remarkable result
automatically obtained by computer since there is still 12.2%
mean deviation (SD) of three videos for subjective ranking
from human perception. This result meanwhile demonstrates
that the extracted affective features can reflect human percep-
tion to a large extent. On the other hand, the mean H RA value
for computer with falsely recognized result is 82.8%. This is sat-
isfactory because the recognized data involve about 10% false
result which is the noise of the ranking model input. Since the
noise-insensitive loss function is exploited by support vector re-
gression [46], our SVR based ranking model is robust to small
errors induced by noise.

3) Verification of Generalization for SVR Highlight Ranking:
In this experiment, we aim to verify the generalization of the
proposed ranking approach. We conducted the verification on
two complete videos of Dubai Championship 2006 for tennis
and Olympic Game 2004 B for badminton. The trained ranking
models in the abovementioned experiment were employed. All
the in-play shots in these two videos are not involved in the
training set for model construction. Therefore, the performance
evaluated on these two videos can be exploited as the demon-
stration for the expansibility of our highlight ranking approach.

Fig. 16 shows the experimental result. It can be seen from the
figure that the trained models achieve a satisfied ranking accu-
racy with the average error between subjective evaluation and
computer estimation being about 4.7%. This verifies that our
SVR highlight ranking approach has powerful expansibility and
is general for new video data. The reason leading to such result
can be summarized from two aspects of affective feature extrac-
tion and ranking model construction. First, the affective features
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Fig. 16. Results of generalization verification for automatic highlight ranking
and comparison between human and computer.

employed in our approach are extracted from the mid-level rep-
resentation of the video content in terms of player actions, tra-
jectories and audio keywords. The mid-level representation is
persistent across different sports videos as long as the games are
of the same genre. Thus, our affective features are general for
different videos of racket sports. Secondly, the ranking model
simulates the mechanism of human perception for the evalua-
tion of highlight impression. It is mostly relative with the sub-
jects included in the user study and the affective features used.
The model construction is independent of the video’s physical
attributes such as the TV channel for game broadcasting and the
opponent players in the match. Consequently, the ranking model
is general for different racket sports videos.

With the ranking results, scalable summarization and hier-
archical browsing are easy to be achieved according to (22),
(23), and (24). For the novice user, our approach first presents
the highlight segments with the initial retrieval parameter, e.g.,
T = 1min, C = 0.5, or L = 5. Then, the user is able to tune the
parameter to obtain the improved feedback according to his/her
feeling for current result. Because the ranking model is con-
structed by learning the evaluation from sports professionals,
the retrieval result is suitable for most of the common users.

4) Essential Affective Feature Analysis: We exploited for-
ward search algorithm [52] to perform the essential analysis.
The objective of this analysis is to evaluate the role of each af-
fective feature in ranking approach and obtain the essential af-
fective feature set for highlight ranking. Moreover, this work can
sort all the features according to their effectiveness in ranking
performance. This will benefit for the further affective feature
extraction, which guides the ranking system to select the fea-
tures most reflecting the human perception. The affective fea-
ture set was first divided into selected set F's and unselected set
Fy, and then selected the feature from Fy; one by one using the
procedure shown in Fig. 17.

Fig. 18 presents the analysis results. We sort all the affective
features in descending order of ranking accuracy and find the es-
sential feature sets for highlight ranking of tennis and badminton
respectively. As shown in Fig. 18(a), the set of (DSR, SSR,
DOA, MCC, SOP) is more effective for highlight ranking of
tennis game. From Fig. 18(b), we can see all the six features
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(1) Set Fy=¢ and Fy=F:

(2) Label all the features in F7; untested;

(3) Select on untested feature f from F and label it as tested:
(@) Put f and her to form the temporary testing feature set /7 ;
(5) Evaluate the

iterations is

ht ranking aceuracy (HRA). In this procedure, 3-fold cross validation on all the in-play shots is conducted. The average HRA for all
imated accuracy for the testing feature set;
(6) If there

still untested features in £, goto (3):
(7) Find the feature / such that when we add it into the feature set Fy., the highest HRA will be obtained /' = argmax[HRA(Fy)] and then move f from
Fyto Fy;

(8) Ifthere are still untested features in . goto (2). And if 77 is empty, the procedure exists.

Fig. 17. Essential affective features analysis using forward search algorithm.
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Fig. 18. Essential affective feature analysis: (a) tennis and (b) badminton.

(SSR, DSR, SOP, DOA, AAE, MCC) are important for
the ranking of badminton game. With the analysis result, we in-
vestigate the six people involved in the user study: all the people
stated that trajectory and action are the most two preferred cri-
teria in ranking behavior and the audience response represented
by applause is utilized as the complementary reference. Such
investigation is consistent with our analysis result. This demon-
strates that the extracted affective features in our approach can
properly reflect the human perception.

VI. CONCLUSION

In this paper, we present a novel multimodal approach to rank
the highlights extracted from broadcast racket sports video in the
affective context. Two challenges, affective feature extraction
and ranking model construction, are addressed. We extract the
affective features from player behavior and audience response.
The nonlinear highlight ranking model is constructed based on
support vector regression.

We propose a new motion analysis method to recognize the
player actions in broadcast racket sports video. The proposed
method achieves satisfied result for the recognition of three
basic player actions. With the comparison, our method signif-
icantly outperforms the existing appearance-based algorithm.
The highlight ranking approach combines the player action
recognition with real-world trajectory computation and audio
keywords generation to establish the mid-level representation
of video content. The affective features are extracted from
player actions, trajectories and game-specific audio keywords.
With the consideration of generality, support vector regression
is employed to construct the nonlinear ranking model. Experi-
mental results demonstrate that the affective features properly
reflect the human perception and the ranking model is effective
for automatic highlight evaluation.

To the best of our knowledge, our affective highlight ranking
approach is the first proposed solution for racket sports based
on broadcast video. Several issues will be further studied in our
future work. As the primary work, action recognition, player
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tracking and audio keywords generation will be generalized
to more sports domains straightforwardly or with suitable
changes. Since our proposed nonlinear ranking approach relies
on the statistical model, it can be easily extended to other sports
video for affective analysis with more representative features
coming from various channels, such as automatic speech recog-
nition, closed caption, and text web broadcasting. In addition,
the human-computer interaction is not involved in the current
ranking approach. Considering the feedback information from
user is in the list of future work to improve the personalized
capacity of ranking approach.
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