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ABSTRACT 

 
In this paper we propose a novel facial feature tracker, 

which integrates model-free and model-based method to 
reliably track dense facial features with complex non-rigid 
motions in low quality video sequence. The tracker 
consists the mouth motion model part and the enhanced 
KLT tracker part. There are three key elements in our 
algorithms: dense facial feature tracking, noise removal 
with global rank constraints and characteristic non-rigid 
motion description. Experiments show good results on 
tracking dense facial features under various expressions, 
even some facial features have degenerate features.  
 

1. INTRODUCTION 
 

Feature tracking is one of the most fundamental tasks in 
computer vision, as it is probably the most popular way of 
extracting motion information. Many vision applications, 
such as motion interpretation, object tracking, object 
recognition, etc. rely heavily on accurate correspondence 
of the feature points.  

Existing feature tracking algorithms can be divided into 
two categories: model-based tracking algorithms and 
model-free tracking algorithms. Model-based tracking 
algorithms generally try to select the same set of fiducial 
features from each frame, then attempt to establish 
correspondences between both sets of features using a 
prior established model. Model-free Tracking algorithms 
generally select a set of features from the reference frame 
only. The positions of these features in subsequent frames 
is found by doing a local search inside a suitable sized 
window for the position which correlates best with the 
texture around the feature in the reference frame, no prior 
knowledge is required. 

Visual feature tracking has been extensively studied 
with the development of computer vision. McKenna et al. 
[7] proposed an approach to track rigid and non-rigid face 
motion based on a point distribution model (PDM) and 
Gabor wavelets. Many lip trackers were variants of the 

snake method of Kass and Terzopoulos [8] or of the 
deformable template technique of Yuille [9]. Luettin [10] 
used an Active Shape Model (ASM). Lucas and Kanade 
[11] have proposed a method for registering two images 
for stereo matching based on a translation model between 
images. From the initial work of Lucas and Kanade, 
Tomasi and Kanade [4] developed a feature tracker based 
on the ’sum of squared intensity differences (SSD)’ 
matching measure, using a translation model. In [3], L. 
Torresani proposed a model-free tracking method that 
makes use of global rank constraints. In [6], Brand 
combined probabilistic error estimation and global rank 
constraints to track facial features. 

In this paper we describe a novel facial feature tracker, 
which integrates model-free and model-based method to 
reliably tracking dense facial features.  

The rest of the paper is organized as follows: We 
describe the tracker briefly in section 2. The mouth 
motion model is described in Section 3. In section 4, we 
extend the Kanade-Lucas-Tomasi (KLT) tracker to enable 
it to track feature points with degenerate textures. And we 
report our experiment results in section 5. In section 6, we 
conclude our work and give some future research 
direction. 

 
2. DESCRIPTION OF THE TRACKER 

 
The proposed facial feature tracker integrates model-
based and model-free tracking method for dense facial 
feature tracking. The model-free tracking method is 
general in use and often more computational efficient. But 
it cannot predict and track the object with complex 
characteristic motions, such as face, in some situations. 
The model-based tracking method can compensate this 
shortcoming and provides characteristic motion tracking 
when model-free method fails. 

Our tracker combines these two reciprocal methods to 
tracking complex non-rigid motions. The tracker consists 
a mouth model part and enhanced KLT (EKLT) tracker 
part. The mouth model is trained from example
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Figure. 1 Facial feature tracker diagram 
 
mouth images. It can track characteristic mouth motion 
and ensure that the subspace of the non-rigid face motion 
does not fall into rank degeneration. The EKLT tracker is 
a basic KLT tracker with global rank constraints. Other 
prior knowledge such as topography consistency is 
incorporated into the tracker for robust facial feature 
tracking. The general tracking process is show in Figure 1. 

 
3. ACTIVE MOUTH MOTION MODEL 

 
Human face has delicate motion. We believe that facial 
motion has its own characteristic and should be learned 
from observations for accurate and robust tracking. 
Though most facial feature points’ motion can be assumed 
as near-rigid, for face parts such as mouth, it is not 
practical to track its intrinsically non-linear motion due to 
large variance using model-free method such as optical 
flow. Here we employ example-based learning method to 
establish a mouth motion model for mouth tracking.  
 
3.1. Database of the mouth images 
 

The database used in this work includes 2D mouth 
images from 15 subjects, 200 images for each subject. 16 
landmarks on the mouth are labeled on each mouth image 
manually. 

 
3.2 Mouth Motion Model Training 
 
In this subsection, a morphable mouth model is trained 
from example images.  

First, we concatenate landmarks in each example image 
in dataset X={xi | i=1:n} into a vector. 

},...,...,{ 11 mmjji vuvuvux = , 

where (ui, vi) is the location of landmark i. Normalize xi to 
unit and align all mouth shapes into a common co-
ordinate frame. 
   Secondly, for each landmark on one mouth image, we 
define a rectangle window centered at the location of that 

landmark and sample pixel intensities and do 
normalization to make the sum of all pixel value are unit. 

Thirdly, we perform Principle Component Analysis 
(PCA) on the normalized shape examples and normalized 
texture examples, we get vector x , the mean shape and 
vector g , the mean texture, Es and E g are corresponding 
shape eigen matrix and texture eigen matrix of the first 
several significant eigen vectors   

}...,{ 21 spsss eeeE =                          

}...{ 2,1 gqggg eeeE =  
Then one mouth pattern can be represented by a vector bs 
and a vector bg in the learned subspace 

)( xxEb is −= Τ  

)( ggEb igg −= Τ  

and during tracking, one observed pattern x0 can be 
matched by tuning parameter vector b in a reasonable 
range 

xEbxo +=  
Note that considering the representation method, our 

method is different from Active Appearance Model 
(AAM) in that our method need not to warp textures from 
a specific shape to the mean shape, which can reduce 
additional noise. Simple linear subspace based methods, 
such as PCA, are more suitable to model the simple 
motion like mouth rather than the whole face motion. 

Furthermore, our method is different from AAM and 
ASM due to following observation:  
1) AAM method makes use of the global textures, that 

means it treat every pixel equally important. We 
argue that textures near fiducial feature points are 
more important than those far from them. 

2) ASM has too simple local model, it only samples 
texture on the profiles.  

 
3.3. Model-Based Mouth Motion Tracking 
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The mouth motion tracking procedure is treated as an 
optimization problem. The difference vector Iδ between 
the real mouth image Ir and the synthesized mouth image 
Is is evaluated to tune the parameter vector b. To best 
match the real mouth image and the synthesized mouth 
image, we want to minimize the magnitude of Iδ . We 
adopt Coots’s[1] stochastic searching algorithm to find 
parameters to minimize Iδ . 

 
4. ENHANCED KLT FEATURE TRACKER 

 
In this section we extend KLT Feature Tracker to make it 
fit for dense facial feature tracking due to the following 
three reasons: 
1) The model-free tracking method is generally more 

computationally efficient and accurate than model-
based tracking method for those features that do not 
change their appearance violently. 

2) The purpose of global constraints we employ here is 
to remove tracking noise from the initial result. It can 
enforce more effective constraints as the number of 
feature points increase. 

3) Face feature topography consistency is adopted to aid 
face feature tracking. 

 
4.1 Global Rank Constraint  
 
Bregler[5] has shown that a non-rigid shape state can be 
appropriate as a combination of several basic rigid shapes: 
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Where Si is the i-th basic shape that can represent some 
characteristic motion of the non-rigid target. 
Let }...1,...1|),{( PpFfvu fpfp ==  denote the pixel 

location of the feature p in frame f. We stack all feature 
points’ trajectory into one observation matrix W as in [5]. 
Under a weak perspective projection, W can be rewritten 
as:  
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The observation matrix W lies in a subspace whose 
dimension is no larger than 3K[5]. This strong constraint 
is different from the heuristic constraints such as 
appearance constancy.  
 
4.2 Noise Removal by Strong Constraints 
 

We divide observation matrix W into two sub-matrices 
Wrel and Wunrel, where Wrel contains the feature points’ 
trajectory that can be reliable tracked by the basic KLT 
Tracker and mouth model matching. We notice that 
though some feature points are declared reliably tracked, 
they are often contaminated by some kind of noise. Global 
rank constraints are first applied to Wre and force these 
features within a reasonable subspace. 

relrelrel
SVD

rel RMLW → . 
We project the Wrel into a 3K lower subspace by 

retaining the largest 3K singular values and reconstruct a 
more accurate Wrel. Then, we estimate the translation T for 
every frame, i.e., for frame f, using all reliably tracked 
features. 

For a human face, though its movement is non-rigid, it 
seldom changes its topography during motion. By 
modeling the feature points and its neighbor features 
points as a graph ),( EVG = , where V is a set of feature 
points, and E is a edge set of adjacent feature points, we 
can take advantage of the topography consistency to get a 
good estimation for those lost features from their neighbor 
feature points and treat the residual error as noise. Global 
rank constraints are applied to W through a thin SVD. 

LMRW SVD→ . A new observation matrix Wn is 
obtained by retaining the largest 3K singular values 
 

5. EXPERIMENTAL RESULTS 
 
To test our tracker, we randomly select a piece of 
139x177 10 Hz video of a subject who had been captured 
using home digital camera two years ago. The face region 
covers approximate 90x129 pixels in the image. There are 
some exaggerate expressions in the sequence. Note that 
this test sequence is of low frequency, which means the 
inter-frame displacement of the feature points maybe large. 
The person in the sequence has fairy smooth skins and 
there are little texture around some feature points.   

In [2], Shi gives a criterion for feature selection that is 
optimal for tracking algorithms. Here we use Shi’s 
criterion to select 63 features from the reference face 
image. Then, 16 mouth features are manually selected 
corresponding to our training model (see fig.2 (a)). 

Basic KLT feature tracker is employed to track all 
features through 100 frames, which performs very well 
for rigid object tracking for those well-selected features 
based on Shi’s criteriion. Only 17 features can be reliably 
tracked through sequence (see fig.2 (b)) due to the 
characteristic of the face and its motion. The feature 
points around mouth are all lost due to large appearance 
variance. 

We use our algorithms to track all 79 features and only 
7 features are lost during tracking (see fig.2(c)). The 
Enhanced KLT feature tracker with global rank constraint 
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employed demonstrates good performance to track face 
features even with little texture. The EKLT module 
provides good guidance for model-based tracking and 
reduces the searching space to a more reasonable degree. 
The residual error is approximate 0.0361-pixel error in 
horizontal direction and 0.0294-pixel error in vertical 
direction. The algorithm can run smoothly on a PIII 766 
machine and process each frame in 3-4 seconds. Figure 3 
shows some of our tracking results. 

We also test our algorithms on news broadcaster 
sequence and it can track the dense facial features well for 
later processing such as motion analysis and speech 
recognition.  

 

 
Fig.2 (a) Facial features selected for tracking; (b) 
Tracked facial features by our proposed facial feature 
tracker; (c) Tracked facial feature by general KLT 
feature tracker. 

 
6. CONCLUSIONS AND FUTURE WORK 

 
We propose a novel facial feature tracker that can track 
dense facial features through video sequence. Our tracker 
can deal with exaggerate face expressions and track those 
features with degenerate textures. Experimental results 
show that our facial tracker is robust and accurate enough. 
This framework can also be used to track other types of 
non-rigid motions. Future works include dealing with 
feature occultation and reappearance, long video sequence 
feature tracking with online feature window updating 
according to variance and wide view facial feature 
tracking.  
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Fig. 3 Some of our tracking result.  
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