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#### Abstract

Let $X$ be a subset of a projective space, over a finite field $K$, which is parameterized by the monomials arising from the edges of a clutter. Let $I(X)$ be the vanishing ideal of $X$. It is shown that $I(X)$ is a complete intersection if and only if $X$ is a projective torus. In this case we determine the minimum distance of any parameterized linear code arising from $X$.


## 1. Introduction

Let $K=\mathbb{F}_{q}$ be a finite field with $q$ elements and let $y^{v_{1}}, \ldots, y^{v_{s}}$ be a finite set of monomials. As usual if $v_{i}=\left(v_{i 1}, \ldots, v_{i n}\right) \in \mathbb{N}^{n}$, then we set

$$
y^{v_{i}}=y_{1}^{v_{i 1}} \cdots y_{n}^{v_{i n}}, \quad i=1, \ldots, s
$$

where $y_{1}, \ldots, y_{n}$ are the indeterminates of a ring of polynomials with coefficients in $K$. Consider the following set parameterized by these monomials

$$
X:=\left\{\left[\left(x_{1}^{v_{11}} \cdots x_{n}^{v_{1 n}}, \ldots, x_{1}^{v_{s 1}} \cdots x_{n}^{v_{s n}}\right)\right] \in \mathbb{P}^{s-1} \mid x_{i} \in K^{*} \text { for all } i\right\},
$$

where $K^{*}=K \backslash\{0\}$ and $\mathbb{P}^{s-1}$ is a projective space over the field $K$. Following [14] we call $X$ an algebraic toric set parameterized by $y^{v_{1}}, \ldots, y^{v_{s}}$. The set $X$ is a multiplicative group under componentwise multiplication.

Let $S=K\left[t_{1}, \ldots, t_{s}\right]=\oplus_{d=0}^{\infty} S_{d}$ be a polynomial ring over the field $K$ with the standard grading, let $\left[P_{1}\right], \ldots,\left[P_{m}\right]$ be the points of $X$, and let $f_{0}\left(t_{1}, \ldots, t_{s}\right)=t_{1}^{d}$. The evaluation map

$$
\begin{equation*}
\mathrm{ev}_{d}: S_{d}=K\left[t_{1}, \ldots, t_{s}\right]_{d} \rightarrow K^{|X|}, \quad f \mapsto\left(\frac{f\left(P_{1}\right)}{f_{0}\left(P_{1}\right)}, \ldots, \frac{f\left(P_{m}\right)}{f_{0}\left(P_{m}\right)}\right) \tag{1.1}
\end{equation*}
$$

defines a linear map of $K$-vector spaces. The image of $\mathrm{ev}_{d}$, denoted by $C_{X}(d)$, defines a linear code. Following [13] we call $C_{X}(d)$ a parameterized code of order $d$. As usual by a linear code we mean a linear subspace of $K^{|X|}$.

The definition of $C_{X}(d)$ can be extended to any finite subset $X \subset \mathbb{P}^{s-1}$ of a projective space over a field $K$. Indeed if we choose a degree $d \geq 1$, there is $f_{0} \in S_{d}$ such that $f_{0}(P) \neq 0$ for any $[P] \in X$ and we can define $C_{X}(d)$ as the image of the evaluation map given by Eq. (1.1). In this generality-the resulting linear code $-C_{X}(d)$ is called an evaluation code associated to $X$ [6]. It is also called a projective Reed-Muller code over the set $X$ [4, 9]. Some families of evaluation codes have been studied extensively, including several variations of Reed-Muller codes [3, 4, 6, 7, 9, 15]. In this paper we will only deal with parameterized codes over finite fields.

The dimension and length of $C_{X}(d)$ are given by $\operatorname{dim}_{K} C_{X}(d)$ and $|X|$ respectively. The dimension and length are two of the basic parameters of a linear code. A third basic parameter

[^0]is the minimum distance which is given by
$$
\delta_{d}=\min \left\{\|v\|: 0 \neq v \in C_{X}(d)\right\}
$$
where $\|v\|$ is the number of non-zero entries of $v$. The basic parameters of $C_{X}(d)$ are related by the Singleton bound for the minimum distance
$$
\delta_{d} \leq|X|-\operatorname{dim}_{K} C_{X}(d)+1
$$

The parameters of evaluation codes over finite fields have been computed in a number of cases. If $X=\mathbb{P}^{s-1}$, the parameters of $C_{X}(d)$ are described in [15, Theorem 1]. If $X$ is the image of the affine space $\mathbb{A}^{s-1}$ under the map $\mathbb{A}^{s-1} \rightarrow \mathbb{P}^{s-1}, x \mapsto[(1, x)]$, the parameters of $C_{X}(d)$ are described in [3, Theorem 2.6.2]. In this paper we examine the case when $X$ is an algebraic toric set parameterized by $y^{v_{1}}, \ldots, y^{v_{s}}$.

The contents of this paper are as follows. In Section 2 we introduce the preliminaries and explain the connection between the invariants of the vanishing ideal of $X$ and the parameters of $C_{X}(d)$. In Section 3 we show upper bounds for the number of roots, over an affine torus, of a polynomial in $S$ (see Lemma 3.1 and Theorem 3.3). The main theorem of Section 3 is a formula for the minimum distance of $C_{X}(d)$, where

$$
X=\left\{\left[\left(x_{1}, \ldots, x_{s}\right)\right] \in \mathbb{P}^{s-1} \mid x_{i} \in K^{*} \text { for all } i\right\}
$$

is a projective torus (see Theorem 3.4). Evaluation codes associated to a projective torus are called generalized projective Reed-Solomon codes [8]. If $X$ is a projective torus in $\mathbb{P}^{1}$ or $\mathbb{P}^{2}$, we recover some formulas of [8, 13] for the minimum distance of $C_{X}(d)$ (see Proposition 3.5).

The vanishing ideal of $X$, denoted by $I(X)$, is the ideal of $S$ generated by the homogeneous polynomials of $S$ that vanish on $X$. The ideal $I(X)$ is called a complete intersection if it can be generated by $s-1$ homogeneous polynomials of $S$. In Section 4 we study the ideal $I(X)$ when $v_{1}, \ldots, v_{s}$ are the characteristic vectors of the edges of a clutter (see Definition 4.1). We are able to classify when $I(X)$ is a complete intersection (see Theorem 4.4 and Corollary 4.5). The main algebraic fact about $I(X)$ that we need for this classification is a remarkable result of [13] showing that $I(X)$ is a binomial ideal. We show an optimal upper bound for the regularity of $I(X)$ in terms of the regularity of a complete intersection (see Proposition 4.6).

For all unexplained terminology and additional information we refer to [5] (for the theory of binomial ideals), [1, 16] (for the theory of polynomial ideals and Hilbert functions), and [12, 17, 18] (for the theory of error-correcting codes and algebraic geometric codes).

## 2. Preliminaries: Hilbert functions and the basic parameters of codes

We continue to use the notation and definitions used in the introduction. In this section we introduce the basic algebraic invariants of $S / I(X)$ and their connection with the basic parameters of parameterized linear codes. Then we present some of the results that will be needed later.

Recall that the projective space of dimension $s-1$ over $K$, denoted by $\mathbb{P}^{s-1}$, is the quotient space

$$
\left(K^{s} \backslash\{0\}\right) / \sim
$$

where two points $\alpha, \beta$ in $K^{s} \backslash\{0\}$ are equivalent if $\alpha=\lambda \beta$ for some $\lambda \in K$. We denote the equivalence class of $\alpha$ by $[\alpha]$. Let $X \subset \mathbb{P}^{s-1}$ be an algebraic toric set parameterized by $y^{v_{1}}, \ldots, y^{v_{s}}$ and let $C_{X}(d)$ be a parameterized code of order $d$. The kernel of the evaluation map $\mathrm{ev}_{d}$, defined in Eq. (1.1), is precisely $I(X)_{d}$ the degree $d$ piece of $I(X)$. Therefore there is an isomorphism of $K$-vector spaces

$$
S_{d} / I(X)_{d} \simeq C_{X}(d)
$$

Two of the basic parameters of $C_{X}(d)$ can be expressed using Hilbert functions of standard graded algebras [16], as we now explain. Recall that the Hilbert function of $S / I(X)$ is given by

$$
H_{X}(d):=\operatorname{dim}_{K}(S / I(X))_{d}=\operatorname{dim}_{K} S_{d} / I(X)_{d}=\operatorname{dim}_{K} C_{X}(d)
$$

The unique polynomial $h_{X}(t)=\sum_{i=0}^{k-1} c_{i} t^{i} \in \mathbb{Z}[t]$ of degree $k-1=\operatorname{dim}(S / I(X))-1$ such that $h_{X}(d)=H_{X}(d)$ for $d \gg 0$ is called the Hilbert polynomial of $S / I(X)$. The integer $c_{k-1}(k-1)$ !, denoted by $\operatorname{deg}(S / I(X))$, is called the degree or multiplicity of $S / I(X)$. In our situation $h_{X}(t)$ is a non-zero constant because $S / I(X)$ has dimension 1. Furthermore $h_{X}(d)=|X|$ for $d \geq|X|-1$, see [11, Lecture 13]. This means that $|X|$ equals the degree of $S / I(X)$. Thus $H_{X}(d)$ and $\operatorname{deg}(S / I(X))$ equal the dimension and the length of $C_{X}(d)$ respectively. There are algebraic methods, based on elimination theory and Gröbner bases, to compute the dimension and the length of $C_{X}(d)$ [13].

The index of regularity of $S / I(X)$, denoted by $\operatorname{reg}(S / I(X))$, is the least integer $p \geq 0$ such that $h_{X}(d)=H_{X}(d)$ for $d \geq p$. The degree and the regularity index can be read off the Hilbert series as we now explain. The Hilbert series of $S / I(X)$ can be written as

$$
F_{X}(t):=\sum_{i=0}^{\infty} H_{X}(i) t^{i}=\sum_{i=0}^{\infty} \operatorname{dim}_{K}(S / I(X))_{i} t^{i}=\frac{h_{0}+h_{1} t+\cdots+h_{r} t^{r}}{1-t}
$$

where $h_{0}, \ldots, h_{r}$ are positive integers. Indeed $h_{i}=\operatorname{dim}_{K}\left(S /\left(I(X), t_{s}\right)\right)_{i}$ for $0 \leq i \leq r$ and $\operatorname{dim}_{K}\left(S /\left(I(X), t_{s}\right)\right)_{i}=0$ for $i>r$. This follows from the fact that $I(X)$ is a Cohen-Macaulay lattice ideal [13] and by observing that $\left\{t_{s}\right\}$ is a regular system of parameters for $S / I(X)$ (see [16]). The number $r$ equals the regularity index of $S / I(X)$ and the degree of $S / I(X)$ equals $h_{0}+\cdots+h_{r}$ (see [16] or [19, Corollary 4.1.12]).

For convenience we recall the following result on complete intersections.
Proposition 2.1. [8, Theorem 1, Lemma 1] If $\mathbb{T}=\left\{\left[\left(x_{1}, \ldots, x_{s}\right)\right] \in \mathbb{P}^{s-1} \mid x_{i} \in K^{*} \forall i\right\}$ is a projective torus in $\mathbb{P}^{s-1}$, then
(a) $I(\mathbb{T})=\left(\left\{t_{i}^{q-1}-t_{1}^{q-1}\right\}_{i=2}^{s}\right)$.
(b) $F_{\mathbb{T}}(t)=\left(1-t^{q-1}\right)^{s-1} /(1-t)^{s}$.
(c) $\operatorname{reg}(S / I(\mathbb{T}))=(s-1)(q-2)$ and $\operatorname{deg}(S / I(\mathbb{T}))=(q-1)^{s-1}$.

When $I(X)$ is a complete intersection, there is a general formula for the dimension of any projective Reed-Muller code arising from $X$ [4]. Its proof uses the fact that the Koszul complex of a complete intersection ideal $I(X)$ gives the minimal free resolution of $S / I(X)$. For a projective torus one can find a formula for the dimension directly - without the use of a Koszul complex - as shown below.
Corollary 2.2 ([4). If $\mathbb{T}$ is a projective torus in $\mathbb{P}^{s-1}$, then the length of $C_{\mathbb{T}}(d)$ equals $(q-1)^{s-1}$ and its dimension is given by

$$
\operatorname{dim}_{K} C_{\mathbb{T}}(d)=\sum_{j=0}^{\left\lfloor\frac{d}{q-1}\right\rfloor}(-1)^{j}\binom{s-1}{j}\binom{s-1+d-j(q-1)}{s-1} .
$$

Proof. According to Proposition 2.1, the length of $C_{\mathbb{T}}(d)$ equals $(q-1)^{s-1}$ and the Hilbert series of the graded algebra $S / I(\mathbb{T})$ is given by

$$
F_{\mathbb{T}}(t)=\frac{\left(1-t^{q-1}\right)^{s-1}}{(1-t)^{s}}=\sum_{d=0}^{\infty} H_{\mathbb{T}}(d) t^{d}=\left[\sum_{j=0}^{s-1}(-1)^{j}\binom{s-1}{j} t^{j(q-1)}\right]\left[\sum_{i=0}^{\infty}\binom{s-1+i}{s-1} t^{i}\right] .
$$

Hence comparing the coefficients of $t^{d}$ on both sides of the equality we get

$$
H_{\mathbb{T}}(d)=\sum_{i+j(q-1)=d}(-1)^{j}\binom{s-1}{j}\binom{s-1+i}{s-1}
$$

Thus making $i=d-j(q-1)$ we obtain the required expression for $\operatorname{dim}_{K} C_{\mathbb{T}}(d)$.
In Section 3 we compute the minimum distance of $C_{\mathbb{T}}(d)$, which was an important piece of information-from the viewpoint of coding theory-missing in the literature.

## 3. Minimum distance in parameterized codes

We continue to use the notation and definitions used in the introduction. In this section we show some upper bounds for the number of roots, over an affine torus, of a polynomial in $S$. Then we determine the minimum distance of a parameterized linear code $C_{X}(d)$ when $X$ is a projective torus in $\mathbb{P}^{s-1}$.

Let $\mathbb{T}^{*}=\left(K^{*}\right)^{s}$ be an affine torus. For $G \in S$, we denote the zero set of $G$ in $\mathbb{T}^{*}$ by $Z_{G}$. We begin with a general bound that will be refined later in the section.

Lemma 3.1. Let $0 \neq G=G\left(t_{1}, \ldots, t_{s}\right) \in S$ be a polynomial of total degree $d$. If

$$
Z_{G}:=\left\{x \in\left(K^{*}\right)^{s} \mid G(x)=0\right\}
$$

then $\left|Z_{G}\right| \leq d(q-1)^{s-1}$.
Proof. By induction on $s+d \geq 1$. If $s+d=1$, then $s=1, d=0$ and the result is obvious. If $s=1$, then the result is clear because $G$ has at most $d$ roots in $K$. Thus we may assume $d \geq 1$ and $s \geq 2$. We can write

$$
\begin{equation*}
G=G\left(t_{1}, \ldots, t_{s}\right)=G_{0}\left(t_{1}, \ldots, t_{s-1}\right)+G_{1}\left(t_{1}, \ldots, t_{s-1}\right) t_{s}+\cdots+G_{r}\left(t_{1}, \ldots, t_{s-1}\right) t_{s}^{r} \tag{3.1}
\end{equation*}
$$

where $G_{r} \neq 0$ and $0 \leq r \leq d$. Let $\beta$ be a generator of the cyclic group $\left(K^{*}, \cdot\right)$. We set

$$
H_{k}=H_{k}\left(t_{2}, \ldots, t_{s}\right):=G\left(\beta^{k}, t_{2}, \ldots, t_{s}\right)
$$

for $1 \leq k \leq q-1$.
Case (I): $H_{k}\left(t_{2}, \ldots, t_{s}\right)=0$ for some $1 \leq k \leq q-1$. From Eq. (3.1) we get

$$
H_{k}\left(t_{2}, \ldots, t_{s}\right)=G_{0}\left(\beta^{k}, t_{2}, \ldots, t_{s-1}\right)+G_{1}\left(\beta^{k}, t_{2}, \ldots, t_{s-1}\right) t_{s}+\cdots+G_{r}\left(\beta^{k}, t_{2}, \ldots, t_{s-1}\right) t_{s}^{r}=0
$$

Therefore $G_{i}\left(\beta^{k}, t_{2}, \ldots, t_{s-1}\right)=0$ for $i=0, \ldots, r$. Hence $t_{1}-\beta^{k}$ divides $G_{i}\left(t_{1}, \ldots, t_{s-1}\right)$ for all $i$. Thus, by Eq. (3.1), we can write

$$
G\left(t_{1}, \ldots, t_{s}\right)=\left(t_{1}-\beta^{k}\right) G^{\prime}\left(t_{1}, \ldots, t_{s}\right)
$$

for some $G^{\prime} \in S$. Notice that $\operatorname{deg}\left(G^{\prime}\right)+s=d-1+s<d+s$. Hence by induction

$$
\left|Z_{G}\right| \leq\left|Z_{\left(t_{1}-\beta^{k}\right)}\right|+\left|Z_{G^{\prime}\left(t_{1}, \ldots, t_{s}\right)}\right| \leq(q-1)^{s-1}+(d-1)(q-1)^{s-1}=d(q-1)^{s-1}
$$

Case (II): $H_{k}\left(t_{2}, \ldots, t_{s}\right) \neq 0$ for $1 \leq k \leq q-1$. Observe the inclusion

$$
Z_{G} \subset \bigcup_{k=1}^{q-1}\left(\left\{\beta^{k}\right\} \times Z_{H_{k}\left(t_{2}, \ldots, t_{s}\right)}\right)
$$

where $Z_{H_{k}\left(t_{2}, \ldots, t_{s}\right)}=\left\{\left(x_{2}, \ldots, x_{s}\right) \in\left(K^{*}\right)^{s-1} \mid H_{k}\left(x_{2}, \ldots, x_{s}\right)=0\right\}$. As deg $H_{k}\left(t_{2}, \ldots, t_{s}\right)+s-$ $1<d+s$, then by induction

$$
\left|Z_{G}\right| \leq \sum_{k=1}^{q-1}\left|Z_{H_{k}\left(t_{2}, \ldots, t_{s}\right)}\right| \leq(q-1) d(q-1)^{s-2}=d(q-1)^{s-1}
$$

as required.
Lemma 3.2. Let $d, d^{\prime}$, se positive integers such that $d=k(q-2)+\ell$ and $d^{\prime}=k^{\prime}(q-2)+\ell^{\prime}$ for some integers $k, k^{\prime}, \ell, \ell^{\prime}$ satisfying that $k, k^{\prime} \geq 0$ and $1 \leq \ell, \ell^{\prime} \leq q-2$. If $d^{\prime} \leq d$ and $k \leq s-1$, then $k^{\prime} \leq k$ and

$$
-(q-1)^{s-k^{\prime}}+\ell^{\prime}(q-1)^{s-k^{\prime}-1} \leq-(q-1)^{s-k}+\ell(q-1)^{s-k-1} .
$$

Proof. It is not hard to see that $k^{\prime} \leq k$. It suffices to prove the equivalent inequality:

$$
q-1-\ell \leq(q-1)^{k-k^{\prime}}\left(q-1-\ell^{\prime}\right) .
$$

If $k=k^{\prime}$, then $\ell \geq \ell^{\prime}$ and the inequality holds. If $k \geq k^{\prime}+1$, then

$$
q-1-\ell \leq q-1 \leq(q-1)\left(q-1-\ell^{\prime}\right) \leq(q-1)^{k-k^{\prime}}\left(q-1-\ell^{\prime}\right),
$$

as required.
Theorem 3.3. Let $G=G\left(t_{1}, \ldots, t_{s}\right) \in S$ be a polynomial of total degree $d \geq 1$ such that $\operatorname{deg}_{t_{i}}(G) \leq q-2$ for $i=1, \ldots, s$. If $d=k(q-2)+\ell$ with $1 \leq \ell \leq q-2$ and $0 \leq k \leq s-1$, then

$$
\left|Z_{G}\right| \leq(q-1)^{s-k-1}\left((q-1)^{k+1}-(q-1)+\ell\right) .
$$

Proof. By induction on $s$. If $s=1$, then $k=0$ and $d=\ell$. Then $\left|Z_{G}\right| \leq \ell$ because a non-zero polynomial in one variable of degree $d$ has at most $d$ roots. Assume $s \geq 2$. By Lemma 3.1 we may also assume that $k \geq 1$. There are $r \geq 0$ distinct elements $\beta_{1}, \ldots, \beta_{r}$ in $K^{*}$ and $G^{\prime} \in S$ such that

$$
G=\left(t_{1}-\beta_{1}\right)^{a_{1}} \cdots\left(t_{1}-\beta_{r}\right)^{a_{r}} G^{\prime}, \quad a_{i} \geq 1 \forall i
$$

and $G^{\prime}\left(\beta, t_{2}, \ldots, t_{s}\right) \neq 0$ for any $\beta \in K^{*}$. Notice that $r \leq \sum_{i} a_{i} \leq q-2$ because the degree of $G$ in $t_{1}$ is at most $q-2$. We can write $K^{*}=\left\{\beta_{1}, \ldots, \beta_{q-1}\right\}$. Let $d_{i}^{\prime}$ be the degree of $G^{\prime}\left(\beta_{i}, t_{2}, \ldots, t_{s}\right)$ and let $d^{\prime}=\max \left\{d_{i}^{\prime} \mid r+1 \leq i \leq q-1\right\}$. If $d^{\prime}=0$, then $\left|Z_{G}\right|=r(q-1)^{s-1}$ and consequently

$$
r(q-1)^{s-1} \leq(q-2)(q-1)^{s-1} \leq(q-1)^{s-k-1}\left((q-1)^{k+1}-(q-1)+\ell\right)
$$

The second inequality uses that $k \geq 1$. Thus we may assume that $d^{\prime}>0$ and also that $\beta_{r+1}, \ldots, \beta_{m}$ are the elements $\beta_{i}$ of $\left\{\beta_{r+1}, \ldots, \beta_{q-1}\right\}$ such that $G^{\prime}\left(\beta_{i}, t_{2}, \ldots, t_{s}\right)$ has positive degree. Notice that $d=\sum_{i} a_{i}+\operatorname{deg}\left(G^{\prime}\right) \geq r+d^{\prime}$. The polynomial

$$
H:=\left(t_{1}-\beta_{1}\right)^{a_{1}} \cdots\left(t_{1}-\beta_{r}\right)^{a_{r}}
$$

has exactly $r(q-1)^{s-1}$ roots in $\left(K^{*}\right)^{s}$. Hence counting the roots of $G^{\prime}$ that are not in $Z_{H}$ we obtain:

$$
\begin{equation*}
\left|Z_{G}\right| \leq r(q-1)^{s-1}+\sum_{i=r+1}^{m}\left|Z_{G^{\prime}\left(\beta_{i}, t_{2}, \ldots, t_{s}\right)}\right| \tag{3.2}
\end{equation*}
$$

For each $r+1 \leq i \leq m$, we can write $d_{i}^{\prime}=k_{i}^{\prime}(q-2)+\ell_{i}^{\prime}$, with $1 \leq \ell_{i}^{\prime} \leq q-2$. The proof will be divided in three cases.

Case (I): Assume $\ell>r$ and $k=s-1$. By [2, Theorem 1.2], the nonzero polynomial $G^{\prime}\left(\beta_{i}, t_{2}, \ldots, t_{s}\right)$ cannot be the zero-function on $\left(K^{*}\right)^{s-1}$ for any $i$ because its degree in each variable is at most $q-2$. Thus by Eq. (3.2) we get

$$
\left|Z_{G}\right| \leq r(q-1)^{s-1}+(q-1-r)\left((q-1)^{s-1}-1\right) \leq(q-1)^{s}-(q-1)+\ell .
$$

Case (II): Assume $\ell>r$ and $k \leq s-2$. Then $d-r=k(q-2)+(\ell-r)$ with $1 \leq \ell-r \leq q-2$. Since $d_{i}^{\prime} \leq d-r$ for $i=r+1, \ldots, m$, by Lemma 3.2, we get $k_{i}^{\prime} \leq k$ for $r+1 \leq i \leq m$. Then by induction hypothesis, using Eq. (3.2) and Lemma 3.2, we obtain:

$$
\begin{aligned}
\left|Z_{G}\right| & \leq r(q-1)^{s-1}+\sum_{i=r+1}^{m}\left|Z_{G^{\prime}\left(\beta_{i}, t_{2}, \ldots, t_{s}\right)}\right| \\
& \leq r(q-1)^{s-1}+\sum_{i=r+1}^{m}\left[(q-1)^{(s-1)-k_{i}^{\prime}-1}\left((q-1)^{k_{i}^{\prime}+1}-(q-1)+\ell_{i}^{\prime}\right)\right] \\
& \leq r(q-1)^{s-1}+(q-1-r)\left[(q-1)^{(s-1)-k-1}\left((q-1)^{k+1}-(q-1)+(\ell-r)\right)\right] \\
& \leq(q-1)^{s-k-1}\left((q-1)^{k+1}-(q-1)+\ell\right) .
\end{aligned}
$$

Case (III): Assume $\ell \leq r$. Then we can write $d-r=k_{2}(q-2)+\ell_{2}$ with $k_{2}=k-1$ and $\ell_{2}=q-2+\ell-r$. Notice that $0 \leq k_{2} \leq s-2$ and $1 \leq \ell_{2} \leq q-2$ because $k \geq 1, r \leq q-2$ and $k \leq s-1$. Since $d_{i}^{\prime} \leq d-r$ for $i>r$, by Lemma 3.2, we get $k_{i}^{\prime} \leq k_{2}$ for $i=r+1, \ldots, m$. Then by induction hypothesis, using Eq. (3.2) and Lemma 3.2, we obtain:

$$
\begin{aligned}
\left|Z_{G}\right| & \leq r(q-1)^{s-1}+\sum_{i=r+1}^{m}\left|Z_{G^{\prime}\left(\beta_{i}, t_{2}, \ldots, t_{s}\right)}\right| \\
& \leq r(q-1)^{s-1}+\sum_{i=r+1}^{m}\left[(q-1)^{(s-1)-k_{i}^{\prime}-1}\left((q-1)^{k_{i}^{\prime}+1}-(q-1)+\ell_{i}^{\prime}\right)\right] \\
& \leq r(q-1)^{s-1}+(q-1-r)\left[(q-1)^{(s-1)-k_{2}-1}\left((q-1)^{k_{2}+1}-(q-1)+\ell_{2}\right)\right] \\
& =r(q-1)^{s-1}+(q-1-r)\left[(q-1)^{s-k-1}\left((q-1)^{k}-(q-1)+(q-2+\ell-r)\right)\right] \\
& \leq(q-1)^{s-k-1}\left((q-1)^{k+1}-(q-1)+\ell\right) .
\end{aligned}
$$

The last inequality uses that $r \leq q-2$. This completes the proof of the result.
We come to the main result of this section.
Theorem 3.4. If $X=\left\{\left[\left(x_{1}, \ldots, x_{s}\right)\right] \in \mathbb{P}^{s-1} \mid x_{i} \in K^{*}\right.$ for all $\left.i\right\}$ is a projective torus and $d \geq 1$, then the minimum distance of $C_{X}(d)$ is given by

$$
\delta_{d}=\left\{\begin{array}{cl}
(q-1)^{s-(k+2)}(q-1-\ell) & \text { if } d \leq(q-2)(s-1)-1, \\
1 & \text { if } d \geq(q-2)(s-1),
\end{array}\right.
$$

where $k$ and $\ell$ are the unique integers such that $k \geq 0,1 \leq \ell \leq q-2$ and $d=k(q-2)+\ell$.
Proof. First we consider the case $1 \leq d \leq(q-2)(s-1)-1$. Then in this case we have that $k \leq s-2$. Let $\prec$ be the graded reverse lexicographical order (grevlex) on the monomials of $S$.

In this order $t_{1} \succ \cdots \succ t_{s}$. Let $F$ be a homogeneous polynomial of $S$ of degree $d$ such that $F$ does not vanish on $X$. By the division algorithm [1, Theorem 1.5.9, p. 30], we can write

$$
\begin{equation*}
F=h_{1}\left(t_{1}^{q-1}-t_{s}^{q-1}\right)+\cdots+h_{s-1}\left(t_{s-1}^{q-1}-t_{s}^{q-1}\right)+F^{\prime} \tag{3.3}
\end{equation*}
$$

with $\operatorname{deg}_{t_{i}}\left(F^{\prime}\right) \leq q-2$ for $i=1, \ldots, s-1$ and $d^{\prime}=\operatorname{deg}\left(F^{\prime}\right) \leq d$. We set

$$
\begin{aligned}
Z_{F\left(t_{1}, \ldots, t_{s-1}, 1\right)} & =\left\{\left(x_{1}, x_{2}, \ldots, x_{s-1}, 1\right) \in\left(K^{*}\right)^{s-1} \times\{1\} \mid F\left(x_{1}, x_{2}, \ldots, x_{s-1}, 1\right)=0\right\} \\
A_{F} & =\{[x] \in X \mid F(x)=0\}
\end{aligned}
$$

Notice that there is a bijection

$$
Z_{F\left(t_{1}, \ldots, t_{s-1}, 1\right)} \longrightarrow A_{F}, \quad\left(x_{1}, \ldots, x_{s-1}, 1\right) \mapsto\left[\left(x_{1}, \ldots, x_{s-1}, 1\right)\right]
$$

Hence $\left|A_{F}\right|=\left|Z_{F\left(t_{1}, \ldots, t_{s-1}, 1\right)}\right|$. Using Eq. (3.3), we get $Z_{F\left(t_{1}, \ldots, t_{s-1}, 1\right)}=Z_{F^{\prime}\left(t_{1}, \ldots, t_{s-1}, 1\right)}$. Now we set

$$
H=H\left(t_{1}, \ldots, t_{s-1}\right)=F^{\prime}\left(t_{1}, \ldots, t_{s-1}, 1\right) \text { and } Z_{H}=\left\{x \in\left(K^{*}\right)^{s-1} \mid H(x)=0\right\}
$$

The polynomial $H$ does not vanish on $\left(K^{*}\right)^{s-1}$. This follows from Eq. (3.3) and using that $F$ is homogeneous and that $F$ does not vanish on $X$. We may assume that $d^{\prime} \geq 1$, otherwise $Z_{F^{\prime}\left(t_{1}, \ldots, t_{s-1}, 1\right)}=\emptyset$ and $\left|A_{F}\right|=0$. Then we can write $d^{\prime}=k^{\prime}(q-2)+\ell^{\prime}$ for some integers $k^{\prime} \geq 0$ and $1 \leq \ell^{\prime} \leq q-2$. Since $k \leq s-2$, by Lemma 3.2, we obtain that $k^{\prime} \leq k$ and

$$
\begin{equation*}
-(q-1)^{s-1-k^{\prime}}+\ell^{\prime}(q-1)^{s-2-k^{\prime}} \leq-(q-1)^{s-1-k}+\ell(q-1)^{s-2-k} \tag{3.4}
\end{equation*}
$$

Then $k^{\prime} \leq s-2$ and $H$ is a non-zero polynomial of degree $d^{\prime} \geq 1$ in $s-1$ variables such that $\operatorname{deg}_{t_{i}}(H) \leq q-1$ for $i=1, \ldots, s-1$. Therefore applying Theorem 3.3 to $H$ and then using Eq. (3.4) we derive

$$
\begin{aligned}
\left|A_{F}\right|=\left|Z_{H}\right| & \leq(q-1)^{s-k^{\prime}-2}\left((q-1)^{k^{\prime}+1}-(q-1)+\ell^{\prime}\right) \\
& \leq(q-1)^{s-k-2}\left((q-1)^{k+1}-(q-1)+\ell\right)
\end{aligned}
$$

Since $F$ was an arbitrary homogeneous polynomial of degree $d$ such that $F$ does not vanish on $X$ we obtain

$$
M:=\max \left\{\left|A_{F}\right|: F \in S_{d} ; F \not \equiv 0\right\} \leq(q-1)^{s-k-2}\left((q-1)^{k+1}-(q-1)+\ell\right)
$$

where $F \not \equiv 0$ means that $F$ is not the zero function on $X$. We claim that

$$
M=(q-1)^{s-k-2}\left((q-1)^{k+1}-(q-1)+\ell\right)
$$

Let $M_{1}$ be the expression in the right hand side. It suffices to show that $M$ is bounded from below by $M_{1}$ or equivalently it suffices to exhibit a homogeneous polynomial $F \not \equiv 0$ of degree $d$ with exactly $M_{1}$ roots in $X$. Let $\beta$ be a generator of the cyclic group $\left(K^{*}, \cdot\right)$. Consider the polynomial $F=f_{1} f_{2} \cdots f_{k} g_{\ell}$, where $f_{1}, \ldots, f_{k}, g_{\ell}$ are given by

$$
\begin{array}{rlc}
f_{1} & = & \left(\beta t_{1}-t_{2}\right)\left(\beta^{2} t_{1}-t_{2}\right) \cdots\left(\beta^{q-2} t_{1}-t_{2}\right) \\
f_{2} & = & \left(\beta t_{1}-t_{3}\right)\left(\beta^{2} t_{1}-t_{3}\right) \cdots\left(\beta^{q-2} t_{1}-t_{3}\right) \\
\vdots & \vdots & \vdots \\
f_{k} & = & \left(\beta t_{1}-t_{k+1}\right)\left(\beta^{2} t_{1}-t_{k+1}\right) \cdots\left(\beta^{q-2} t_{1}-t_{k+1}\right) \\
g_{\ell} & = & \left(\beta t_{1}-t_{k+2}\right)\left(\beta^{2} t_{1}-t_{k+2}\right) \cdots\left(\beta^{\ell} t_{1}-t_{k+2}\right)
\end{array}
$$

Now, the roots of $F$ in $X$ are in one to one correspondence with the union of the sets:

$$
\begin{gathered}
\{1\} \times\left\{\beta^{i}\right\}_{i=1}^{q-2} \times\left(K^{*}\right)^{s-2}, \\
\{1\} \times\{1\} \times\left\{\beta^{i}\right\}_{i=1}^{q-2} \times\left(K^{*}\right)^{s-3}, \\
\vdots \\
\{1\} \times \cdots \times\{1\} \times\left\{\beta^{i}\right\}_{i=1}^{q-2} \times\left(K^{*}\right)^{s-(k+1)}, \\
\{1\} \times \cdots \times\{1\} \times\left\{\beta^{i}\right\}_{i=1}^{l} \times\left(K^{*}\right)^{s-(k+2)} .
\end{gathered}
$$

Therefore the number of zeros of $F$ in $X$ is given by

$$
\begin{aligned}
\left|A_{F}\right| & =(q-2)(q-1)^{s-2}+(q-2)(q-1)^{s-3}+\cdots+(q-2)(q-1)^{s-(k+1)}+\ell(q-1)^{s-(k+2)} \\
& =(q-1)^{s-(k+2)}\left[(q-2)(q-1)^{k}+\cdots+(q-2)(q-1)+\ell\right] \\
& =(q-1)^{s-(k+2)}\left[(q-2)(q-1)\left((q-1)^{k-1}+\cdots+1\right)+\ell\right] \\
& =(q-1)^{s-(k+2)}\left[(q-1)^{s-(k+2)}\left((q-2)(q-1)\left(\frac{(q-1)^{k}-1}{q-2}\right)+\ell\right)\right] \\
& =(q-1)^{s-(k+2)}\left[(q-1)\left((q-1)^{k}-1\right)+\ell\right] \\
& =(q-1)^{s-(k+2)}\left[(q-1)^{k+1}-(q-1)+\ell\right]
\end{aligned}
$$

as required. Thus $M=M_{1}$ and the claim is proved. Therefore

$$
\begin{aligned}
\delta_{d} & =\min \left\{\left\|\operatorname{ev}_{d}(F)\right\|: \operatorname{ev}_{d}(F) \neq 0 ; F \in S_{d}\right\}=|X|-\max \left\{\left|A_{F}\right|: F \in S_{d} ; F \not \equiv 0\right\} \\
& =(q-1)^{s-1}-\left((q-1)^{s-k-2}\left((q-1)^{k+1}-(q-1)+\ell\right)\right) \\
& =(q-1)^{s-k-2}((q-1)-\ell),
\end{aligned}
$$

where $\left\|\mathrm{ev}_{d}(F)\right\|$ is the number of non-zero entries of $\mathrm{ev}_{d}(F)$. This completes the proof of the case $1 \leq d \leq(q-2)(s-1)-1$.

Next we consider the case $d \geq(q-2)(s-1)$. By the Singleton bound we get

$$
1 \leq \delta_{d} \leq|X|-H_{X}(d)+1=1
$$

for $d \geq \operatorname{reg}(S / I(X))$. Hence, applying Proposition 2.1, we get $\delta_{d}=1$ for $d \geq(s-1)(q-2)$.
The next proposition is an immediate consequence of our result. Recall that a linear code is called maximum distance separable (MDS for short) if equality holds in the Singleton bound.
Proposition 3.5 ([8, 13]). If $X$ is a projective torus in $\mathbb{P}^{1}$, then $C_{X}(d)$ is an MDS code and its minimum distance is given by

$$
\delta_{d}=\left\{\begin{array}{cc}
q-1-d & \text { if } 1 \leq d \leq q-3, \\
1 & \text { if } d \geq q-2 .
\end{array}\right.
$$

If $X$ is a projective torus in $\mathbb{P}^{2}$, then the minimum distance of $C_{X}(d)$ is given by

$$
\delta_{d}=\left\{\begin{array}{cl}
(q-1)^{2}-d(q-1) & \text { if } 1 \leq d \leq q-2 \\
2 q-d-3 & \text { if } q-1 \leq d \leq 2 q-5, \\
1 & \text { if } d \geq 2 q-4 .
\end{array}\right.
$$

Parameterized codes arising from complete bipartite graphs have been studied in [7]. In this case one can use our result together with the following theorem to compute the minimum distance.

Theorem 3.6 ([7]). Let $\mathcal{K}_{k, \ell}$ be a complete bipartite graph, let $X$ be the toric set parameterized by the edges of $\mathcal{K}_{k, \ell}$, and let $X_{1}$ and $X_{2}$ be the projective torus of dimension $\ell-1$ and $k-1$ respectively. Then the length, dimension and minimum distance of $C_{X}(d)$ are equal to

$$
(q-1)^{k+\ell-2}, \quad H_{X_{1}}(d) H_{X_{2}}(d), \quad \text { and } \quad \delta_{1} \delta_{2}
$$

respectively, where $\delta_{i}$ is the minimum distance of $C_{X_{i}}(d)$.

## 4. Complete intersection ideals of parameterized sets of clutters

We continue to use the notation and definitions used in the introduction and in the preliminaries.

Definition 4.1. A clutter $\mathcal{C}$ is a family $E$ of subsets of a finite ground set $Y=\left\{y_{1}, \ldots, y_{n}\right\}$ such that if $f_{1}, f_{2} \in E$, then $f_{1} \not \subset f_{2}$. The ground set $Y$ is called the vertex set of $\mathcal{C}$ and $E$ is called the edge set of $\mathcal{C}$, they are denoted by $V_{\mathcal{C}}$ and $E_{\mathcal{C}}$ respectively.

Clutters are special hypergraphs and are sometimes called Sperner families in the literature. One example of a clutter is a graph with the vertices and edges defined in the usual way for graphs.

Let $\mathcal{C}$ be a clutter with vertex set $V_{\mathcal{C}}=\left\{y_{1}, \ldots, y_{n}\right\}$ and let $f$ be an edge of $\mathcal{C}$. The characteristic vector of $f$ is the vector $v=\sum_{y_{i} \in f} e_{i}$, where $e_{i}$ is the $i t h$ unit vector in $\mathbb{R}^{n}$. Throughout this section we assume that $v_{1}, \ldots, v_{s}$ is the set of all characteristic vectors of the edges of $\mathcal{C}$.

Definition 4.2. If $a \in \mathbb{R}^{s}$, its support is defined as $\operatorname{supp}(a)=\left\{i \mid a_{i} \neq 0\right\}$. Note that $a=a^{+}-a^{-}$, where $a^{+}$and $a^{-}$are two non negative vectors with disjoint support called the positive and negative part of $a$ respectively.

Lemma 4.3. Let $\mathcal{C}$ be a clutter. If $f \neq 0$ is a homogeneous polynomial of $I(X)$ of the form $t_{i}^{b}-t^{c}$ with $b \in \mathbb{N}, c \in \mathbb{N}^{s}$ and $i \notin \operatorname{supp}(c)$, then $\operatorname{deg}(f) \geq q-1$. Moreover if $b=q-1$, then $f=t_{i}^{q-1}-t_{j}^{q-1}$ for some $j \neq i$.

Proof. For simplicity of notation assume that $f=t_{1}^{b}-t_{2}^{c_{2}} \cdots t_{r}^{c_{r}}$, where $c_{j} \geq 1$ for all $j$ and $b=c_{2}+\cdots+c_{r}$. Then

$$
\begin{equation*}
\left(x_{1}^{v_{11}} \cdots x_{n}^{v_{1 n}}\right)^{b}=\left(x_{1}^{v_{21}} \cdots x_{n}^{v_{2 n}}\right)^{c_{2}} \cdots\left(x_{1}^{v_{r 1}} \cdots x_{n}^{v_{r n}}\right)^{c_{r}} \quad \forall\left(x_{1}, \ldots, x_{n}\right) \in\left(K^{*}\right)^{n} \tag{4.1}
\end{equation*}
$$

where $v_{i}=\left(v_{i 1}, \ldots, v_{i n}\right)$. We proceed by contradiction. Assume that $b<q-1$. First we claim that if $v_{1 k}=1$ for some $1 \leq k \leq n$, then $v_{j k}=1$ for $j=2, \ldots, r$, otherwise if $v_{j k}=0$ for some $j \geq 2$, then making $x_{i}=1$ for $i \neq k$ in Eq. (4.1) we get $\left(x_{k}^{v_{1 k}}\right)^{b}=x_{k}^{b}=x_{k}^{m}$, where $m<b$. Then $x_{k}^{b-m}=1$ for $x_{k} \in K^{*}$. In particular if $\beta$ is a generator of the cyclic group $\left(K^{*}, \cdot\right)$, then $\beta^{b-m}=1$. Hence $b-m$ is a multiple of $q-1$ and consequently $b \geq q-1$, a contradiction. This completes the proof of the claim. Therefore $\operatorname{supp}\left(v_{1}\right) \subset \operatorname{supp}\left(v_{j}\right)$ for $j=2, \ldots, r$. Since $\mathcal{C}$ is a clutter we get that $v_{1}=v_{j}$ for $j=2, \ldots, r$, a contradiction because $v_{1}, \ldots, v_{r}$ are distinct.

To show the second part of the lemma assume that $f=t_{1}^{q-1}-t_{2}^{c_{2}} \cdots t_{r}^{c_{r}}$ with $\sum_{i} c_{i}=q-1$. Assume that $r \geq 3$. Then

$$
\begin{equation*}
1=\left(x_{1}^{v_{21}} \cdots x_{n}^{v_{2 n}}\right)^{c_{2}} \cdots\left(x_{1}^{v_{r 1}} \cdots x_{n}^{v_{r n}}\right)^{c_{r}} \quad \forall\left(x_{1}, \ldots, x_{n}\right) \in\left(K^{*}\right)^{n} \tag{4.2}
\end{equation*}
$$

We claim that if $v_{2 k}=1$ for some $1 \leq k \leq n$, then $v_{j k}=1$ for $j=3, \ldots, r$, otherwise if $v_{j k}=0$ for some $j \geq 3$, then making $x_{i}=1$ for $i \neq k$ in Eq. (4.2) we get $1=x_{k}^{m}$ for any $x_{k} \in K^{*}$, where $m<q-1$, a contradiction because $\left(K^{*}, \cdot\right)$ is a cyclic group of order $q-1$. This completes the proof of the claim. Therefore $\operatorname{supp}\left(v_{2}\right) \subset \operatorname{supp}\left(v_{j}\right)$ for $j=3, \ldots, r$. Since $\mathcal{C}$ is a clutter we get
that $v_{2}=v_{j}$ for $j=3, \ldots, r$, a contradiction because $v_{1}, \ldots, v_{r}$ are distinct. Therefore $r=2$, as required.

A polynomial of the form $t^{a}-t^{b}$, with $a, b \in \mathbb{N}^{s}$, is called a binomial of $S$. An ideal generated by binomials is called a binomial ideal.

Theorem 4.4. Let $\mathcal{C}$ be a clutter. If $I(X)$ is a complete intersection, then

$$
I(X)=\left(t_{1}^{q-1}-t_{s}^{q-1}, \ldots, t_{s-1}^{q-1}-t_{s}^{q-1}\right) .
$$

Proof. According to [13] the vanishing ideal $I(X)$ is a binomial ideal. Therefore there is a set $\mathcal{B}=\left\{h_{1}, \ldots, h_{s-1}\right\}$ of homogeneous binomials that generate the ideal $I(X)$. We may assume that $h_{1}, \ldots, h_{m}$ are the binomials of $\mathcal{B}$ that contain a term of the form $t_{i}^{c_{i}}$. By Lemma 4.3 we have that $\operatorname{deg}\left(h_{i}\right) \geq q-1$ for $i=1, \ldots, m$. Thus we may assume that $h_{1}, \ldots, h_{k}$ are the binomials of $\mathcal{B}$ of degree $q-1$ that contain a term of the form $t_{i}^{q-1}$ and that $h_{k+1}, \ldots, h_{m}$ have degree greater than $q-1$. By Lemma 4.3 the binomials $h_{1}, \ldots, h_{k}$ have the form $t_{i}^{q-1}-t_{j}^{q-1}$. Notice that $h_{m+1}, \ldots, h_{s-1}$ have both of their terms not in the set $\left\{t_{1}^{a_{1}}, \ldots, t_{s}^{a_{s}} \mid a_{i} \geq 1 \forall i\right\}$. Since $t_{i}^{q-1}-t_{s}^{q-1}$ is in $I(X)$ for $i=1, \ldots, s-1$, we can write

$$
t_{i}^{q-1}-t_{s}^{q-1}=\sum_{\ell=1}^{k} \lambda_{\ell} h_{\ell}+\sum_{\ell=k+1}^{m} \mu_{\ell} h_{\ell}+\sum_{\ell=m+1}^{s-1} \theta_{\ell} h_{\ell} \quad\left(\lambda_{\ell}, \mu_{\ell}, \theta_{\ell} \in S\right) .
$$

As $h_{1}, \ldots, h_{s-1}$ are homogeneous binomials we can rewrite this equality as:

$$
t_{i}^{q-1}-t_{s}^{q-1}=\sum_{\ell=1}^{k} \lambda_{\ell}^{\prime} h_{\ell}+\sum_{\ell=m+1}^{s-1} \theta_{\ell}^{\prime} h_{\ell}
$$

where $\lambda_{\ell}^{\prime} \in K$ for $\ell=1, \ldots, k$ and for each $m+1 \leq \ell \leq s-1$ either $\theta_{\ell}^{\prime}=0$ and $\operatorname{deg}\left(h_{\ell}\right)>q-1$ or $\operatorname{deg}\left(h_{\ell}\right) \leq q-1$ and $\operatorname{deg}\left(h_{\ell}\right)+\operatorname{deg}\left(\theta_{\ell}^{\prime}\right)=q-1$. Then

$$
t_{i}^{q-1}-t_{s}^{q-1}-\sum_{\ell=1}^{k} \lambda_{\ell}^{\prime} h_{\ell}=\sum_{\ell=m+1}^{s-1} \theta_{\ell}^{\prime} h_{\ell} .
$$

The left hand side of this equality has to be zero, otherwise a non-zero monomial that occur in the left hand side will have to occur in the right hand side which is impossible because monomials occurring on the left have the form $\lambda t_{j}^{q-1}, \lambda \in K$, and monomials occurring on the right are never of this form. Hence we get the inclusion

$$
\left(t_{1}^{q-1}-t_{s}^{q-1}, \ldots, t_{s-1}^{q-1}-t_{s}^{q-1}\right) \subset\left(h_{1}, \ldots, h_{k}\right)
$$

Since the height of $\left(h_{1}, \ldots, h_{k}\right)$ is at most $k$, we get $s-1 \leq k$. Consequently $k=s-1$. Thus the inclusion above is an equality as required.

Corollary 4.5. Let $\mathcal{C}$ be a clutter with $s$ edges and let $\mathbb{T}=\left\{\left[\left(x_{1}, \ldots, x_{s}\right)\right] \in \mathbb{P}^{s-1} \mid x_{i} \in K^{*}\right\}$ be a projective torus. The following are equivalent:
$\left(c_{1}\right) I(X)$ is a complete intersection.
(c $\left.\mathrm{c}_{2}\right) I(X)=\left(t_{1}^{q-1}-t_{s}^{q-1}, \ldots, t_{s-1}^{q-1}-t_{s}^{q-1}\right)$.
(c3) $X=\mathbb{T} \subset \mathbb{P}^{s-1}$.
Proof. $\left(\mathrm{c}_{1}\right) \Rightarrow\left(\mathrm{c}_{2}\right)$ : It follows at once from Theorem 4.4, $\left(\mathrm{c}_{2}\right) \Rightarrow\left(\mathrm{c}_{3}\right)$ : By Proposition 2.1) one has $I(X)=I(\mathbb{T})=\left(\left\{t_{i}^{q-1}-t_{s}^{q-1}\right\}_{i=1}^{s-1}\right)$. As $X$ and $\mathbb{T}$ are both projective varieties, we get that $X=\mathbb{T}$ (see [13, Lemma 4.2] for details). $\left(\mathrm{c}_{3}\right) \Rightarrow\left(\mathrm{c}_{1}\right)$ : It follows at once from Proposition 2.1,

The next result shows that the regularity of complete intersections associated to clutters provide an optimal bound for the regularity of $S / I(X)$.
Proposition 4.6. $\operatorname{reg}(S / I(X)) \leq(q-2)(s-1)$, with equality if $I(X)$ is a complete intersection associated to a clutter with s edges.

Proof. For $i \geq 0$, we set $h_{i}=\operatorname{dim}_{K}\left(S /\left(I(X), t_{s}\right)\right)_{i}$. The regularity index of $S / I(X)$, denoted by $r$, satisfies that $h_{i}>0$ for $i=0, \ldots, r$ and $h_{i}=0$ for $i>r$ (see Section (2). There is an exact sequence of graded $S$-modules

$$
\begin{align*}
& 0 \longrightarrow(S / I(X))[-1] \xrightarrow{t_{s}} S / I(X) \longrightarrow S /\left(I(X), t_{s}\right) \longrightarrow 0 \Longrightarrow  \tag{4.3}\\
& h_{i}=H_{X}(i)-H_{X}(i-1) \geq 0 . \tag{4.4}
\end{align*}
$$

On the other hand there is a surjection

$$
D=S /\left(\left\{t_{i}^{q-1}-t_{s}^{q-1}\right\}_{i=1}^{s-1} \cup\left\{t_{s}\right\}\right)=K\left[t_{1}, \ldots, t_{s-1}\right] /\left(\left\{t_{i}^{q-1}\right\}_{i=1}^{s-1}\right) \longrightarrow S /\left(I(X), t_{s}\right) \longrightarrow 0 .
$$

The Hilbert series of $D$ is equal to the polynomial $\left(1+t+\cdots+t^{q-1}\right)^{s-1}$ because the ideal $\left(\left\{t_{i}^{q-1}\right\}_{i=1}^{s-1}\right)$ is a complete intersection [19, p. 104]. Hence $\operatorname{reg}(D)=(q-2)(s-1)+1$. From the surjection above we get that $\operatorname{dim}_{K} D_{i} \geq h_{i} \geq 0$. If $i \geq \operatorname{reg}(D)$, we obtain $0=\operatorname{dim}_{K} D_{i} \geq h_{i} \geq 0$. Then from Eq. (4.4) we conclude

$$
H_{X}(i)=H_{X}(i-1) \text { for } i \geq \operatorname{reg}(D) .
$$

Hence $\operatorname{reg}(S / I(X)) \leq(q-2)(s-1)$. To complete the proof assume that $I(X)$ is a complete intersection, then by Theorem 4.4 the ideal $I(X)$ is equal to $\left(t_{1}^{q-1}-t_{s}^{q-1}, \ldots, t_{s-1}^{q-1}-t_{s}^{q-1}\right)$. Consequently reg $(S / I(X))=(q-2)(s-1)$.
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