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Abstract—We consider the N-user broadcast erasure channel same signal on all its outgoing links, while it is assumed
where feedback from the users is fed back to the transmittern  that the destinations have complete knowledge of any ezasur

the form of ACK messages. We provide a generic outer bound w4+ ccyrred orall source-destination paths. In a sengg, [3]
to the capacity of this system and propose a coding algorithm .

that achieves this bound for an arbitrary number of users 1S the.“W|reIess” co.unter.part tq the classical network Dgfj'
and symmetric channel conditions, assuming that instantaous Paradigm of [4], since it carries all results dfl [4] (which
feedback is known to all users. Removing this assumption redts were based on the assumption of error-free channels) ieto th
in a rate r2egion which differs from the outer bound by a wireless regime.

factor O(NV"/L), where L is packet length. For the case of non-  1he concept of combining packets for efficient transmission

symmetric channels, we present a modification of the previau . . -
algorithm whose achievable region is identical to the outebound based on receiver feedback is also usedin [5], where breadca

for N < 3, when instant feedback is known to all users, and traffic is assumed and a rate-optimal, zero-delay, offlige-al
differs from the bound by O(N?/L) when each user knows only rithm is presented folV = 3. Online heuristics that attempt to

its own ACK. The proposed algorithms do not require any prior - minimize the decoding delay are also presented. Refer@fjce [
k”?mgsgie?;]gh_aggi ds(;[:;ltStIgl'sésure channels. feedback baseq EXPANGs on this work by presenting an online algorithm that
coding, capacity achieving algorithms. ' solves_ at eac_:h slot a (NP-hard) _set pac_kmg prpblem in o_rder
to decide which packets to combine. This algorithm also aims
|. INTRODUCTION in minimizing delay.

Broadcast channels have been extensively studied by hg/lultiple_ qnicast flows, WhiCh, are tradit.ionally difficul-t to.
information theory community since their introduction irﬁ‘ﬂ"’mdIe within the network coding paradlgm, are studied in
[1]. Although their capacity remains unknown in the gener for a network whert_a ea_lch source 1s connected o a relay
case, special cases have been solved, including the imporfs Well as to all destinations, other than its own, and all
category of “degraded” channels [2]. Another class of cleésin _connectlons are queled as BECS. A capacity _outer bound
that has received significant attention is erasure cha,nn(!fl;sIoresented for arbnra@d and is shown to be ach|evabl_e for
where either the receiver receives the input symbol uredter ' 3 and almost achlevable.de = 4,5. The .capacr[y-
or the input symbol is erased (equivalently, dropped) at y@ghieving algorithm operates in two stages with the relay

receiver. The latter class is usually employed as a model fiving knowledge qf the destination message S'd.e infoomat
lossy packet networks. at the end of the first stage but not afterward (i.e. once the

Combining the above classes, a broadcast erasure chaﬁﬁ@%ﬂd stage starts, the relay does not receive feedbaok fro
(BEC) is a suitable abstraction for wireless communicatiof"® (.astllnatlon§). , L
A similar setting is studied iri 8], where ACK-based packet

modeling since it captures the essentially broadcast eattir bining i d and hasis is placed h head
the medium as well as the potential for packet loss (due to fagpmoining Is proposed and emphasis is placed on the overhea

ing, packet collision etc). Since this channel is not nemelys and co_mplexity requirements of the proposed sc_hem_e. An
degraded, the computation of its feedback capacity rega'onf’%Ctual implementation of the use of packet XORing in an

an open problem. Numerous variations of this channel, undB}ermediated Iaytzr bet\llveendthe P andh_02.11 MAC layers
different assumptions, have been studied, a brief summ‘ary'% presented and evaluated il [9], whl e [10] proposes a
which follows. replacement for the 802.11 retransmission scheme based on

For multicast traffic, an outer bound to the capacity regio(?l)(plqiting knowledge of previou_sly received packe_ts. .
of erasure channels is derived d [3], in the form of a suijtabl This paper expand§ upon e_arller vv_orkl]E_l[ll] (which studied
defined minimum cut, and it is proved that the bound can 5'%6 cgseN =2) _and IS sufﬁmently different from- the afore-
achieved by linear coding at intermediate nodes. The bmdcmentloned work in that, although it also uses the idea of giack

nature is captured by requiring each node to transmit tAExINg (similar to the network codmg_sense), it provides
explicit performance guarantees. Specifically, an outembdo

IThis work was supported by the EU project N-CRAVE, FP7-21525  to the feedback capacity region for multiple unicast flowseg(o
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for each user) is computed and two online algorithms asssumed to consist of iid vectors (we denote with =
presented that achieve this bound for the following se#ting 71, ..., Zx) the random vector with distribution equal to
respectively: an arbitrary number of usé¥swith symmetric that of Z;), although, for a fixed slot, arbitrary correlation
channels (this concept will be defined later), and 3 usens wibetween erasures in different users is allowed. For anyxinde
arbitrary channel statistics. setZ C N, we define the probability that an erasure occurs
The algorithms do not require any knowledge of chann& all users inZ as

parameters (such as erasure probabilities) or future gvent ) A
so that they can be applied to any BEC. They use receiver Pr(Z;=1, VieI)=ez, @
feedback to combine packets intended for different uses ifvhere, by convention, it holdsy = 1. For simplicity, we

a single packet which is then transmitted. The combiningrite ¢, instead ofs(;; and assume; < 1 to avoid trivial
scheme (i.e. choosing which packets to combine and hopgses.

relies on a set of virtual queues, maintained in the transmit According to the introduced notation, when the transmitter

ter, which are updated based on per-slot available receiggfthe beginning of slot, broadcasts symboX;, each usei
ACK/NACKs. This queue-based coding concept has also begsteives symbo; ; given by

used in[[12], albeit for broadcast traffic with stochasticvails
where the stability region of the proposed algorithm bec®me Yie=ZiubE+ (1- Zi)Xi, (2)

asymptotically op_tlmal as the erasure prc_)bal:_)lllty goes ,to \(/)vhere we denot’; 2 (Yii)ien Atthe end of each sidt all
whereas we consider systems with an arbitrarily fixed number = . o .
. L ._users inform the transmitter whether the symbol was redeive
of packets per unicast stream where the capacity is achieve S . ) :
: . or not, which is equivalent to each usesending the value
for arbitrary values of erasure probability.

. : f Z;, through an error-free control channel. In information-
The paper is structured as follows. Sectidn Il describes the il g

. T : eoretic terms[[14], the broadcast channel is described by
exact model under investigation and provides the nNecessgiy .t alphabel’. the outout al habe(s, . Y for
definitions in order to derive the capacity outer bound if - Pt &P ’ put aip L2 o N

Section[Il. The first coding algorithm is presented in Se?usersl,Q...,N, respectively, and the probability transition

tion V] which also contains a discussion of the intuitionunCtlon p(Y 1| X;). Due to the memoryless property, the

: ! : : transition probability function is independent bfso that it
behind the algorithm, its correctness and optimal perfoicea .
. . . can be written a®(Y'|X). In the rest of the paper, we set
for symmetric channels. The incorporation of overhead al

; o : . = IF,, with IF,, a suitable field of size, so that, by definition
the corresponding reduction in the achievable region @e a f h L it hol forallic A
examined. A modification of the algorithm that achieves capa0 erasure channel, it holds; = &'U {£} for all i € V.
) A channel codg2" %1 ... 2"E~ p) for the broadcast chan-

ity for 3 users under arbitrary channel conditions is présgn . . . )
. . . : nel with feedback consists of the following components:
in Section[Y, while Sectiof VI concludes the paper. Due to ok ]

space restrictions, the proofs of all stated results ardtechi * Message setdV; of size 2" for each useri ¢ N.

and presented i [13] instead. DenoteW = (Wy,...,Wy) € Wi x ... x Wy.
o an encoder that at slétransmits symboK; based on the
Il. SYSTEM MODEL AND DEFINITIONS value of W and all previously gathered feedbayk ' £
The system model is a direct extensionXousers of the (Yq,...,Y;1). X is a function of W only.

corresponding model if[11] but is nonetheless repeated for N decoders, one for each uset \, represented by the

completeness. Consider a time slotted system where massage functionsg; : V' — W;.

(packets) of lengthl bits are transmitted in each slot. WeA decoding error occurs with probabilityP. =

normalize to unity the actual time required to transmit &N Pr (U;cn{g:(Y") # Wi}), where Y £ (Yia,.. o, Yin).

bit so that the time intervd(l—1)L [L),forl =1,2,...,cor- A rate R = (Ry,...,Ry) is achievable if there exists a

responds to slot. The system consists of a single transmittefequence of channel codg@"f: ... 27%~ n) such that

and a setV = {1,2,..., N} of receivers, while there existsP. — 0 asn — oc. Finally, the capacity region of this

at the transmitter a distinct stream of unicast packetsdche channel is defined as the closure of the set of achievable

receiver, with the packets destined for receiveomprising set rates.

KC;. The channel is modeled as memoryless broadcast erasuréhe following definition, introduced in[2], will be useful

so that each broadcast packet is either received unaltgredirb deriving the outer bound for the capacity of the broadcast

a user or is dropped (i.e. the user does not receive it), énasure channel.

which case an erasure occurs for the user. This is equivalent Definition 1: A broadcast channelX’, ();)ien, p(Y | X))

considering that the user receives the special symbethich with receiver set\ is physically degraded if there exists a

is distinct from any transmitted symbol. Hence, each uspermutationr on A such that the sequencé — Y, —

knows whether an erasure has occurred or not by examining — Y (ny forms a Markov chain.

its received symbol. A generalization toN users of the 2-user proof if_[15]
Define Z;, £ Ijuseri receivesE in slot ], wherel[] de- provides the following remarkable resul.

notes an indicator function, and consider the random vec-Lemma 1:Feedback does not increase the capacity region

tor Z; = (Z14,2Z2,,...,Zn,1). The sequencq Z,;}°, is of a physically degraded broadcast channel.



We now have all necessary tools to compute the actual cgpatitis special setting, we introduce the notatieg; L e
outer bound. (i.e. the subscript ot indicates the cardinality of the erasure
set). In the following, we assume that each user knows the
size|[C;| of all streams and instant feedback is available to all
The derivation of the capacity outer bound is based onugers. The first assumption can be easily satisfied in peactic
method similar to the approaches [n[16]2[18]. We initiallyvhile the second one will be removed in a later section.
state a general result on the capacity of broadcast erasurBefore the algorithm’s description, a brief discussioni t
channelswithout feedbackl19]. underlying rationale will be useful. Since each usemust
Lemma 2:The capacity region (measured in informatiomlecode exactlyk’;| packets, one way of achieving this is by
bits per transmitted symbol) of a broadcast erasure changehding linear combinations, over the fiéfg, of appropriate

IIl. CAPACITY OUTER BOUND

with receiver set\" and no feedback is packets so that useeventually receiveSC; | linearly indepen-
R, dent combinations of the packetskiy. Specifically, all stream
Cny = {R >0:) ——< L} : (3) packets are viewed as elementsfgf while each transmitted
—~1—g
ieN symbol (or packety has the form
which implies that any achievable rate is achieved through
simple timesharing between the users. 5= Z as(p)p, @
We denote withC' the channel under consideration and, for pEVienk

an arbitrary permutation on N, introduce a new, hypotheti-
cal, broadcast channél, with the same input/output alphabet
asC and an erasure indicator function of

whereas(p) are suitable coefficients ifi,. If the symbols
Tan also be written as

N : §= Z bs(p)p + Cs, (8)
Zriiyy = H Zr(i)i- (4) peK;
j=1

whereb, 2 (bs(p), p € K;), ¢cs are known to uset, thens is
considered to be a “token” far Additionally, if s is received
by i and theb, coefficients ofs, along with theb, coefficients
of all previously received (byi) tokenss’, form a linearly
independent set of vectors ovEy, thens is considered to be
an “innovative token” fori. In words, an innovative token for
1 is any packets that allows: to effectively construct a new

In other words, a user(i) in C erases a symbol if and only if
all usersr(j), with j < 4, erase the symbol in chann@l This
occurs with probability - ;) £ EUi_ {r(j)}- The following two
results are proved in [13].

Lemma 3:ChannelC; is physically degraded.

Lemma 4:Denote with Cs, C..; the feedback capacity

regions of channel€’, C'r, respectively. It hold€; C Cry. gquation (with the packets if; as unknowns, sincé,, c.
Notice that Lemmdl]4 already provides an outer bound I9e nown), that is linearly independent w.r.t. all presiyu
Cy. In order to derive this bound, we note that the previoy,nsirycted equations by Hence, each user must receive
results imply that the feedback capacity region of the phygc | jnnovative tokens in order to decode its packets. Note
ically degraded channel’; is identical, due to Lemmall, it it is quite possible, and actually very desirable, toe t

to the capacity region of’r without feedback. The latter is ;ame packet to be a token (better yet, an innovative token) fo
described, in general form, in Lemrhh 2 whence we deduﬁﬁjltiple USers.

the following result.

N In order to avoid inefficiency and, hopefully, achieve the
Lemma 5:The feedback capacity region 6f; is given by Y P y

outer bound of Sectioll, it is crucial that, under certain
. R circumstances, a symbol (i.e. a linear combination of pajke
Crp = {RZ 0: Z Tz .= L} (5) that is erased by some users, but is received by at least
ien - e one other user, is stored in an appropriate queue so that it
The above analysis was based on a particular permutatf@ be combined in the future with other erased symbols to
7. Considering allN! permutations on\" provides a tighter Provide tokens for multiple users (and thus compensatéfor t

general outer bound. loss). The crux of the algorithm is in the careful bookkeegpin
Theorem 1:The following set inclusion is true required to handle these cases.
R R
Cs C Cout = NMrepChrf, (6) A. Description of algorithmCODEL
where is the set of all possible permutations A The transmitter maintains a virtual network of quedgs,

indexed by the non-empty subsefsof A (see Fig[ll for an

) ) ) . illustration for 4 users). The queues are initialized witte t
In this section, we present a coding algorithm namegyeam packets as follows

CODEL, show its correctness, and analyze its performance for
symmetric channels, i.e. channels which satisfy the candit K i S = {4},
ez = e7 wheneverlZ| = | 7|, foranyZ, 7 C N. To indicate Qs = @ otherwise.

IV. CODING ALGORITHM



Additionally, with each queu€)s, indicesT% are maintained -
for all i € S and are initialized as ’ =

Ti IKi| if S = {i},
STV 0 otherwise.

It will become apparent from the algorithm’s description
that index T represents the number of innovative tokens
(i.e. packets of the form in[18)) that useérmust receive
successfully from@Qs in order to decode its packEt$due
to the performed initialization, this statement is triltairue
for all S with |S| = 1). These indices are dynamically
updated during the algorithm’s execution based on thevedei
feedback, as will be explained soon. Finally, each receiver
i € N maintains its own set of queuét;, for all non-empty
S C N with i € S, where it stores the innovative tokens it 234
receives fromQSE We assume for now that all users know
which queue the packet they receive comes from. All queues
R are initially empty. Fig. 1. Transmitter virtual queues required for 4 users amues possible

Denote with Q,, the set of all queue§s with |S| = n. index transitions.

The algorithm operates iV phases so that in phase with
1 < n < N, only transmissions of linear combinations of

packets in one of the queues 1@, occur. Specifically, at ) . )
phasen, the transmitter orders the s&, according to a mitted from queu&)s, the following actions, collectively re-

predetermined rule, known to all users (say, according f[%rred_to aSA‘CTF_Bl' are tf_ike” (gﬂ;l4 cases must be examined)
lexicographic order, which corresponds to the top-todratt 1) if no user in\ receivess, it is retransmitted.
ordering shown in Fig11). The transmitter then examines the2) for each usei € S that receives and satisfiesl’s > 0,

w
~

Depending on the received feedback for the paskieans-

first (according to this order) quedgs and transmits a symbol s is added to queu®s andTy is decreased by 1.

(or packet)s that is a linear combination of all packets in 3) if s has been erased by at least one userS and has
Qs, ie. s = ZpGQs as(p)p. We slightly abuse parlance and been received byaxactlythe_ users in some sét, with
say that % is transmitted fromQs”, although it is clear that @ #G CN -, the following 2 steps are performed
s is not actually stored irQs. The coefficientsu,(p) € F, o packets is added to queu€)s g (no packets are
can be produced either via a pseudo-random number generator removed fromQs).

or through structured codes. The exact generation metthrod fo « for each usei € S that erased and satisfiesl s >
as(p) is unimportant as long as the following requirements are 0, T¢ is reduced by 1 and’éug is increased by 1.
met: 4) if the setG of users that receive is a subset o such

« the generation procedure is known to all users, so that that7} =0 forall i € G, s is retransmitted.

they can always reproduce the values:ofp) even whey Fig. [1 presents the allowable index transitions from queues
they don't receive the packet This implies that the Q3. Q3 that occur in stef]3 ofACTFB1 (the other
receivers must also know the size of all queu@s, transitions are not shown to avoid graphical clutter; deshe
S C N, at all times. lines correspond to sté&p 2 ACTFB1). Transmission of linear

« the set of coefficient vector§is(p) : p € Qs), for all  combinations of packets fromps continues for as long as
packets (i.e. linear combinations}ransmitted fronQ)s, there exists at least onec S with 7% > 0. When it holds
is a linearly independent set of vectors ot TL =0 for all i € S, the transmitter moves to the next queue

If the coefficientsa,(p) are randomly generated, the seconéls’ in the ordering ofQ,, and repeats the above procedure

requirement need only be satisfied with probability arbiya until it has visited all queues iQ,,. When this occurs, phase
close to 1 for sufficiently large field size n is complete and the algorithm moves to phasel. CODE1

terminates at the end of phasé

Lit will be seen that the transmitted combination of packetsnfQs can
never become a token for any usee N/ — S, so that the transmitter does

not need to maintain indices for them. o The second statement in the following Lemma, which
it will be seen in a later Section that, if instant feedbackas available

to all users, the feedback information is sent to the usees afl information 1S prov_ed ”gorOUSIy .'n [[13] although It can t_)e |ntU|t|ver
packets have been sent. In this case, any information acketived by user ascertained through induction 48|, is the crucial property

i are initially placed in a single queue. Once the completdifaek is known, of CODE1 and follows from its construction.
the packets of this queue are moved to the appropriate quggeso that . . . .
the decoding procedure (i.e. the construction of|iig| linearly independent Lemma 6:Any packets that is stored in queu€)s with

equations) can begin. |S| > 2 is alinear combination of all packets in quefe. , for

B. Properties and correctness GODE1



some non-empt¥, C S, that has been received kyactlyall For completeness, we definlg; = Ry =  (the sample
users inS —Z,. Hence, any packet in quedgs is a token for space). Combining the identi%ys = (Es N Rg)&J(ES N R@)
all i € S (and only thesé € S), and any linear combination with (I0) yields

of all packets inQs is an innovative token for all € S with
i > 0. Pr(Es) =Pr(EsNRg)+ > Pr(Esun N Rg_w).

The above Lemma gives a very intuitive explanation to HADHCG (11)

the algorithm’s operation. Specifically, stEp 2 GODEL is
equivalent to saying that whenever usgereceives a useful

token (meaning thal’s > 0 so that there remain Innovative ) g introducing the notatiop. , = Pr(Es N Rg) for any sets
tokens to receive) frong)s, this (innovative) token should beS G with S| = e, |G| = allows us to rewrite[(11) as
added toR%. If this is not the case and there exist users,’ e F=a

Noting that, for symmetric channels, all relevant probabil
ities depend only on the cardinality of the correspondirg se

comprising setf C N — S, who receive this packet (step 3), " lp
then the packet has become a token for user§ inG and Pe,p = €e — Z <l)pe+z,pz, (12)
should be placed in queu@s_g. This allows the token to =1

be simultaneously received by multiple users in the futum@ awhere we used the fact that there ;ﬁ@ distinct setsi C G
thus compensate for the current loss. Additionally, sir@eril  with cardinality /. Denote with k% the value ofT% at the
can now recover this token more efficiently frapa,g instead peginning of phase: = |S| (i.e. before any transmissions
of Qs, the indicesT’s, T g should be modified accordingly from queues inQ,, take place). Due to symmetri depends
to account for the token transition. Step 4 merely states thghly on |S|. Hence, denoting; = k& for any S with |S| =1
the packet is retransmitted when it is only received by useffdi € S, the construction oSODEL implies the following
who have already recovered all tokens intended for them. recursive relation (which can be interpreted as consemati
Finally, since for any slot that someT’; is reduced by 1, innovative tokens) fof > 2

either some otheTgug is increased by 1 or (exclusive or) I

some packet is added to queRtg in the same slot, it follows B — =1 ki, Vi

; oo . . = ————DN—i+1,l—m> eN,
that the following quantity is constant during the execuitid ! z:: m—1/)1-— eN,meN R ‘
CODEL. (13)

_ _ . along with the initial conditiorki = |KC;|. The number of slots
S IRS(b)+ D TE(t) = const = [Ki|, VieN, (9) T* required to complete phase i.e. recover all innovative

S:es S:es tokens from the queues @,,, is given by
where the last equality follows from the initialization of . 1 ;
CODEL. Since the algorithm terminates when it holtls = 0 I, = Z 1— en_ni1 \ics ks |- (14)
for all non-emptyS C A/ and alli € S, we conclude that at the S:|S|=n
end of the terminating slat it holds) 5., s|R5(tf)| = |Kil ~ After some tedious algebra, which involves the explicit

for all i € N. Hence, each user has recoveid| tokens solution of the recursion i {13), the number of slots reegir

which, by choosing a sufficiently large field size(which for the entire execution oEODE1 is computed as
also implies a sufficiently largd.), can be made linearly N

independent with probability arbitrarily close to 1. Thuad, T XN: T Z 10l (15)
users can decode their packets with a vanishing probability h no 1—¢€,

error andCODEL operates correctly. Notice that this result et

holds for arbitrary channels, so that, in principl@ODE1 Hence, each user achieves a rate?; = |K;|/7™*, which
is universally applicable. In addition, no prior knowledge combined with Theorerl1 yields the following result[13].

n=1

channel parameters is required for its execution. Theorem 2:For symmetric channels, the capacity region
outer boundC,,; defined in Theoreni]l is given by (units
C. Performance oODEL for symmetric channels are information bits per transmitted symbol)

The complete analysis of the performanc&€@DE1 is quite Ry
lengthy with full details being given irfi [13]. We present @er Cout = {R 20: Z 1 _(Gj = L} ’ (16)
the starting point of the analysis along with the main result N
We assume without loss of generality thi | > ... > [Ky| Wheren*(i) is the order permutation, i.&2.-(;) > R.-(;) for
and|K | is sufficiently large to invoke the strong law of largel < j. Furthermore(,,,; is achieved byCODEL.
numbers. We denote the everfg = {Z; = 1, Vi € S} and

A

Re 2 {Z — 0, Vi € G}, which imply € stands for set D. Taking the overhead into account

complement ana for disjoint union) The preyious gnalysis rests on the assumption that comp!ete
feedback is available to all users. To remove this assumptio
R¢ = H.J (B N Rg_%). (10) (so that each user need only know its own feedback), the

HAGHCG feedback information must be conveyed to the users by the



transmitter at the expense of channel capacity (i.e. thepwe  where 7* (i) is the order permutatiorC approximate<,,
ration of overhead) and increased complexity at the receivevery closely asl > 2N2/(1 — ;).
The following procedure is proposed, under the assumptior\/ THE 3-RECEIVER CASE FOR ARBITRARY CHANNELS
that the users can execute the coefficient-generator #igori '
and reproduce the coefficient values if needed. Although CODE1 achieves the capacity outer bound of
A single overhead bik is reserved in each packet of lengthTheorem(L for symmetric channels, for sufficiently larhe
L. This bit is 0, unless stef] 4 oEODE1 occurred in the this is not always true for arbitrary channels, i.e. theristex
transmission of the (immediately) previous packet, in whidatesR € C,y: that arenot achievable byCODEL. This is
case it is set to 1. Essentially, hit is the indicator bit of €asily verified in the following scenario: consider the case
step 4 for the previously transmitted packet. The tranemitof equal rates, i.eR; = R for all i € {1,2,3} (which
now appliesCODEL normally (taking feedback into accountimplies that|iC;| = K for all 4), and assume that it holds
according toACTFB1), and keeps a feedback log as follows?1 = €2 = €3 @ndegy 5y > £41,3y > €233 Considering all
« if the transmitted packet is erased by all users, nothirﬁ/)g(;ss'ble permut_atlons 0fi1, 2,3} and applying Theorerfll 1
is written in the log. Ids the following bound

« for each transmitted packet with = 0 that is received  Ceg.out =

by at least one user, the transmitter writes in the log an 1 1 1
N-bit group, where group bitis set to 1 or 0, depending { R (1 . + 1— e + 1z 3}) < L} .
on whether usei received the packet or not, respectively. ’ ” (18)

« for each transmitted packet withh = 1 that is received R
by at least one user, the transmitter creates it The number of slot§™* required for the application GODE1
group as in the casgé = 0, but writes nothing in the in this setting is computed in_[13] as
log until it eventually transmits a packet with = 0. [ 1 1 1

When this occurs, thé/-bit group corresponding to the T** = K - max

+ + ,
. . . . . 1-— 1-— 1-—
last transmitted packet with = 1 is written in the log “1 £(1.2} {123}

(after which theN-bit group corresponding to the current 1=y + 1 +  (19)
packet withh = 0 is also written in the log, due to the (1-e2)(l-epsy) 1-epz

previous rule). This scheme is necessary in order to avoid 1 .

arbitrarily large log sizes. l—epo3) ’

The receivers store all their received packets in a singBi€l The third term appearing ifi{JL9) is written &3 since it does
since they can do nothing more at this point until they knoyot influence the fact that the second term is strictly latgan
the complete feedback. the first (since it holds; = e; and1 — e(z3; > 1 — &gy 3y).
WhenCODEL terminates, the transmitter transmits the entirghjs implies that the rate (in information bits per trangaut
feedback log until all users have received it. Once the Usefgmbol) R = K L/T** achieved byCODEL1 is strictly smaller
have the feedback log, they can essentially “replay” thfian the bound if{38), which demonstrates the suboptiynalit
execution of CODEL. Specifically, since the order in whichof cODE1.
the queuesl)s € Q, are visited is known, and the user A more intuitive explanation for the suboptimal per-
can deduce, from the feedback log, the valuesTgf for formance of CODE1 under asymmetric channels for the
al i € §, § € N (so that the phase boundaries arg.receiver case can also be given by the following ar-
distinguishable), the users always know which queue th@ment (note that, forN = 3, the network corre-
received paCket comes from. Th|S allows them, with Son'@onding to F|gD1 contains On|y queues for séis c
extra bookkeeping [13], to creafé; and recover all available ({1} {21 {3} {1,2},{1,3},{2,3},{1,2,3}}). Assume that
innovative tokens. It is easy to see that the number of packg{ phase 2 ofSODE1, the order in which the queues are visited
required toNtransmit the feedback log to all users is at mqst {1,2},{1,3},{2,3}. When the transmitter sends linear
(2N/L)- 3=, —1 Yos:/5|=n (maxies k). This number is upper combinations of packets froif,; ,y, it is quite possible that
bounded by(2N?/L) ZfV:1|IC1-|, and since these packets musthe indicesT{lLQ}, T{QLQ} do not become zero simultaneously.

be received by all users, the r12umber of additional slotsiredu Say it happens thaﬂ“{ll_2 = 0 and T{Q1 » > 0. By con-
for the log transmission i% ZfV:1|ICZ-|. The analogue of struction,CODE1 will continue to transmit linear combinations
Theoreni® is the following. from Q1 2) until T{Q1 2} also become8. However, this creates

Theorem 3:Under the overhead scheme described abowvaesource of inefficiency, as implied by step 4.
CODE1 achieves the following rate region for symmetric Specifically, if a transmitted packetis only received by

channels 1, step# will forces to be retransmitted until either 2 or 3

) receive it, in a sense “wasting” this slot. We claim that ¢her

c={R>0:3 R.q ( L, 2N ) < —1\ exsts potential for improvement at this point, by combin
= 1—¢ L(1—e) the packets inQ; o, with the packets inQ; o 3;. A linear

(17) combination of packets in these queues creates a token for



both 1 and 2. Hence, even if the packet is received only
by 1, the slot is not wasted, since 1 recovers an innovative
token (provided thfa(T{l1 2.3} > 0). Unfortunately, the previous
reasoning implies that the rule of always combining packets
from a single queue must be discarded if the objective is to
achieve capacity. Fa¥ > 3, it is not even clear what structure
a capacity achieving algorithm should have. However, for
N = 3, we present the following algorithm, nam@&@{DE2,
which achieves capacity for arbitrary channels.

CODE2 operates in phases as follows. Phase 1TCODE2
is identical to phase 1 o£ODE1L, with the transmitter acting
according to the rules iMCTFB1 (note that stefi]4 cannot
occur in this phase o€ODE2). In phase 2 ofCODE2, the
transmitter orders the queu&3s in Qs according to an
arbitrary rule and transmits linear combinations fr@uy until
at least oneauseri € S recovers all innovative tokens frofs
(i.e. TS = 0). When this occurs, the transmitter moves to the
next queue inQ,. Again, the rules inACTFB1 are applied.
When all queues inQ, have been visited, eac)s € Qs
has at most one surviving index (meaning soine S with
T > 0). For convenience, we denote this epoch withrand

1

ﬁﬁﬁ
HERS
W |~
HEHEH
HEHE

23 23

Fig. 2.
epochts.

Possible states of innovative token indices for theugs inQs at

urations that appear in Fid] 2 correspond to a single
permutation; the other permutations are handled simjlarly

as described next.
The transmitter now constructs the $Bt, = {Q- ;) :
su(i*) =0, T{l > 0} consisting of all queues i@, that
contain a surviving indey and an index* with su(i*) = 0.
Referring to Fig[R, the constructed <t,, for each category

define the survival numbesu (i) of indexi € {1,2,3} as
su(i) = |{S : |S| = 2, Ti(t) > 0}|, where T&(t,) is
the value of the index at time,. In words, su(¢) is equal
to the number of queues i@, which contain unrecovered

is, respectively{Q 2 3y, Q1,33 }, {Q1,21 ) {Qq1,2, Q1,31 }
{Q1,23}. Relative order withinQ,,, is unimportant. A sub-
phase, called 2.1, is now initiated, in which the following
actions are performed:

innovative tokens for userat timet. By definition, it holds
0 < su(i) < 2 for all i € {1,2,3}. The transmitter now
distinguishes cases as follows

o if it holds su(i) = 0 for all 7 € {1,2
to CODEL, starting at phase 3.
if it holds su (i) = 1 for all i € {1,2,3}, CODE2 reverts
to CODE1, starting at phase 2. It can be shownl[13]
that, for sufficiently larggX;|?_,, the probability of this
event is arbitrarily small, so that the capacity region is
unaffected by any actions taken henceforth.
otherwise, there exists at least one usersuch that
su(i*) = 0. In fact, simple enumeration reveals that all
possible configurations fosu(i) fall in exactly one of
the following 4 categories:
1) there exist distinct users, j*, k* € {1,2,3} such
that su(i*) = 0, su(j*) = 1, su(k*) = 2.
2) there exist distinct users, j*, k* € {1,2,3} such
that su(i*) = 0, su(j*) = su(k*) = 1.
3) there exist distinct users, j*, k* € {1,2,3} such
that su(i*) = su(j*) = 0 and su(k*) = 2.
4) there exist distinct users, j*, k* € {1,2,3} such
that su(i*) = su(j*) = 0 and su(k*) =1
To provide some concrete examples, Hig. 2 contains
4 possible configurations (each belonging, from left to
right, to one of the above categories), where circles are
used to denote surviving indices. The val{és j*, k*)

,3}, CODE2 reverts

o the transmitter visits each queug@;- ;; in Qs and
transmits a packet which is a linear combination of all
packets in queueg) ;- ;3 and Q2 3. Depending on
the received feedback, the following actions, collectivel
referred to aACTFB2, are taken

1) if j receivess, {Z* i is decreased by 1.

2) if i* receivess and it holds T{1 231 > 0,
is decreased by 1.

3) if j dropss andk € {1,2,3} — {i*,j} receives it,s
is added t0Q 12,3}, Tfl.*_’j} is decreased by 1 and
T}, 5.4 is increased by 1.

4) if s is dropped by all users or is received only by

i* when it hoIdsT{1 2,33 = 0, 5 is retransmitted.

Notice that ACTFB2 is similar to ACTFB1, with the
addition of stefi2). The above procedure is repeated until
it holds Tj = 0, at which point the next queue in
Qg IS V|S|ted The above procedure is repeated until all
queues inQ,, have been visited.

once all queues iR, have been processed, the trans-
mitter computes the new values @i(i) for i € {1,2,3}
and construct®,, from scratch. IfQ,, = @, CODE2
reverts toCODEL starting at phase 3, otherwise it repeats
the above procedure verbatim for the n8,. It is easy

to verify that at most 2 iterations of this procedure will
be performed until it hold®,,, = @.

As a final comment, stdp 4 &CTFB2 is similar to sted ¥

i
Ti 2,3

for each configuration arg3,2,1), (2,1,3), (3,2,1), pf ACTFBl so one could argue th;@ODEZ s;ill_performs
(3,2,1), respectively. Clearly, each category containgefficiently. However, by construction of,,, it is easy to
multiple configurations (obtainable via permutations owerify that if, during the combination of) ;- ;; € Qs with

{1,2,3}) that satisfy the above conditions. The configQ(1 2,3}, T{; » 5 becomes) befOfeT{j . j does, then* has



recovered all innovative tokens (i.e. it hold§ = 0 for all
S C N). Hence,i* cannot gain any more innovative tokens[l]
by combining@ ;- ;; with Q1 2,3, and no efficiency is lost.

To provide a concrete justification for the last statement?]
consider the application of subphase 2.1 to the leftmost
configuration in Fig[R. It hold®, = {Q1,3}, Q2,31 and  [3]
the transmitter starts combinin@; 3, with Q5 3y until
17, 5, becomed). If it happens thal'}, , ,, becomes) before 4
T7, 51, then 3 has indeed recovered all innovative tokens so
that, even if stefiJ4 occurs, no efficiency gain is possibl(:{.5
The same conclusion is reached by examining the 3 other
categories shown in Fidl] 2. Hence, at the end of subphaf@
2.1, it holdsT% = 0 for all i € S with |S| = 2 and CODE2
reverts toCODEL starting at phase 3. Reference|[13] containgz,
the proof of the following important result, which ensurks t
correctness ofcODE2 (i.e. guarantees that each ugewill i8]
receive|K;| innovative packets)

Lemma 7:Assume that, at the beginning of subphase 2.1§]
it holds Tfij} = 0, T{J, 3 > 0. During subphase 2.1, any

R ijr 7 o

transmitted packet that is a linear combination of all packetgg
in queues?y; 1, Q(1,2,3) is also an innovative token foj, i,
as long as it holdgﬂjm > 0, T{il72,3} > 0, respectively.
The analysis of the performance &ODE2 is relatively
straightforward (essentially being a repetition of thelgsia
of CODE1, with a careful calculation of the number of indiced!?
moved during the combination of the queues @ with
Q11,2,3}) but lengthy so we only present the final res[t|[13].13]

Theorem 4:CODE2 achieves the capacity outer bound of
Cout assuming complete feedback is known to all users. [14]
The assumption of complete feedback known to all users can
be removed by overhead mechanisms essentially identical'ty
the one described in Sectign TV-D, with a similar reductione]
in the achievable region. This issue will not be pursued any
further.

[11]

[17]
VI. CONCLUSIONS

This paper presented 2 coding algorithn@)DE2 and
CODEL, that achieve the feedback capacity gfuser broad-
cast erasure channels with multiple unicast streams for the
following cases 1) arbitrary channels, fof < 3, and 2) [19
symmetric channels and arbitrary, respectively. The main
characteristic of the algorithms is the introduction oftwa
gueues to store packets, depending on received feedbatk, an
the appropriate mixing of the packets to allow for simult@une
reception of innovative packets by multiple users, while&o
of them requires knowledge of channel statistics. Sincg onl
an outer bound to the capacity region is known fér> 4
and arbitrary channels, future research may involve theckea
for capacity achieving algorithms fav > 4. It is expected
that such algorithms cannot be constructed through minor
modifications of CODE1 and may possibly require complete
knowledge of channel statistics. If this is the case, auayati-
gorithms that essentially “learn” the relevant statistitay be
pursued. Suboptimal algorithms with guaranteed perfooman
bounds in the spirit of [12] may also be of interest.

(18]
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