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Novel orbital selective phase transition induced by different magnetic states:
A dynamical cluster approximation study
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By considering the dynamical cluster approximation combined with the continuous time quantum
Monte Carlo algorithm, we analyze the behavior of a degenerate two-orbital anisotropic Hubbard
model at half filling where both orbitals have equal bandwidths and one orbital is constrained to be
paramagnetic (PM) (PM orbital), while the second one is allowed to have an antiferromagnetic (AF)
solution (AF orbital). As the interaction increases, novel orbital selective phase transitions induced
by different magnetic states in different orbitals appear regardless of the strength of the Ising Hund’s
rule coupling J.. Moreover, the PM orbital undergoes a transition from a Fermi liquid (FL) to a
Mott insulator through an intermediate non-FL phase while the AF orbital shows a transition from
a FL to an AF insulator through an intermediate AF metallic phase. Finally, the phase diagram of
the model is presented and possible applications of the model to some aspects of the physics of iron

pnictides are discussed.

PACS numbers: 71.10.Fd,71.27.+4a,71.30.+h,71.10.Hf

The existence of an orbital selective phase transition
(OSPT) induced by the interplay of a narrow band of
localized electrons and a wide band of itinerant electrons
has evoked considerable interest since the discovery of ex-
otic phase transitions in Cas_,Sr,RuQOy4 [1, 2]. Presently,
OSPT are being intensively investigated as an alternative
to conventional Mott transitions happening simultane-
ously in all orbitals in correlated systems [3—11]. Previous
works on OSPT were either based on degenerate orbitals
with inequivalent bandwidths at integer filling [3-9] or
focused on orbitals with degeneracies lifted completely
or partially by the crystal field splitting at different fill-
ings [10, 11]. In the present work, a new mechanism for
an OSPT induced by different magnetic states in differ-
ent orbitals is proposed.

In order to verify the proposed new scenario for the
OSPT, we consider a degenerate two-orbital anisotropic
Hubbard model at half filling where both orbitals have
equal bandwidths and one orbital is constrained to be
paramagnetic (PM) (PM orbital), while the second one
is allowed to have an antiferromagnetic (AF) solution
(AF orbital). We employ the dynamical cluster approx-
imation (DCA) [12] with a cluster size of N, = 4 in
combination with a weak-coupling continuous time quan-
tum Monte Carlo algorithm [13] which expands the in-
teraction term. Such an approach ensures the considera-
tion of the dynamical fluctuations and the inclusion of a
symmetry-breaking state as well as spatial fluctuations
which cannot be captured in most of previous OSPT
works using a single-site dynamical mean field theory
(DMFT) [3-6, 10, 11].

We find a novel OSPT: In the PM orbital, a phase
transition from a Fermi liquid (FL) to a non-FL state
followed by a Mott metal-to-insulator transition (MIT)
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FIG. 1. The U — T phase diagram of (a) AF and (b) PM
orbitals for J, = U/8 and U’ = 3U/4. The non-FL and AF
metal are determined by the self-energy neither showing di-
vergent behavior nor approaching zero as the Matsubara fre-
quency goes to zero and the spin-dependent symmetry break-
ing field remaining finite in the metallic state, respectively.

is detected, while in the AF orbital two phase transitions
from a PM metal to an AF insulator through an AF
metallic state are observed, regardless of the strength of
the Ising-type Hund’s rule coupling J,. All the transi-
tions occur at different critical values of U/t. Note that
here the OSPT occurs when the PM orbital undergoes a
Mott MIT while the AF orbital remains an AF insula-
tor. Furthermore, we also discuss the nature of the Mott
MIT in the PM orbital at J, = 0 where the ferromag-
netic interaction between PM and AF orbitals vanishes.
Such a consideration simultaneously allows for the study
of (i) strong orbital fluctuations between PM and AF
orbitals as well as (ii) the effect that the AF order in
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the AF orbital induces on the PM orbital. Moreover,
comparable to the single-orbital Hubbard model within
a small cluster [14-16], the cooperation between the spa-
tial AF order due to perfect nesting and frustration in-
duced by short-range spatial fluctuations remains in our
model. Therefore, it is interesting to compare the re-
sults of the single-orbital Hubbard model with those of
the two-orbital Hubbard model. While the single-orbital
Hubbard model shows a first-order Mott MIT [14, 15], we
observe a continuous Mott MIT in the PM orbital with
a critical interaction U./t = 4.0 close to that obtained
for the single-orbital system by the same DCA method
with a cluster size of N, = 4 [15, 17]. Finally, we dis-
cuss the relevance of the small magnetic moment in the
AF orbital in the context of the experimentally observed
ordered magnetic moment in iron pnictides which has a
reduced value in comparison to density functional theory
(DFT) calculations [18-20].

The degenerate two-orbital anisotropic Hubbard model
with a PM and an AF orbital at half-filling on the square
lattice can be written as
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1 mo) is the annihilation (creation) operator
of an electron with spin ¢ at the i-th site with orbital
index m = (1,2). ¢, is the hopping matrix element be-
tween site ¢ and j, U and U’ are intra-orbital and inter-
orbital Coulomb repulsion integrals, respectively, and
J.ni10M495 18 the Ising-type Hund’s rule coupling term.
The spin-flip and pair-hopping processes are neglected
and the bandwidth is W = 8 (¢ = 1) in our calculation.
In order to simulate our anisotropic Hubbard model with
a PM and an AF orbital, a spin-dependent symmetry
breaking field is applied on the AF orbital in the first it-
eration, while we always keep the PM solution under the
condition of Gpa (K, iw,) = (G1(K, iwy,) + G (K, iwy,)
for the PM orbital at each iteration. Here G(K,iw,,) is
the cluster Green’s function and it is obtained from the
DCA and Dyson equations in around fifteen DCA itera-
tions.

First, we would like to discuss the phase diagram for
J, = U/8 and U’ = 3U/4 in the U — T plane shown
in Fig. 1. Analogous to the phase diagram of the single-
orbital Hubbard model with a PM solution obtained from
cluster-DMFT with N, = 4 [14], we observe that the
FL, non-FL and Mott insulator phases are present in the
PM orbital. The metallic regions are shrunk due to the
enhancement of spatial AF correlations with decreasing
temperature. The main difference between single-orbital
and our two-orbital Hubbard model is that the first-
order MIT, which is present in the single-orbital Hubbard
model, is replaced by a continuous MIT in the two-orbital
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FIG. 2. Deunsity of states (DOS) for different values of the
interaction strength U/t, with U’ = U/2 and J, = U/4 at
T/t = 1/24. Here, only the DOS for spin up is present when
the AF orbital is in an AF state.

Hubbard model (see Fig. 1 (b)). The coupling between
the PM orbital with spatial AF correlations and the AF
orbital with AF order suppresses the first-order transi-
tion. Furthermore, in the weak-coupling region, while
the AF insulator is present in the cluster-DMFT calcu-
lation of the single-orbital Hubbard model when an AF
solution is permitted [21], in our AF orbital the AF sym-
metry breaking field is completely suppressed due to the
thermal and orbital fluctuations between PM and AF
orbitals (see Fig. 1 (a)). In fact, in the intermediate re-
gion the AF orbital shows an AF metallic phase and as
the interaction U/t is increased, the AF insulator state
is reached. The orbital selective phase where a metallic
state in the PM orbital and an insulating state in the AF
orbital coexist, is clearly observed in the intermediate
regime. Such a phase is induced by different magnetic
states in the two orbitals. This mechanism is distinct
from previously proposed ones, such as change of filling in
non-degenerate or partially degenerate orbitals [10, 11],
variation of bandwidth in different orbitals [3-8] or dif-
ferences of frustration strength in different orbitals [9].
In the following, we will analyze the various states in
our phase diagram. Figs. 2 (a)-(d) show the density of
states (DOS) for the two orbitals for several values of the
interaction strengths U/t with U’ = U/2 and J, = U/4 at
T/t = 1/24. Here the maximum entropy method for an-
alytical continuation was applied. In the weak-coupling
region (U/t = 0.8) both the PM and the AF orbital are
in the PM metallic phase. The AF state in the AF or-
bital completely disappears due to orbital fluctuations
and temperature effects. This results in the same DOS
for both orbitals including a quasiparticle peak at the
Fermi level as shown in Fig. 2 (a). As the interaction
increases (U/t = 1.2), the AF orbital - while remain-
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FIG. 3. The double occupancy of the PM orbital as a function
of U/t for three values of U’ and J, at T/t = 1/24.
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ing metallic - starts to display AF order as shown in
Fig. 2 (b). In this case, the spin up DOS is pairwise equal
to the spin down DOS on each site due to the appear-
ance of antiferromagnetism. The PM orbital remains in
the PM metallic phase with a quasiparticle peak at the
Fermi level. In the intermediate region at U/t = 2.6
(Fig. 2 (c)), the orbital selective phase is present where
the metallic PM orbital coexists with the insulating AF
orbital. When the interaction is further increased to the
strong-coupling region (U/t = 3.4), insulating states ap-
pear in both orbitals as displayed in Fig. 2 (d). Note that
we found the OSPT behavior for all investigated values
of J,.

Next, we would like to clarify the nature of the Mott
MIT in the PM orbital. In the case of the single-orbital
Hubbard model, the double occupancy shows hystere-
sis with coexistence regions indicating a first-order phase
transition [14]. Since our two-orbital system allows for
additional orbital degrees of freedom, it is interesting to
check whether the nature of the transition is changed due
to the coupling between AF and PM orbitals. In Fig. 3,
we plot the double occupancy as a function of U/t with
different U’ and J, at T/t = 1/24. While U./t increases
from 3.0 to 3.4 and 3.6 when J, is decreased from U/4
to U/8 and to 0 with the constraint of U = U’ + 2., in
none of the cases a signature of hysteresis in the double
occupancy is found. The disappearance of the first-order
transition is attributed to (i) the interaction between the
orbitals and (ii) the cooperation of spatial AF correla-
tions in the PM orbital and AF order in the AF orbital
at all values of J,.

Recently, the non-FL behavior in the multi-orbital as
well as in the single-orbital Hubbard model has been
extensively studied within DMFT or its cluster exten-
sion [5, 8, 11, 14-16, 22—-24]. Using the maximum entropy
method suggested by Wang et al. [25] for the analytical
continuation of the self-energy, we analyze the self-energy
Y(w) at the Fermi surface K(m,0) of the PM orbital as
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FIG. 4. (a)-(c) Self-energies at the Fermi surface K(m,0) as a
function of real frequency w/t at (a) U/t = 0.8, (b) U/t = 2.6
and (c¢) U/t =34 for U =U/2, J, =U/4 at T/t = 1/24 on
the PM orbital.

a function of the real frequency w (see Figs. 4 (a)-(c))
for U =U/2, J, =U/4 at T/t = 1/24. In Fig. 4 (a),
Im¥(w = 0) approaches zero indicating a FL behavior.
Upon increasing the interaction in Fig. 4 (b), the system
still shows metallic behavior but Im¥(w = 0) has a finite
value. This indicates a non-FL behavior. In the strong-
coupling region (U/t = 3.4), the self-energy Im¥(w = 0)
diverges (Fig. 4 (c)) and the system is in a Mott insu-
lating state. Also shown in Figs. 4 (a)-(c) is the ReX(w)
obtained from the Kramers-Kronig relation. From these
results we infer that the gap opening in the PM orbital
is caused by a blocking of the electron delocalization due
to the Coulomb repulsion (Mott insulator), while in the
AF orbital the quasi-particle peak is split into two parts
above and below the Fermi level due to the antiferromag-
netism with a gap of A & mU (AF insulator), where m
is the magnetization and U is the interaction strength.
Here we would like to stress that the gap opening in the
AF orbital — which favors antiferromagnetism — happens
at a lower interaction strength than it happens in the
PM orbital. Therefore, a Mott MIT occurs in the PM
orbital while the AF orbital remains an AF insulator.
As mentioned above, this indicates a novel OSPT driven
by different magnetic states in different orbitals.

Finally, we analyze the AF metallic phase in the AF
orbital at intermediate couplings. Unlike the high-T¢
cuprates with an AF insulating state in the normal phase,
the undoped iron-based superconductors show AF metal-
lic behavior with a small ordered magnetic moment.
DFT calculations [18-20] overestimate the values of the
ordered magnetic moment compared to those obtained
from experiments. With the consideration of an arti-
ficially negative U in the DFT calculations, the small
magnetic moment is recovered [26, 27]. Nevertheless
the mechanism for the reduced ordered magnetic mo-
ment still remains controversial [28-33]. Very recently,
the authors proposed a mechanism of coupling between
frustrated and unfrustrated orbitals within a two-orbital
Hubbard model, solved by single-site DMFT [9] as a pos-



3,=U/4,U'= U2 -a
J,=U/8, U'=3U/4 —a-
04| 3,20 ,U=U -+

magnetization

FIG. 5. The staggered magnetization of the AF orbital as a
function of U/t for three values of U’ and J,.

sible mechanism for the reduced magnetic moment and
the AF metallic state. In the present work we study a re-
lated model (Eq. (1)) by DCA where spatial fluctuations
— absent in the single-site DMFT calculation — are par-
tially considered. Instead of introducing an additional
next-nearest-neighbor hopping for frustration, here we
keep one orbital always in the PM state. This can be
viewed as an effective frustration due to the suppression
of long-range correlations by the small cluster size [14].
In Fig. 5 we present the staggered magnetization in the
AF orbital as a function of U/t with different U’ and
J, for T/t = 1/24. The critical U./t for the onset of
the AF state at J, = 0 is larger than that at finite
J, values because of the strong orbital fluctuations at
J, = 0. We observe that, as the interaction strength is
increased, the staggered magnetization increases contin-
uously for all values of J, and remains small in the range
U/t =1.5—2.5. This is consistent with DMFT results [9].

In conclusion, we have studied the two-orbital Hubbard
model at half filling where one orbital is constrained to be
in the PM state and the second orbital is allowed to have
an AF solution. Analysis of double occupancy, magneti-
zation and DOS shows that as U/t increases, while a con-
tinuous Mott MIT through non-FL behavior is observed
in the PM orbital, two phase transitions (PM metal to AF
metal and AF metal to AF insulator) are detected in the
AF orbital. We find a novel orbital selective phase transi-
tion where a MIT occurs in the PM orbital while the AF
orbital remains an AF insulator. We ascribe the OSPT
detected in this work to the different magnetic states in
the different orbitals since other effects such as different
bandwidths, crystal field splitting and change of band
filling have been avoided. Even with inclusion of spatial
fluctuations, the AF metal still survives in the AF orbital
in a certain range of interaction strengths. These results
support the scenario of a reduced ordered magnetic mo-
ment and the existence of an AF metallic state in the
Fe pnictides driven by coupling between frustrated and

unfrustrated orbitals [9]. Finally, by investigating the
self-energy as a function of real frequency w/¢, we iden-
tify an interaction regime where non-FL behavior can be
observed in the PM orbital.
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