C.G. Weaver: Metaphysics of Science Conference


Compositional Reductionism and Semantic Anti-Reductionism


The old Nagelian reductionism of analytic philosophy of science is dead.
 Luckily, it wasn’t and isn’t the only reductionist game in town. Contemporarily speaking, whole slews of ways to fetter out reduction relations between levels of description, levels of analysis, and even levels of explanation run rampant in contemporary philosophy of science.
 One of these ways of understanding reduction relations has been recently explicated by Carl Gillett, whose account of reduction-type relations is motivated by reflecting upon the nature of composition. While Gillett is himself unsure about the empirical substantiation for his account of reduction (call it “compositional reductionism”),
 he does believe that all anti-reductionist positions must meet the challenges which arguments for compositional reductionism with parsimony motivations pose. Since compositional reductionism’s tenets are fairly new, I will spend some time in what follows developing Gillett’s account of compositional reductionism. Subsequent to that explication I will proffer several defeaters for the position that spring forth from its rejection of semantic reductionism. My main contention in this paper will be that compositional reductionism is incompatible with semantic anti-reductionism, and that conceptual analysis of, and talk about composed entities does in fact commit one to the view that pragmatically useful declaratives about higher level (composed) entities under a conceptual scheme is not only meaningful, but also, in some sense true. 

1.0 Compositional Reductionism Explicated

Carl Gillett is no ordinary reductionist. His metaphysics of science is unique. It argues that reductionism proper should embrace metaphysical issues. By “metaphysical issues”, Gillett doesn’t mean the a priori musings of formal ontology or mereology, but rather careful abstract investigation into ontological issues that arise naturally within the sciences.
 This new reductionism takes as basic, properties, powers processes, and individuals. 

Gillett claims that properties are individuated by the causal role they could potentially play in the world under particular background conditions.
 The causal powers which entities are said to have by virtue of the properties they exemplify are both forward looking and backward looking powers. This means that causally efficacious powers can cause certain events, but are such that they can also be caused by certain other events. This understanding of causal powers and properties sits rather comfortably with an analysis of events as property exemplifications.
 

Powers are understood then as entities whose possession by an individual allows for that individual to enter into certain processes. Powers are therefore individuated by their mechanisms. The individuals just are those entities which have properties which contribute the relevant powers.

Also crucial to compositional reductionism is the idea of a mechanistic explanation.
 A mechanistic explanation is one which proceeds to explain observed phenomena by appeal to the entities which compose it. In numerous papers, Gillett focuses in on what he takes to be clear cut cases of phenomena which have just such mechanistic explanans (e.g. rats and memory beliefs; Ion Channels; diamonds and carbon atoms).
 

Gillett admits that there are compositional relations which hold between properties and powers in mechanistic explanations. These relations are captured by a further relation said to obtain between powers and individuals, and property instances and individuals. With respect to the former relation, powers had by individuals are said to comprise a further power p* under particular conditions. Put technically we can say that powers p1-pn had by an individual comprise a specific power under particular background conditions if and only if the mechanism grounded by the triggering and manifestation of p1-pn under triggering and background conditions would together implement the mechanism grounded by the triggering and manifestation of p*, under triggering conditions and background conditions, but not vice versa.

With respect to property instances and comprising relations, we may say that a property instance is an entity that is individuated by the powers it contributes to individuals. Specific property instances in a given set of individuals, realize a property instance I, in individual S* under background conditions B, if and only if the powers contributed by property instance I to S*, (which are constituents of S*) together comprise the powers individuative of I, in S* under B, but not vice versa.

The compositional relations that things stand in usually involve non-causal determination relations. In Gillett’s appeal to what he takes to be well understood cases of mechanistic explanations, he points out that in such instances the relations which obtain between constituents and composed individuals are not species of causal determination. Causal connections, on Gillett’s view, invariably involve temporal extension and/or duration, wholly distinct entities and the transfer of energy. The entities which stand in the composition relation are admittedly distinct entities in terms of quality, i.e. there are qualitatively different relata. The determination relations that obtain in compositions are therefore noncausal in nature.

Compositional relations are many-one with respect to their relata, with many components and only one composed entity. Lower level entities are believed to be able to result in (noncausally) qualitatively distinct higher “level” entities. The relation is also asymmetric, transitive, and holds under given background conditions. The relation involves individuals which spatially overlap and bear part-whole relations. So it is clear that Gillett’s view sees composition as strictly mechanistic and as determinative noncausal integration.
1.1 Motivation – Multiple Realization and Predicate Indispensability
Gillett believes that the features just highlighted are sufficient to drive compositional reduction. The need to embrace this view springs forth from feeling the teeth of arguments against Nagelian reductionism (principally the arguments from multiple realization and predicate indispensability). But what is it that we mean when we say that there is “multiple-realization”? And how is it that this motivates postulating something like compositional reductionism?

Gillett prefers what he calls a “dimensioned” view of the metaphysics of realization over against the so-called “flat” account. Flat realization states that a base system (that is physical) is the realizer of the mental
 only if whenever the base system is present and represented the corresponding mental state is also present. This can be thought of in terms of property instances and causal roles. Property instance p1 is realized by property instance p2 only if p1 and p2 play the same causal role.
 One consequence of the flat view is that it cannot allow for realized and realizer properties to be instantiated in/by different individuals. As Gillett notes, “[i]f the realizer property instance matches the powers individuative of the realized property, the realizer must thus be instantiated in the same individual as the realized property.”
 It is precisely due to this “defect” that Gillett opts for the dimensioned account of realization.
 The dimensioned account of realization frames causal role playing differently. A property instance q realizes another property instance p, in an individual s, if and only if s has powers that are individuative of an instance of q in virtue of the powers contributed by p to s or s’s constituents, but not vice versa.

The implication to be drawn from adopting a dimensioned account of realization and a compositional account of reduction relations is that multiple realization is said to obtain when heterogeneous groups of lower level “realizers” together non-causally result in the same powers in those understood to be individuative of some higher science property. It is then admitted that with respect to particular phenomena there is present actual micro-heterogeneity and macro-homogeneity. The usual accompanying argumentation from actual instances of multiple realization in science, it is agreed, is thought to demonstrate the falsity of Nagelian reductionism. Gillett thinks it also spells potential trouble for compositional reductionism as well.
 I will spare the reader the precise reasons why Gillett thinks this, but I should point out how Gillett responds to those arguments which utilize multiple realization. Gillett thinks (via parsimony reasoning) that cases of multiple realization involve no composed entities or relations of composition whatsoever! These instances revolve around heterogeneous aggregations of component individuals that none the less share collective propensities. This point is crucial to my criticism of Gillett’s compositional reductionism. The compositional reductionist rejects outright the actual existence of composed entities at instances in which they exhibit multiple realization.


Before presenting my reductio argument, I will need to point out Gillett’s response to a second argument against Nagelian reductionism, viz. the argument from predicate indispensability.
 This argument has been advanced forcefully by Philip Kitcher’s appeal to phenomena in biology, cytology and embryology.
 Kitcher believes that properties and individuals that are referents of predicates in the higher biological sciences should be understood as multiply realized in the aforementioned way by heterogeneous molecular properties and individuals. The main point here is that there are predicates about various biological phenomena which are higher level predicates, and these predicates are indispensable with respect to accurately capturing (for example) cytological patterns. These predicates do explanatoral work, and cannot be eliminated or reduced (in the Nagelian way) to the molecular level since the connections and patterns that hold at the higher levels are simply not present at the smaller molecular levels. 


As with the phenomena of multiple realization, Gillett thinks that compositional reductionism can accommodate predicate indispensability whereas the old Nagelian reductionism cannot, thus giving us one more reason to aspire to be compositional reductionists. I believe that Gillett does this only at great cost, since compositional reductionism does not reify the indispensable features of the higher level individuals in higher level individuals, but rather situates them in collective propensities of aggregations or heterogeneous microphysical properties and relations that act together in multifarious ways depending upon the relations they stand in. 

2.0 Examining Compositional Reductionism

Assume that the ontological picture with which I’ve been concerned is true. Assume that compositional reductionism does everything Gillett says it does. What then does Gillett do with our “talk” about the higher level individuals? In the next section I quit the “this is Gillett’s view” bit and show why Gillett’s semantic commitments are multiply flawed. 

We say things about composed entities. So, in what since is our talk about composed individuals true or meaningful? In his forthcoming book length treatment of composition and emergence, Gillett has expressed rather clearly that higher science sentences ultimately understood are indispensable for expressing truths.
 Gillett, therefore denounces semantic reductionism, where that position is understood to be the claim that predicates of some lower level science and those of the higher level sciences have the same referents (where the lower and higher sciences in view have an understood close relationship). Gillett claims that under the ultimate understanding of nature, these higher level predicates express truths about collective propensities not individuals. In light of this admission, Gillett introduces a conceptual scheme called a “common understanding.” Where scientists are said to be able to speak about entities in terms of a common understanding, where in that understanding various higher level predicates are ascribed to a composed entity. Utilizing this conceptual scheme helps the scientist in her endeavor to discover and be successful. So the “common understanding” is practically indispensable in this way, even though expressions of this sort are (to use Gillett’s expression) false and meaningless.
 

There are two problems with Gillett’s approach. First, Gillett is committed to the claim that even given a particular conceptual scheme particular claims about composed entities and higher level predicates are meaningless. But this is unwise, and a bit of conceptual cherry picking on the part of Gillett. How could such ascriptions be pragmatically useful if they are in actuality meaningless? In order for the scientist to make practical use of ascriptions under the common understanding the scientist must suppose that the ascriptions are at least meaningful. For even if the scientist is making assumptions for pragmatic purposes so as to advance her understanding for discovery purposes, that assumption must have some meaning, insofar as it functions as a genuine assumption that is theoretically/pragmatically useful.
 I want to argue below that declarative statements about composed entities must (in order to be pragmatically useful) be taken as true and meaningful even if (at least) they are analyzed as true and meaningful relative to conceptual-schemes.
 My complaints follow if we adopt a proper understanding of what it means to interpret, if we are realists about meaning, and a fortiori if we adopt a particular truth-conditional analysis of meaning.

2.1 The Common View, Meaning, and Interpretation

An interpretation of a sentence or sentence token is a cognitive process. It is a process which an addressee participates in as he or she seeks to ascertain what the speaker/author meant in the performance of the utterance or speech act.
 Surely, there are interpretive endeavors which scientists participate in when they seek to communicate to one another pragmatically useful declaratives under the common understanding. If we are to be metaphysical and linguistic realists about meaning and language use, we are committed to the following thesis:

Realist Thesis (RT): Assertoric sentences (propositions perhaps) get their meaning from being correlated with a certain state of affairs, the state of affairs that obtains only if the sentence is true.
 

Likewise, a rather popular analysis of meaning that is consistent with RT above is:

Truth Conditional Analysis of Meaning (TCAM): the linguistic meaning of an expression simply determines what it contributes to the truth-conditions of declarative sentences where it occurs in a particular extensional context.
 

On the TCAM, one would represent a declarative about a composed entity under the common understanding by way of a function that maps possible worlds, times, and individuals onto the truth just in case the individual is the speaker at that time in that world where such an entity is actually composed. Truth conditions specify the conditions involving the subject-matter of the declarative upon which its truth-value depends. This is what David Lewis called “relative truth-conditions.”
 Linguistic meaning with context determines relative truth conditions, and thus, “linguistic meaning plus context determine[s] truth conditional content.”
 With respect to declarative sentences affirmed under the common understanding then, we can reasonably intuit something that would determine relative to context what the facts would have to be for the sentence to be true. Therefore, I can’t help but think that Gillett’s admission that such declarative sentences are meaningless is false, since on the truth conditional analysis of meaning they are in actuality perfectly meaningful.

2.2 The Common View and the Pragmatics of Truth


If declaratives affirmed under the common understanding are meaningful then (given the analysis of meaning outlined above) they are in some sense truth-evaluable. In fact, this judgment can be extended to the claim, that if the affirmations in question are pragmatically useful, (given the assumptions above), these affirmations are also true in a qualified sense. Most contemporary Linguists today agree that with respect to the pragmatics of language there are a set of over-arching assumptions which guide the conduct of successful communication.
 Moreover, such assumptions are necessary conditions for successful communication. Linguists are convinced that H.P. Grice has captured, for the most part, the general nature of this set of assumptions.
 

Here is a common picture of Gricean conversational implicatures. A speaker conversationally implicates q by saying p if and only if, (a) the speaker is presumed to be observing the conversational maxims, (b) the supposition that the speaker believes q is required in order to make her saying p consistent with the presumption that she can recognize this requirement, and also (c) that they can recognize that she knows that they can do so.
 On this standard picture, a conversational implicature is a piece of information conveyed, beyond what is said, or asserted—which is closely related to the meaning of the sentence uttered, and perhaps identical with the semantic content of the sentence in the context. 

What a speaker asserts is logically prior to conversational implicature, since the relevant implicature adds extraneous information about why the particular assertion, rather than some other, was made. As Scott Soames has further noted, that although this (the logical priority of the implicature) may tempt one to identify the implicature as the writer’s ‘real assertion,’ the temptation should be resisted—since the whole purpose of using indirect means to convey this information was to avoid having to state it.
 And so, what a speaker conversationally implicates is that she is not asserting what her sentence literally means (i.e., its semantic content), but rather something related to it. It is this element to which it is ultimately up to her audience to discern.

Grice thought that conversational implicatures are such that they can be inferred by speakers and hearers, using Gricean forms of argumentation, from their knowledge of the meaning of the sentence uttered, and their recognition of what, literally interpreted, the utterance can, or would, be taken to assert (plus their awareness of the conversational maxims and the shared assumptions in the context). It is assumed by Grice’s model that the generation of conversational implicatures requires competent speaker-hearers to have a clear, reliable antecedent grasp of the meaning of the sentence uttered, and of what is said by an utterance of it.

It follows from the above, that we should be able to rely on that grasp to determine whether a given piece of information conveyed by the utterance is, or is not, conversationally implicated. If it is a part of what is said, competent speakers should recognize this, and if it is conversationally implicated, there should be a canonical inferenc demonstrating it to be. 

Some philosophers of language as well as linguists have found problems with Gricean implicature. Such theoreticians note that the picture too closely identifies what is asserted with the semantic content of the sentence uttered.
 For such objectors this implies that the picture fails to recognize that semantic content is too theory laden to be the object of a systematic knowledge on the part of competent speakers.  

Scott Soames has recently argued that there are clear cases of the literal use of language in which what is asserted is jointly determined by the conversational maxims plus the semantic content of the sentence uttered, via Grice-like derivations, despite the fact that these derivations are not reconstructable by competent speakers, because the semantic contents that are their starting points are psychologically unavailable to them.  

Consider the sentence:

(1) I have a diamond.

Now in terms of the microphysics of (1), we are here dealing with a collection or aggregate of carbon atoms (and let’s suppose this is the most fundamental level). Carl Gillet’s approach to understanding an utterance of (1) would demand that apart from the ultimate understanding of the diamond, the description (of the object(s) in question) on the face of an utterance of (1) is false and/or meaningless. But utilizing Soames’ line between meaning and implicature we can see how an utterance of (1) can be regarded as true even when the fact of (1)’s truth conditions have strictly to do with an aggregate of fundamental entities such as carbon atoms and the like. 

With respect to (1), does the sentence literally mean that the individual behind the ‘I’ possesses a diamond, or can it mean that this individual has a diamond and then implicate that the individual possesses one aggregate of fundamental microphysical entities? 

Consider a case in which someone says, ‘do you have a diamond?’ In this case it is clear that the interlocutor wants to know if I have an actual diamond. But when I answer with ‘yes, I have a diamond’, and upon further investigation my interlocutor discovers that the diamond is really nothing above and beyond an aggregate of carbon atoms, my interlocutor will hardly think that I’ve said something false or that I’ve mislead her.  

Why is this? One suggestion is that (1) just means:

(2) I possess an aggregate of carbon atoms. 

This won’t work since implicatures carried by utterances of (2) are at variance with those implicatures peculiar to utterances of (1).  For example, an implicature from (1) could be:

(3) I have exactly one diamond.

But this clearly won’t work in the standard Gricean way, and mutatis mutandis with an utterance of (2). So (1) doesn’t just mean (2). Still, the first maxim of quantity requires me to make the strongest, relevant statement I can. With respect to (1) and (2) it is unclear what utterance is “stronger”, but clearly when we have an utterance of (1), while there might not be an entity that just is a diamond proper, the utterer of one must be taken to be abiding by the maxims, and so from an utterance of (1) we can implicate (2). The proposition implicated on compositional reductionism will be true, and this can be the case even when the semantic content of (2) is not entirely in the mind of the speaker. There are numerous pragmatic enrichments of an utterance of (1), one of which is (2). The resulting effect is that the semantic content of (1) is free of a specific completion or semantic enrichment, and is therefore nonspecific about how “diamond” should be modified (given that such an object really doesn’t exist). So in cases in which the truth conditions of an utterance, or expressed proposition are non-existent (for lack of a better term) a nonvacuous pragmatic enrichment is required in order for a proposition to be asserted.
 This is because propositions can be implicated without the implicated proposition being in the mind of the speaker. This follows only if Soames is right about the meaning of sentences being an abstraction from the information asserted and conveyed by uses of it in normal contexts.
 The meaning of a sentence just is both common to what is asserted and conveyed by utterances of it in all relevant contexts, and what an ideally rational agent would have to master—over and above the speaker’s ability to reason intelligently, and engage in cooperative social behavior—in order to communicate using the sentence with other speakers.
 There are some remaining questions about the supposed role of psycholinguistics especially as such a role fetters out an implicature’s cancellability. 

2.3 Conceptual Relativity and Semantic Anti-Reductionism

My admission about the relationship of implicature and conceptual schemes sits rather well with reductionists like Peter van Inwagen.
 The implicature invoked, could be properly detailed by a paraphrased declarative about the relevant collective propensities. So relative to our common understanding, declaratives about composed entities are true because they can be appropriately paraphrased under the ultimate understanding so as to become true relative to that conceptual scheme.
 

Suppose that a conceptual scheme involves the recognition and admission of collective propensities. Suppose further that the Gilletian distinction between an "ultimate understanding" of these propensities, and a "common understanding" of these propensities holds. Suppose even further that these are conceptual schemes proper. Then an argument against van Inwagen’s strategy will resemble Michael Lynch’s reductio for conceptual relativists who embrace absolute facts
:

(1) x is F - [where this is understood to be a "truth" of the higher level sciences]

(2) T-Schema: it is true that p iff p.

(3) Proposition (1) must be understood in terms of x's being F relative to "C" [where "C" is a conceptual framework].

(4) It is true that x is F relative to C iff x is F relative to C.

(5) x is F relative to C iff it is a fact that x is F relative to C.

(6) It is true that x is F relative to C iff it is a fact that x is F relative to C.

(7) Therefore, content relativism entails fact relativism with respect to x's being F.

This argument is trouble for both Gillett and van Inwagen, since they are both metaphysical realists in their ontology and Alethic realists about truth.
 Lynch’s argument is an attempt to show that concept relativism entails fact relativism, and that one cannot affirm concept-scheme dependent truths without affirming fact relativism. Numerous philosophers have convincing responses to (2)-(8). Most of these responses suggest that concept dependent truths are true by virtue of their dependence upon concept scheme independent truths. As Sosa has written:

…from the fundamentally and ineliminably perspectival character of our thought it would not follow that reality itself is fundamentally perspectival. Everything that is true relative to a perspective and everything that is false relative to a perspective may still, in spite of that, be thus true or thus false, as a necessary consequence of the absolute and non-perspectival character of things.

This response is promising, but its promise and an adoption of the Sosanian response to arguments like the above would do well for Gillett. The problem is that his account of compositional reductionism has not adopted such an amelioration even though compositional reductionism would be all the better off with such an appropriation. Entertaining arguments such as the one above is vital to strengthening the dialectical strategy of arguments for compositional reductionism.

3.0 Conclusion

It seems clear to me that reductionism of any brand must proffer a supporting philosophy of language so as to specify the precise nature of higher and lower level descriptions of composed objects. The general point of my paper was to show that this is very hard to do, as Jerry Fodor himself noted, “as of now, the hardest part is to reconcile a physicalist ontology with the apparently ineliminable multiplicity of discourses that we require when we try to say how things are.”
 Talk about higher level “individuals” that are in actuality nonexistent entities cannot be described as meaningless. Moreover, that self-same talk cannot be rejected as straightforwardly false. These two admissions, we have seen, follow only if we take such talk to be pragmatically useful for scientific research and discovery. The compositional reductionist is committed to the pragmatic usefulness of such talk, but desires at the same time to reject the aforementioned admissions. We have seen that the compositional reductionist cannot conceptually cherry pick in this way. Gillett must admit that higher level descriptions of composed entities are meaningful, and that such descriptions can implicate true propositions that fetter out more précising details about objects generically described under the common understanding as “composed individuals.” Likewise, Gillett’s compositional reductionism needs a more exacting account of conceptual scheme dependent truths, which does not commit him to fact relativism.
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