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1. INTRODUCTION

The estimation of the state of a dynamical system from out-
put measurements is a key issue in control theory, and in par-
ticular in process control, when some key variables are not
accessible by online measurements. For instance, in chemi-
cal or biochemical industry, measuring the concentration of
the process components often requires very specific and pos-
sibly highly expensive measuring devices whose use may be
limited in practice. In such a context, the online estimation
of component concentrations using a state observer is an at-
tractive option.

Since the observers developed by Kalman [1] and Lu-
enberger [2] more than four decades ago for linear sys-
tems, several different state observation techniques have
been proposed to handle the systems nonlinearities [3]. A
first category of techniques consists in applying linear algo-
rithms to the system linearized around the estimated trajec-
tory. These are known as the extended Kalman and Luen-
berger observers. Alternatively, the nonlinear dynamics are
splitted into a linear part and a nonlinear one. The ob-
server gains are then chosen large enough so that the lin-
ear part dominates the nonlinear one. Such observers are
known as high-gain observers (e.g., [4, 5]). In a third ap-
proach the nonlinear system is transformed into a linear
one by an appropriate change of coordinates [6–8]. The esti-
mate is computed in these new coordinates and the original

coordinates are retrieved through the inverse transforma-
tion. The nonlinear observer developed in [9] is based on
a similar concept; however, it has the advantage that the
inverse transformation does not need to be computed. In-
deed the observer is a dynamical system that makes use
of the Jacobian of a linearizing change of coordinates pro-
viding an estimate in the original coordinates in one step
only.

All the above techniques have the common disadvantage
to provide an asymptotically converging estimate. The au-
thors of [10] have proposed an observer that converges ex-
actly to the state within a finite-time interval. This finite-time
converging observer is designed using a nonsmooth func-
tion of the reconstruction error and can be seen as a general-
ization of the common asymptotically converging observers
which are linear in the reconstruction error. Although the
nonsmooth observer reaches the state within a finite time in-
terval, the convergence time interval depends on the initial
conditions and is therefore a priori unknown.

More recently, Engel and Kreisselmeier have designed a
state observer that converges exactly to the state after a pre-
defined time delay [11]. The finite-time converging estimate
is computed from the present and delayed estimates provided
by two distinct state observers. The observer design arises
from solving the set of four equations formed by the esti-
mates definitions at present and delayed time instances. In
[11] the finite time converging observer performance relies
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on the linearity of the reconstruction error dynamics and its
use is therefore restricted to linear time-invariant systems.

The field of application of this technique has been ex-
tended to linear time-varying systems [12]. The use of
the transition matrix of the system is introduced to com-
pare the delayed and present estimates. The same authors
have also extended the technique to nonlinear systems that
can be transformed into the observer canonical form [13].
Once the nonlinear system is transformed into its nor-
mal form, two observers with linear error dynamics can
be developed and the finite time estimation can be car-
ried out in these coordinates. The estimate in the origi-
nal coordinates is then retrieved by the inverse transforma-
tion.

The authors of [14] propose an observer for autonomous
systems that uses an injective observation mapping instead
of an invertible change of variable. The observation mapping
is obtained by applying an integral operator to the system
output so that the obtained variable is governed by a lin-
ear dynamics. A finite time estimate can be computed from
both present and delayed estimates if the observation map-
ping is computed by integrating the system output between
both present and delayed time instances. The pseudoinverse
transformation has to be computed to retrieve the original
coordinates.

In this paper, we design a nonlinear finite time converg-
ing observer that proceeds in one step only. This observer
relies on the existence of coordinates in which two observers
with linear error dynamics can be designed as in [13]. How-
ever the estimate in the original coordinates is provided by
a dynamical system using only the Jacobian matrix of the
linearizing change of coordinates and not the inverse state
transformation.

The main contribution of this paper is the generalization
of the finite time converging observer concept by consider-
ing Kazantzis’ observers that allow to deal with the system in
noncanonical forms. These observers are dynamical systems
converging each to a function of the state with a linear error
dynamics that can be arbitrarily assigned. The main advan-
tages are that the output map does not have to be linear in the
new coordinates and that the transformations can be com-
puted by solving a system of partial differential equations.

The paper is organized as follows. Section 2 recalls two
important state observer definitions. Section 3 develops the
design of an observer converging in finite time for systems
that can be written in a linear canonical observability form
via an appropriate state transformation. Section 4 deals with
the generalized version of the nonlinear finite-time converg-
ing observer which is based on two state transformations that
linearize the system dynamics. Section 5 presents the appli-
cation of the nonlinear finite-time converging observer to a
bioreactor model.

2. DEFINITIONS

Let us first recall the observer definition introduced by
Kazantzis and Kravaris [9], which is a generalization of the
original Luenberger observer for linear systems [2].

Let us consider the following nonlinear dynamical sys-
tem:

ẋ = f (x,u),

y = h(x),
(1)

with state x ∈ Rn, input u ∈ Rm, output y ∈ R, and x(t0) =
x0. An observer for the above system is a dynamical system
driven by the output y of the dynamical system (1) which is
able to reconstruct an invertible function of the state.

Definition 1. The dynamical system

ż = φ(z, y), (2)

with z ∈ Rn and φ : Rn × R → Rn, is an observer for system
(1) if there exists a locally invertible mapΨ(x) such that if, for
any time τ, z(τ) = Ψ(x(τ)), then z(t) = Ψ(x(t)) for all t > τ.
The observer is called an identity observer if the function Ψ
is the identity map.

Remark 1. It is worth noting that in [15] the authors have
shown that the function Ψ has to be only left invertible and
thus that the dimension of z may be greater than n. In the fol-
lowing, we consider that the dimensions of x and z are iden-
tical so that the Jacobian matrices of Ψ are invertible square
matrices.

Let us now define the nonlinear finite time observer as a
particular case of this definition. A finite time observer is an
observer which provides an estimate that reaches exactly the
state after a certain time. This can be formalized as follows.

Definition 2. The dynamical system

ż = φ(z, y), (3)

starting at z(t0) = z0 �= x0, is a finite-time converging ob-
server for system (1) if there exists a time instant D and
a locally invertible map Ψ(x) such that for all t > t0 + D,
z(t) = Ψ(x(t)).

A direct consequence of the above definition is that if z is
a finite time observer for x, then the following system:

˙̂x(t) =
(

∂Ψ

∂x

)−1

ż, (4)

with initial conditions satisfying

ψ
(

x̂
(

t0
)) = z0, (5)

is an identity finite-time converging observer for x.

3. FINITE-TIME OBSERVER FOR LINEARIZED SYSTEMS

Let us consider system (1) and assume that there exists a
change of coordinates

z = Ψ(x) (6)
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that transforms system (1) into the following observable
pseudolinear system [8, 16]:

ż = Az + β(y,u),

y = Cz,
(7)

with z(t0) = z0 and where β is a known nonlinear function
that only depends on the input and output of system (1). The
system’s observability implies that two gain matrices H1 and
H2 can be computed so that both the following matrices have
arbitrarily assigned eigenvalues with negative real parts:

F1 = A−H1C,

F2 = A−H2C.
(8)

This implies that both the following systems are identity ob-
servers for system (7):

ż1 = Az1 + β(y,u) +H1
(

y − Cz1
)

,

ż2 = Az2 + β(y,u) +H2
(

y − Cz2
)

.
(9)

Each of the reconstruction errors associated with the above
observers is governed by the following linear dynamical sys-
tems (i = 1, 2):

ε̇i = Fiεi, (10)

with

εi = z − zi. (11)

Therefore, provided the matrices F1 and F2 are computed
such that

e−F1D − e−F2D (12)

is invertible, and by assuming that the following initial con-
ditions of systems (9) are identical:

z1
(

t0
) = z2

(

t0
)

, (13)

then the following combination of the estimates z1(t) and
z2(t):

ẑ(t) = (e−F1D − e−F2D
)−1

×(e−F1Dẑ1(t)− ẑ1(t −D)− e−F2Dẑ2(t) + ẑ2(t −D)
)

(14)

provides an estimate that converges exactly to z within the
predefined time D [11].

This approach has been adopted in [13]. The authors
transform the system into its pseudolinear canonical form.
Then they compute a finite-time estimate in these coordi-
nates and the estimation in the original coordinates is finally
retrieved by the inverse transformation x̂ = Ψ−1(z). The fol-
lowing theorem presents a dynamical system that provides a
finite-time estimate that converges exactly to the state in the
original coordinates.

Theorem 1. Let D be a real positive constant and assume that
matrices F1 and F2 are designed such that the following term is
invertible:

e−F1D − e−F2D. (15)

Then the dynamical system

˙̂x =
(

∂Ψ

∂x

)−1

x=x̂

(

e−F1D − e−F2D
)−1

×[e−F1D ˙̂z1(t)− ˙̂z1(t −D)− e−F2D ˙̂z2(t) + ˙̂z2(t −D)
]

,
(16)

with initial conditions satisfying

Ψ
(

x̂
(

t0
)) = ẑ1

(

t0
) = ẑ2

(

t0
)

, (17)

is an identity finite-time converging observer for system (1)
which converges exactly within the time delay D.

Proof. Let us choose an arbitrary positive constant D and de-
fine the following variable:

ẑ = (e−F1D − e−F2D
)−1

×(e−F1Dz1(t)− z1(t −D)− e−F2Dz2(t) + z2(t −D)
)

.
(18)

Since the dynamical systems (9) are observers converging to z
with linear error dynamics and starting from the same initial
conditions, we have for any time t ≥ t0 +D,

ẑ(t) = z(t) = Ψ
(

x(t)
)

. (19)

Equation (18) is obtained by integrating the following equa-
tion:

˙̂z = (e−F1D − e−F2D
)−1

×(e−F1Dż1(t)− ż1(t −D)− e−F2Dż2(t)− ż2(t −D)
)

(20)

with the following initial conditions:

ẑ
(

t0
) = ẑ1

(

t0
) = ẑ2

(

t0
)

. (21)

Therefore the above dynamical system is a finite-time ob-
server for system (1) in the sense of Definition 2. It follows
that the dynamical system

˙̂x(t) =
(

∂Ψ

∂x

)−1

x=x̂
˙̂z(t), (22)

with the following initial conditions:

Ψ
(

x̂
(

t0
)) = ẑ

(

t0
)

, (23)

is an identity observer for system (1) that converges exactly
to the state within the time delay D.
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It is worth emphasizing the difference between this ap-
proach and that of [13]. In [13] the system proceeds in two
steps. Firstly, the system is transformed into its pseudolinear
canonical form, and an estimate that converges in finite time
is computed in these transformed coordinates. Secondly, the
estimate in the original coordinates is retrieved by the in-
verse change of coordinates. The observer proposed here is
a dynamical system that proceeds in one step only. The com-
putation relies on the existence of the linearizing change of
coordinates but it only requires to compute the inverse of its
Jacobian matrix.

4. NONLINEAR FINITE-TIME OBSERVER

In the following, we consider the autonomous nonlinear ob-
servable system

ẋ = f (x),

y = h(x),
(24)

with state x ∈ Rn and output y ∈ R. Without loss of gener-
ality, let us assume that the origin is an equilibrium point of
the system f (0) = 0, with h(0) = 0.

Furthermore, let us assume that there exist two changes
of variables Ψ1(x) and Ψ2(x) that transform system (24) into
the following pseudolinear systems:

Ψ̇1(x) = A1Ψ1(x) + β1(y),

Ψ̇2(x) = A2Ψ2(x) + β2(y),
(25)

where matrices A1 and A2 are Hurwitz, and β1 and β2 are
functions of the system output.

Then both the following systems are state observers for
system (24) in the sense of Definition 1:

ż1 = A1z1 + β1(y), (26)

ż2 = A2z2 + β2(y). (27)

Remark 2. The existence of the functions Ψi (i = 1, 2) in a
neighborhood of the origin is guaranteed by the Lyapunov
Auxiliary theorem provided [Ai,βi] form controllable pairs
and provided the eigenvalues λAi, j of the matrices Ai are not
related to the eigenvalue λ f ,l of the Jacobian matrix of f eval-
uated at the origin through any relation of the type

n
∑

l=1

mi,lλ f ,l = λAi, j (28)

( j = 1, . . . ,n), where the mi,l are nonnegative integers [9].

Let us introduce the following definitions:

∇Ψi =
(

∂Ψi

∂x

)

x(t)
, (29)

∇DΨi =
(

∂Ψi

∂x

)

x(t−D)
, (30)

Δ(zi) = e−AiDzi(t)− zi(t −D), (31)

Θ = ∇DΨ1
(∇DΨ2

)−1
, (32)

Ω = e−A1D∇Ψ1 −Θe−A2D∇Ψ2. (33)

The design of a nonlinear finite-time converging observer is
now presented in Theorem 2.

Theorem 2. Let D be an arbitrary positive real constant. Let
[A1,β1] and [A2,β2] form controllable pairs and assume that
the following term is invertible:

e−A1D∇Ψ1 −∇DΨ1
(∇DΨ2

)−1
e−A2D∇Ψ2. (34)

Then the dynamical system

˙̂x(t) = Ω−1(Δ
(

ż1
)−ΘΔ

(

ż2
))

, (35)

with initial conditions satisfying

z1
(

t0
) = Ψ1

(

x̂
(

t0
))

, (36)

z2
(

t0
) = Ψ2

(

x̂
(

t0
))

, (37)

z1
(

t0
) = ∇0Ψ1

(∇0Ψ2
)−1

z2
(

t0
)

, (38)

is an identity finite-time observer for (24).

Proof. The proof proceeds in two steps. Firstly, we show that
the estimate dynamics is identical to the state dynamics after
the time delayD. Secondly, we show that the estimate reaches
exactly the state at time t = t0 +D.

Let us define the reconstruction errors associated to ob-
servers (26) and (27) as follows:

ε1(t) = Ψ1
(

x(t)
)− z1(t),

ε2(t) = Ψ2
(

x(t)
)− z2(t),

(39)

which are governed by the following linear dynamics:

ε̇1 = A1ε1,

ε̇2 = A2ε2.
(40)

Introducing the reconstruction errors definitions (39) into
(35), the observer expression becomes

˙̂x = Ω−1(Δ
(

Ψ̇1(x)
)−ΘΔ

(

Ψ̇2(x)
)− Δ

(

ε̇1
)

+ ΘΔ
(

ε̇2
))

.

(41)

By definition of Δ, Θ, and Ω ((31), (32), (33)), it can be seen
that

Δ
(

Ψ̇1(x)
)−ΘΔ

(

Ψ̇2(x)
) = Ωẋ. (42)

Therefore, (41) can be rewritten as follows:

ẋ(t)− ˙̂x(t) = Ω−1(Δ
(

ε̇1
)−ΘΔ

(

ε̇2
))

. (43)

As the reconstruction error ε1 and ε2 have linear dynamics
(40), it can be seen that for any time t > t0 +D, we have

Δ
(

ε̇1
) = 0,

Δ
(

ε̇2
) = 0.

(44)
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Consequently, the right-hand side of (43) vanishes after the
time delay D and we have for any time t > t0 +D

˙̂x(t) = ẋ(t). (45)

This implies that the estimate dynamics and the state dy-
namics are identical after the convergence time interval. It
remains to show that the estimate reaches exactly the state at
time t = t0 +D.

Let us focus on the time interval [t0, t0 + D]. During this
time interval, the delayed values for the different variables
remain constant and equal to their initial values:

z1(t −D) = z1
(

t0
)

,

z2(t −D) = z2
(

t0
)

,

Θ = Θ
(

t0
)

.

(46)

The observer expression (35) becomes

˙̂x(t) = Ω−1(e−A1Dż1 −Θ
(

t0
)

e−A1Dż2
)

. (47)

The above expression can be rewritten as follows:

Ω ˙̂x(t) = e−A1Dż1 −Θ
(

t0
)

e−A1Dż2 (48)

and, by definition of Ω, it leads to the following equation:

e−A1DΨ̇1
(

x̂(t)
)−Θ

(

t0
)

e−A2DΨ̇2
(

x̂(t)
)

= e−A1Dż1 −Θ
(

t0
)

e−A2Dż2

(49)

which can be integrated between t0 and t using the initial
conditions described by (36) and (38). This leads to

e−A1DΨ1
(

x̂(t)
)−Θ

(

t0
)

e−A2DΨ2
(

x̂(t)
)

= e−A1Dz1(t)−Θ
(

t0
)0
e−A2Dz2(t).

(50)

This equation can be rewritten as follows using the recon-
struction errors expressions (39):

e−A1DΨ1
(

x̂(t)
)−Θ

(

t0
)

e−A2DΨ2
(

x̂(t)
)

= e−A1DΨ1
(

x(t)
)−Θ

(

t0
)

e−A2DΨ2
(

x(t)
)

− e−A1Dε1(t) + Θ
(

t0
)

e−A2Dε2(t).

(51)

Evaluating of the above expression at time t = t0 +D leads to
the following expression:

e−A1DΨ1
(

x̂
(

t0 +D
))−Θ

(

t0
)

e−A2DΨ2
(

x̂
(

t0 +D
))

= e−A1DΨ1
(

x
(

t0 +D
))−Θ

(

t0
)

e−A2DΨ2
(

x
(

t0 +D
))

− ε1
(

t0
)

+ Θ
(

t0
)

ε2
(

t0
)

.
(52)

The assumption on the initial conditions (38) is such that

x̂
(

t0 +D
) = x

(

t0 +D
)

. (53)

This shows that the estimate reaches the state at time t =
t0 +D. This completes the proof.

The implementation of the above observer does not re-
quire to compute any change of variable; however, it requires
to compute the Jacobian matrices of two transformations.
This can be achieved by solving both the following partial
differential equations systems obtained from (25):

∂Ψ1

∂x
f (x) = A1Ψ1(x) + β1(y), (54)

∂Ψ2

∂x
f (x) = A2Ψ2(x) + β2(y), (55)

where the Hurwitz matrices A1 and A2 and the functions β1

and β2 have been chosen so that [A1,β1] and [A2,β2] form
controllable pairs and so that there is no resonance between
the eigenvalues of A and the function f . This ensures that
each of the above systems has a unique solution around the
origin [9, 15].

The algorithm proposed in [9] is a practical way to com-
pute the Jacobian matrices ∂Ψi/∂x (i = 1, 2). The idea is to
approximate the functions Ψi by their truncated Taylor se-
ries around the origin which is an equilibrium point. The
different Taylor series coefficients are computed recursively
by evaluating both sides of (54) and (55) and their successive
partial derivatives with respect to the state at the origin.

The implementation of the finite time converging ob-
server also requires to impose corresponding initial condi-
tions for the different dynamical systems (36) and (37). This
can easily be done by setting the initial conditions at the ori-
gin. Furthermore, this also involves that condition (38) is sat-
isfied.

The nonlinear finite-time observer presented in this sec-
tion is the generalization of the finite-time converging ob-
server for linear systems proposed in [11]. This latter takes
advantage of the linear reconstruction error dynamics of two
state observers to link the present and delayed errors. The
state of the system can then be expressed as a function of the
estimates at present and delayed time instances by solving the
following set of equations:

x(t) = z1(t) + ε1(t),

x(t) = z2(t) + ε2(t),

x(t −D) = z1(t −D) + e−A1Dε1(t),

x(t −D) = z2(t −D) + e−A2Dε2(t),

(56)

where x is the state, and z1 and z2 are the estimates provided
by two observers with linear error dynamics characterized by
the matricesA1 andA2, respectively. The finite-time converg-
ing observer x̂ is then written as the solution of the above set
of equation and is therefore exactly equal to the state after the
time delay D.
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The finite-time converging observer for nonlinear sys-
tems presented in this paper is also based on the existence
of two observers with linear error dynamics. However, these
ones are state observers in the sense of Definition 1, that
is, they are dynamical systems that are able to reconstruct
a function of the state with a linear reconstruction error
dynamics. The corresponding set of equations then is

Ψ1
(

x(t)
) = z1(t) + ε1(t),

Ψ2
(

x(t)
) = z2(t) + ε2(t),

Ψ1
(

x(t −D)
) = z1(t −D) + e−A1Dε1(t),

Ψ2
(

x(t −D)
) = z2(t −D) + e−A2Dε2(t),

(57)

where x is the state, and z1 and z2 are two state observers
reconstructing the functions Ψ1(x) and Ψ2(x) with linear er-
rors dynamics characterized by the matrices A1 and A2, re-
spectively. The above set of equations can be differentiated to
make ẋ appear explicitly:

∇Ψ1ẋ(t) = ż1(t) + ε̇1(t),

∇Ψ2ẋ(t) = ż2(t) + ε̇2(t),

∇DΨ1ẋ(t −D) = ż1(t −D) + ε̇1(t),

∇DΨ2ẋ(t −D) = ż2(t −D) + ε̇2(t).

(58)

The finite-time converging observer is then written as the so-
lution of the above system for ẋ. It is thus written as a dy-
namical system ˙̂x which is exactly equal to ẋ after the time
delay D.

It is worth noting that the finite-time converging ob-
server developed in Section 3 is a particular case of this non-
linear finite time converging observer. If Ψ1 is the solution of
(54) and if the output map of the system is a linear function
of the new coordinates

y = C1Ψ1, (59)

then Ψ1 is also the solution of (55) if the matrix A2 and the
function β2 satisfy the following conditions:

A2 = A1 − aC1,

β2 = β1 + aC1,
(60)

where a is a real number. In this case, Ψ1 = Ψ2, and it follows
from (32) that

Θ
(

t0
) = In,

Ω = e−A1D − e−A2D ∂Ψ1

∂x
,

(61)

which leads to exactly the same dynamical system as in
Section 3. This shows that the changes of variables Ψ1 and
Ψ2 can be the same but the error dynamics of observers z1

and z2 have to be different.

Table 1: Numerical values used for the simulation.

Parameter Value Unit Variable Initial value Unit

Q

V
0.1 h−1 x1(0) 0.01 g/l

μmax 0.5 h−1 x2(0) 0.1 g/l

KS 10 g/l x̂1(0) 0 g/l

Sin 25 g/l x̂2(0) 0 g/l

X 56.25 g/l — — —

S 2.5 g/l — — —

k 0.4 — — — —

5. APPLICATION TO A BIOREACTOR

Let us consider a continuous stirred tank reactor with a sim-
ple microbial growth reaction

S −→ X , (62)

where S andX are the substrate and the biomass, respectively.
The dynamical model of such a process is given by the follow-
ing mass balance equations [17]:

dX

dt
= (μ−D)X ,

dS

dt
7 = D

(

Sin − S
)

+ kμX ,

(63)

where X , S, Sin, D, k, and μ are the biomass concentration
(g/l), the substrate concentration in the reactor (g/l), the in-
let substrate concentration (g/l), the dilution rate (h−1), the
yield coefficient, and the specific growth rate (h−1), respec-
tively. Furthermore, we assume that the specific growth rate
μ obeys to the common Monod kinetics:

μ = μmaxS

KS + S
, (64)

where μmax (h−1) and KS (g/l) are the maximum specific
growth rate and the half saturation constant, respectively.
The numerical values used for the system parameters are
listed in Table 1.

Let us define the following state variables in order the ori-
gin to be an equilibrium point:

x1 = X − X ,

x2 = S− S,
(65)

where X and S are the equilibrium values for X and S (see
Table 1). Let us consider that the biomass concentration is
measured online; we have the following state-space model:

ẋ1 = f1
(

x1, x2
)

, (66)

ẋ2 = f2
(

x1, x2
)

,

y = h
(

x1, x2
)

,
(67)
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Table 2: Computed values for the Taylors series coefficients.

Coeff. Value Coeff. Value Coeff. Value Coeff. Value

P1
0 0 Q1

0 0 P2
0 0 Q2

0 0

P1
1 5.25E-02 Q1

1 5.00E-02 P2
1 4.37E-02 Q2

1 1.87E-02

P1
2 −5.17E-03 Q1

2 −4.70E-03 P2
2 −1.72E-03 Q2

2 −5.68E-04

P1
11 −1.96E-07 Q1

11 −1.70E-07 P2
11 −2.56E-08 Q2

11 −5.00E-09

P1
12 −9.35E-05 Q1

12 −8.48E-05 P2
12 −3.07E-05 Q2

12 −1.01E-05

P1
22 4.60E-04 Q1

22 4.15E-04 P2
22 1.43E-04 Q2

22 4.65E-05

P1
111 −5.42E-11 Q1

111 −4.55E-11 P2
111 −3.09E-13 Q2

111 −4.45E-14

P1
112 −2.59E-08 Q1

112 −2.27E-08 P2
112 −3.90E-09 Q2

112 −8.00E-10

P1
122 8.86E-06 Q1

122 7.98E-06 P2
122 2.63E-06 Q2

122 8.44E-07

P1
222 −4.27E-05 Q1

222 −3.83E-05 P2
222 −1.21E-05 Q2

222 −3.84E-06

P1
1111 7.47E-14 Q1

1111 5.90E-14 P2
1111 1.10E-16 Q2

1111 −4.60E-16

P1
1112 3.59E-11 Q1

1112 2.95E-11 P2
1112 1.48E-13 Q2

1112 −7.10E-14

P1
1122 1.23E-08 Q1

1122 1.07E-08 P2
1122 1.50E-09 Q2

1122 3.00E-10

P1
1222 −9.08E-07 Q1

1222 −8.08E-07 P2
1222 −2.32E-07 Q2

1222 −7.11E-08

P1
2222 4.16E-06 Q1

2222 3.70E-06 P2
2222 1.04E-06 Q2

2222 3.19E-07

with

f1 =
(

x1 + X
)

(

μmax
(

x2 + S
)

KS + x2 + S−D
)

,

f2 = D
(

Sin −
(

x2 + S
))

+ k
μmax

(

x2 + S
)

KS + x2 + S

(

x1 + X
)

,

h = x1,
(68)

and where the following conditions are satisfied:

f (0, 0) = 0, h(0, 0) = 0. (69)

We now have to choose the matrices A1 and A2 and the func-
tions β1 and β2 in order to design both state observers ż1 (26)
and ż2 (27). The matrices A1 and A2 and the functions β1

and β2 can be arbitrarily defined provided there is no reso-
nance between the eigenvalues of Ai and the function f and
provided [Ai,βi] form controllable pairs. Using the numeri-
cal values of Table 1, we can compute the eigenvalues of the
Jacobian matrix of f at the origin:

λ f ,1 = −0.1,

λ f ,2 = −0.72.
(70)

We arbitrarily assign double eigenvalues to the matrices A1

and A2 so that there is no resonance with f :

λA1 = −20,

λA2 = −40.
(71)

Finally, we choose the following matrices:

A1 =
(

−20 1

0 −20

)

, A2 =
(

−50 10

−10 −30

)

, (72)

and impose the following functions βi(y) to form control-
lable pairs:

β1 =
(

y

y

)

, β2 =
(

2y

y

)

. (73)

Once A1, A2, β1, and β2 have been defined, it remains to
compute the Jacobian matrices of the functions Ψ1(x) and
Ψ2(x) that transform the system into the pseudolinear forms
(25). This is achieved by solving the partial differential equa-
tion systems (54) and (55). According to the algorithm de-
scribed in [9], we approximate both functions Ψ1(x) and
Ψ2(x) by their Taylor series development around the origin
(with i = 1, 2):

Ψi(x)

=
⎛

⎜

⎝

Pi0 + Pi1x1 + Pi2x2 + Pi11x
2
1 + Pi12x1x2 + Pi22x

2
2 + · · ·

Qi
0 +Qi

1x1 +Qi
2x2 +Qi

11x
2
1 +Qi

12x1x2 +Qi
22x

2
2 + · · ·

⎞

⎟

⎠ ,

(74)

which leads to the following Jacobian matrices:

∂Ψi

∂x

=
⎛

⎜

⎝

Pi1 + 2Pi11x1 + Pi12x2 + · · · Pi2 + 2Pi22x2 + Pi12x1 + · · ·

Qi
1 + 2Qi

11x1 +Qi
12x2 + · · · Qi

2 + 2Qi
22x2 +Qi

12x1 + · · ·

⎞

⎟

⎠ ,

(75)

then, by estimating both sides of (54) and (55) at the origin
and taking advantage that f (0) = 0, we find that P0 and Q0

are both equal to zero. The other coefficients are computed
by evaluating the successive partial derivatives of both sides
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Figure 1: Finite-time estimation with different convergence time
delays, A : D = 0.05, B : D = 0.1.

of (54) and (55) with respect to the state variables at the ori-
gin. The computed values for the coefficients can be found
in Table 2. It can be seen that the coefficients’ values become
rapidly negligible; therefore, we have stopped the computing
procedure to the 4th order.

The matrices A1 and A2, the functions β1 and β2, and
the Jacobian matrices ∂Ψ1/∂x and ∂Ψ2/∂x being defined, the
finite-time converging observer (35) can be implemented to
reconstruct the state of system (66). The results of two simu-
lations with different arbitrary convergence time interval are
shown on Figure 1. The numerical values used for this simu-
lation can be found in Table 1.

6. CONCLUSION

In this paper, we have presented the design of a nonlinear
observer that converges in finite time.

This nonlinear observer is the generalization of the linear
finite-time converging observer. It is written as a dynamical
system that exploits the present and delayed estimates of two
state observers converging each estimate to a function of the
state with a linear error dynamics. Considering the dynamics
instead of the states’ variables allows to use the transforma-
tion Jacobian matrices rather than computing the change of
coordinate. The nonlinear observer is therefore based on the
existence of two transformations that linearize the system dy-

namics. However, the estimate is computed in one step only
without computing any change of coordinate.

The Jacobian matrices of the linearizing transformations
can be computed by solving a partial differential equations
system. A practical way to compute them is to approximate
the transformations by their truncated Taylor series devel-
opment around an equilibrium point. Finally, we have illus-
trated the application of the designed nonlinear finite-time
converging observer to a bioreactor model.
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vergent observers for nonlinear systems,” in Proceedings the
42nd IEEE Conference on Decision and Control (CDC ’03),
vol. 6, pp. 5673–5678, Hyatt Regency Maui, Hawaii, USA, De-
cember 2003.

[14] G. Kreisselmeier and R. Engel, “Nonlinear observers for au-
tonomous Lipschitz continuous systems,” IEEE Transactions
on Automatic Control, vol. 48, no. 3, pp. 451–464, 2003.

[15] V. Andrieu and L. Praly, “Remarks on the existence of a
Kazantzis-Kravaris/Luenberger observer,” in Proceedings of the
43rd IEEE Conference on Decision and Control (CDC ’04),
vol. 4, pp. 3874–3879, Atlantis, Paradise Island, Bahamas, De-
cember 2004.

[16] A. J. Krener and W. Respondek, “Nonlinear observers with lin-
earizable error dynamics,” SIAM Journal on Control and Opti-
mization, vol. 23, no. 2, pp. 197–216, 1985.

[17] G. Bastin and D. Dochain, On-line Estimation and Adaptive
Control of Bioreactors, Elsevier, Amsterdam, The Netherlands,
1990.



International Journal of Navigation and Observation

Special Issue on

Selected Papers from Workshop on Synergies in
Communications and Localization (SyCoLo 2009)

Call for Papers

In conjunction with the IEEE International Conference on
Communications (ICC) 2009 in Dresden, Germany, the
International Workshop on Synergies in Communications
and Localization (SyCoLo 2009) will be held.

The main objective of this workshop is to show how wire-
less communications and navigation/localization techniques
can benefit from each other. With respect to these synergies
the workshop aims at the following fundamental questions:

• How can navigation systems benefit from existing
communications systems?

• How can communication systems benefit from posi-
tioning information of mobile terminals?

This workshop, whose proposal was jointly generated
by the EU Research Projects WHERE and NEWCOM++,
aims at inspiring the development of new position-aware
procedures to enhance the efficiency of communication
networks, and of new positioning algorithms based both
on (outdoor or indoor) wireless communications and on
satellite navigation systems.

The SyCoLo 2009 is, therefore, well in agreement with the
new IJNO journal aims at promoting and diffusing the aims
of joint communications and navigation among universities,
research institutions, and industries.

This proposed IJNO Special Issue focuses all the research
themes related to the timing aspects of joint communications
and navigation, and starts from the SyCoLo 2009 where the
Guest Editors will attend the different sessions and directly
invite the authors of the most promising papers to submit an
extended version of their papers to the journal.

The proposed Guest Editors are also part of the Scientific
Committees of the SyCoLo 2009, therefore, directly involved
in the evaluation of submitted papers.

Topics of interest will include, but are not limited to:

• Hybrid positioning using both wireless communica-
tions and satellite navigation systems

• Resource management with positioning information
• Location-aware PHY/MAC algorithms/procedures

• Indoor positioning combined with short-range com-
munications

• Signal processing techniques for (seamless) indoor/
outdoor localization

Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/ijno/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/ according to the following
timetable:

Manuscript Due October 1, 2009

First Round of Reviews January 1, 2010

Publication Date April 1, 2010

Lead Guest Editor

Ronald Raulefs, German Aerospace Center (DLR),
Institute of Communications and Navigation,
Oberpfaffenhofen, Wessling 82234, Germany;
ronald.raulefs@dlr.de

Guest Editors

Simon Plass, Institute of Communications and Navigation,
German Aerospace Center (DLR), 82234 Wessling,
Germany; simon.plass@dlr.de

Marco Luise, Dipartimento di Ingegneria
dell’Informazione, Università di Pisa, Via G. Caruso 16,
56126 Pisa, Italy; marco.luise@iet.unipi.it

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/ijno/guidelines.html
http://www.hindawi.com/journals/ijno/guidelines.html
http://mts.hindawi.com/
mailto:ronald.raulefs@dlr.de
mailto:simon.plass@dlr.de
mailto:marco.luise@iet.unipi.it


Advances in Artificial Intelligence

Special Issue on

Artificial Intelligence in Neuroscience and
Systems Biology: Lessons Learnt, Open Problems,
and the Road Ahead

Call for Papers

Since its conception in the mid 1950s, artificial intelligence
with its great ambition to understand intelligence, its origin
and creation, in natural and artificial environments alike,
has been a truly multidisciplinary field that reaches out and
is inspired by a great diversity of other fields in perpetual
motion. Rapid advances in research and technology in
various fields have created environments into which artificial
intelligence could embed itself naturally and comfortably.
Neuroscience with its desire to understand nervous systems
of biological organisms and system biology with its longing
to comprehend, holistically, the multitude of complex inter-
actions in biological systems are two such fields. They target
ideals artificial intelligence has dreamt about for a long time
including the computer simulation of an entire biological
brain or the creation of new life forms from manipulations
on cellular and genetic information in the laboratory.

The scope for artificial intelligence, neuroscience, and sys-
tems biology is extremely wide. The motivation of this special
issue is to create a bird-eye view on areas and challenges
where these fields overlap in their defining ambitions and
where these fields may benefit from a synergetic mutual
exchange of ideas. The rationale behind this special issue
is that a multidisciplinary approach in modern artificial
intelligence, neuroscience, and systems biology is essential
and that progress in these fields requires a multitude of views
and contributions from a wide spectrum of contributors.
This special issue, therefore, aims to create a centre of gravity
pulling together researchers and industry practitioners from
a variety of areas and backgrounds to share results of
current research and development and to discuss existing
and emerging theoretical and applied problems in artificial
intelligence, neuroscience, and systems biology transporting
them beyond the event horizon of their individual domains.

Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/aai/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-

tem at http://mts.hindawi.com/ according to the following
timetable:

Manuscript Due September 1, 2009

First Round of Reviews November 1, 2009

Publication Date December 1, 2009

Lead Guest Editor

Daniel Berrar, Systems Biology Research Group, Centre for
Molecular Biosciences, School of Biomedical Sciences,
University of Ulster, Cromore Road, Coleraine BT52 1SA,
Northern Ireland; dp.berrar@ulster.ac.uk

Guest Editors

Naoyuki Sato, Department of Complex Systems, Future
University Hakodate, 116-2 Kamedanakano-cho, Hakodate,
Hokkaido 041-8655, Japan; satonao@fun.ac.jp

Alfons Schuster, School of Computing and Mathematics,
Faculty of Computing and Engineering, University of Ulster,
Shore Road, Newtownabbey BT37 0QB, Northern Ireland;
a.schuster@ulster.ac.uk

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/aai/guidelines.html
http://www.hindawi.com/journals/aai/guidelines.html
http://mts.hindawi.com/
mailto:dp.berrar@ulster.ac.uk
mailto:satonao@fun.ac.jp
mailto:a.schuster@ulster.ac.uk


Advances in Artificial Intelligence

Special Issue on

Machine Learning Paradigms for Modeling Spatial and
Temporal Information in Multimedia Data Mining

Call for Papers

Multimedia data mining and knowledge discovery is a fast
emerging interdisciplinary applied research area. There is
tremendous potential for effective use of multimedia data
mining (MDM) through intelligent analysis. Diverse appli-
cation areas are increasingly relying on multimedia under-
standing systems. Advances in multimedia understanding are
related directly to advances in signal processing, computer
vision, machine learning, pattern recognition, multimedia
databases, and smart sensors.

The main mission of this special issue is to identify state-
of-the-art machine learning paradigms that are particularly
powerful and effective for modeling and combining temporal
and spatial media cues such as audio, visual, and face
information and for accomplishing tasks of multimedia data
mining and knowledge discovery. These models should be
able to bridge the gap between low-level audiovisual features
which require signal processing and high-level semantics.
Original contributions, not currently under review or acce-
pted by another journal, are solicited in relevant areas inc-
luding (but not limited to) the following:

• Multiresolution-based video mining and features
extraction

• Dimension reduction and unsupervised data cluster-
ing for multimedia content analysis tasks

• Mining methods and algorithms (classification,
regression, clustering, probabilistic modelling), as well
as association analysis

• Machine learning paradigms that perform spatial and
temporal data mining

• Machine learning paradigms that allow for an effective
learning of hidden patterns

• Object recognition and tracking using machine learn-
ing algorithms

• Interactive data exploration and machine learning
discovery

• Mining of structured, textual, multimedia, spatiotem-
poral, and web data

• Application of MDM to contents-based image/video
retrieval and medical data

Before submission authors should carefully read over the
journal’s Author Guidelines, which are located at http://www
.hindawi.com/journals/aai/guidelines.html. Prospective au-
thors should submit an electronic copy of their complete
manuscript through the journal Manuscript Tracking Sys-
tem at http://mts.hindawi.com/ according to the following
timetable:

Manuscript Due October 1, 2009

First Round of Reviews January 1, 2010

Publication Date April 1, 2010

Lead Guest Editor

Djamel Bouchaffra, Grambling State University,
Grambling, LA, USA; dbouchaffra@ieee.org

Guest Editors

Ce Zhu, Nanyang Technological University, Singapore;
eczhu@ntu.edu.sg

Abbes Amira, Brunel University, Uxbridge, Middlesex, UK;
abbes.amira@brunel.ac.uk

Chu-Song Chen, Institute of Information Science, Taipei,
Taiwan; song@iis.sinica.edu.tw

Hindawi Publishing Corporation
http://www.hindawi.com

http://www.hindawi.com/journals/aai/guidelines.html
http://www.hindawi.com/journals/aai/guidelines.html
http://mts.hindawi.com/
mailto:dbouchaffra@ieee.org
mailto:eczhu@ntu.edu.sg
mailto:abbes.amira@brunel.ac.uk
mailto:song@iis.sinica.edu.tw

