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Av. Bento Gonçalves 9500
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Summary
A Large Deviation Principle (LDP) for a class of random processes depending
on a small parameter ε > 0 is established. This class of processes arises from
a random perturbation of a dynamical system. Then, exponential estimates for
events of the type “not very large deviations” (deviations of order εκ , 0 < κ < 1

2
)

are obtained. Finally, the wave front propagation, as ε ↓ 0 , of the solution of
some initial-boundary value problems is analyzed; these problems are formulated
in terms of a reaction-diffusion equation whose diffusion coefficient is of order
1

ε
and the nonlinear term is of order 1

ε
1−2κ

. The wave front is characterized in
terms of the action functional corresponding to the Large Deviation Principle
initially obtained.

Key Words: Action functional; large deviation; “not very large deviations”;

wave front propagation.

1 Introduction

This paper is concerned with a family of random processes (Xε
t : t ≥

0) depending on a small parameter ε > 0 and satisfying the system of
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differential equations

Ẋε
t = b(Xε

t , Y
ε
t ), Xε

0 = x ∈ IRd, (1.1)

where b(x, y) = (b1(x, y), · · · , bd(x, y)), x ∈ IRd, y ∈ IRl , is bounded as
well as are its first and second derivatives. We define Y ε

t ≡ Y t
ε

where

(Yt : t ≥ 0) is a random process whose trajectories are continuous with
probability one or have a finite number of discontinuities of first kind
on any finite interval. These conditions are sufficient (see Freidlin and
Wentzell(1984, Chapter 7, §1)) for system (1.1) having a unique solution
with probability one.

We assume that there exists a vector field b̄(x) in IRd such that

lim
T→+∞

1

T

∫ T

0
b(x, Ys) ds = b̄(x), ∀x ∈ IRd, (1.2)

uniformly in x , with probability one. Under (1.2) the trajectories of
(Xε

t , t ≥ 0) converge, as ε ↓ 0 , to the solution (x̄t : t ≥ 0) of

˙̄xt = b̄(x̄t), x̄0 = x ∈ IRd. (1.3)

The convergence is in the space
(

C[0,T ](IR
d); ‖ · ‖

)

of the continuous

functions on [0, T ] with values in IRd , with the supremum norm ‖ · ‖ .
Problems related with deviations of order 1 (large deviations) have been

studied by Freidlin (1985a,1985b, 1976, 1972). Under some additional con-
ditions, he established a Large Deviation Principle (LDP) for the family of
random processes (Xε

t : t ≥ 0) . In this set up the theory of Large Devia-
tions is described through an “action functional” S0T (ϕ) , ϕ ∈ C[0,T ](IR

d)
which satisfies the following conditions:

(A.0) Compactness of the level sets: ∀s > 0 , ∀x ∈ IRd ,

Φ(s) =
{

ϕ ∈ C[0,T ](IR
d) : S0T(ϕ) ≤ s, ϕ0 = x

}

are compact sets.

(A.I) Lower bound: ∀δ > 0 , ∀γ > 0 , ∀ϕ ∈ C[0,T ](IR
d) , ∃ε0 > 0 such

that

P {‖Xε
. − ϕ‖ < δ} ≥ exp

{

−1

ε
[S0T (ϕ) + γ]

}

, 0 < ε ≤ ε0.

(A.II) Upper bound: ∀δ > 0 , ∀γ > 0 , ∀s > 0 , ∃ε0 > 0 such that

P {ρ0T (Xε
. ,Φ(s)) ≥ δ} ≤ exp

{

−1

ε
(s− γ)

}

, 0 < ε ≤ ε0.
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Under conditions (A.0)-(A.II), one says that 1
ε
SoT (·) is the action func-

tional for the family of random processes (Xε
t : t ≥ 0) . The term 1

ε
is the

normalizing coefficient and SoT (·) is the normalized action functional.
Deviations of order

√
ε (normal deviations) were studied by Khas’mins-

kii (1966). Taking into account the smoothness of b(x, y) and assuming
strong mixing conditions for (Yt : t ≥ 0) , he proved that

ζεt =
Xε
t − x̄t√
ε

(1.4)

converges weakly, as ε ↓ 0 , to a Gaussian Markov process on [0, T ] . The
precise assumptions for the function b(x, y) and the process (Yt : t ≥ 0)
may be found in Khas’minskii (1966) or in Freidlin and Wentzell (1984,
Theorem 3.1, Chapter 7).

In this paper we are mainly interested in the asymptotic behavior of
(Zεt : t ≥ 0) , as ε ↓ 0 , where

Zεt =
Xε
t − x̄t
εκ

, 0 < κ <
1

2
. (1.5)

It turns out that , ∀δ > 0 ,

lim
ε↓0

P{‖Xε
. − x̄.‖ > δεκ} = lim

ε↓0
P{‖Zεt ‖ > δ} = 0. (1.6)

Deviations of order εκ of Xε
. from x̄. are called “not very large devi-

ations” or “moderated deviations”. Estimations for this kind of deviations
are obtained from the LDP for (Zεt : t ≥ 0) , which is the main result of
this paper.

Bâıer and Freidlin (1977) and Freidlin and Wentzell (1984, Chapter 7,
§7), considered “not very large deviations” when the initial condition is an
equilibrium point of the system (1.3). They studied the stability of the
solution of (1.1) in a neighborhood of order εκ of the equilibrium point, as
ε ↓ 0 . In this case, if 0 is the initial point, then ¯b(0) = 0 and the process
Zεt becomes

Zεt =
Xε
t

εκ
. (1.7)

The stability of “0” is characterized by the first exit time of (Xε
t )t≥0

from Dε ≡ Dεκ . For 0 < κ < 1
2 , the behavior of such random variable is

related to “not very large deviations” of (Xε
t ) from Dε or, equivalently,

“large deviations” of Zεt from D .
In Bâıer and Freidlin (1977) or in Freidlin and Wentzell (1984) a LDP

for this family of processes is enunciated and a suggestion for the proof of
the lower and upper bounds is given.
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By using the method suggested by Bâıer and Freidlin (1977) we shall
establish a LDP for the family Zεt in (1.5) when the initial point is not nec-
essarily an equilibrium point. These large deviations results are important
in the study of wave-type solutions for reaction-diffusions equations de-
pending on a small parameter (see Freidlin (1985a,b) and some extensions
in Carmona (1995 a)). In §5 of this paper we consider some examples.

In what follows we outline the main steps and state the main results
related with LDP in the more general situation, when the initial point of
the process in (1.1) is any x ∈ IRd.

From the smoothness of b(x, y) we may write

Xε
t − x̄t =

∫ t
0 b(X

ε
s , Y

ε
s ) ds − ∫ t

0 b̄(x̄s) ds

=
∫ t
0 [b(x̄s, Y

ε
s ) − ¯b(x̄s)] ds +

∫ t
0 B(x̄s, Y

ε
s )(Xε

s − x̄s) ds

+
∫ t
0 r

2(Xε
s − x̄s) ds;

(1.8)

the matrix B(x, y) is given by

Bi
k(x, y) =

∂bi

∂xk
(x, y), i, k ∈ {1, 2, · · · , d} (1.9)

and r2(·) is the rest of Lagrange in the Taylor’s expansion of b(x, y) in a
neighborhood of x̄t .

Let us define

ηεt =
1√
ε

∫ t

0
[b(x̄s, Y

ε
s ) − b̄(x̄s)] ds ≡

1√
ε

∫ t

0
b̃(x̄s, Y

ε
s ) ds. (1.10)

Then Zεt in (1.5) satisfies

Żεt = ε
1
2
−κη̇εt +B(x̄t, Y

ε
t )Zεt +

r2(Xε
t − x̄t)

εκ
, Zε0 = 0. (1.11)

Our first result is the LDP for the family of random processes ε
1
2
−κηεt ;

the action functional is given in Theorem 1. Besides (1.2), we shall assume
the following conditions:

Condition B- 1 There exists a matrix A(x) = (Aij(x))i,j=1,···,d nonneg-
ative definite, symmetric, bounded, continuous in x , invertible, such that
for any step functions α, ψ : [0, T ] → IRd,

limε↓0 ε1−2κ lnE exp
{

1
ε1−κ

∫ T
0 < αs, b̃(ψs, Y

ε
s ) > ds

}

= 1
2

∫ T
0 < A(ψs)αs, αs > ds.

(1.12)
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Condition B- 2 ∃t0 , 0 < t0 ≤ 1 and a function σ(t) > 0 with σ(t) → 0
as t ↓ 0 such that

limε↓0 supε≤t≤t0
0≤h≤1−t

ε1−2κ
∣

∣

∣lnE exp
{

1
ε1−κσ(t)

∫ h+t
h b̃(x̄s, Y

ε
s ) ds

}∣

∣

∣

= l+∞ < +∞
(1.13)

where for a d-dimensional vector b,

lnE{exp(

∫

b)}

means










lnE{exp(
∫

b1)}
lnE{exp(

∫

b2)}
· · ·

lnE{exp(
∫

bd)}











.

Condition B- 3 For some ∆ > 1 − 2κ, ∀δ > 0,

limε↓0 ε∆ lnP
{

sup0≤t≤T
∣

∣

∣ε−κ
∫ t
0 (B(x̄s, Y

ε
s ) − B̄(x̄s))

× ∫ s
0 e

∫ s

u
B̄(x̄v) dv.b̃(x̄u, Y

ε
u ) du ds

∣

∣

∣

∣

> δ

}

= −∞
(1.14)

where B̄(x) satisfies

B̄i
k(x) =

∂b̄i

∂xk
(x) = lim

T→+∞
1

T

∫ T

0
Bi
k(x, Ys) ds (1.15)

uniformly in x , with probability one.

Remark 1.1 Condition B-1 is equivalent to the existence of the limit in
(1.12) for every continuous functions α and ψ .

In §3 we shall prove the following theorem:

Theorem 1.1 Under conditions B-1 and B-2, the action functional for

the family of random processes ε
1
2
−κηεt is given by 1

ε1−2κS
1
0T (ϕ) , where

S1
0T (ϕ) =

{

1
2

∫ T
0 < A−1(x̄s)ϕ̇s, ϕ̇s > ds, ϕ a.c.

+∞, in the rest of C[0,T ](IR
d)

(1.16)
where A−1(x) is the inverse matrix of A(x) .
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Theorem 1.1 is an extension of a result obtained by Gärtner (1976)
where he has considered a family of random processes converging weakly,
as ε ↓ 0 , to a Wiener process in IR . He established sufficient conditions for
this family of random processes, conveniently re-scaled, to have the same
action functional as of the limit process in the new scale. In Theorem 1.1
we extend Gärtner’s result in two ways: The space variable has dimension
d ≥ 1 and the family of random processes ηεt converges weakly, as ε ↓ 0 ,
to a Gaussian process W 0

t with independent increments, EW 0
t = 0 (if we

assume the hypothesis for Khas’minskii’s result being valid). It is worth
to observe that the weak convergence above cited is not an hypothesis of
Theorem 1.1.

The main result in this paper is the LDP for the family (Zεt : t ≥ 0) in
(1.5). In §4 we shall prove the following theorem:

Theorem 1.2 If conditions B-1, B-2, and B-3 are satisfied then the ac-
tion functional for (Zεt : t ≥ 0) is given by 1

ε1−2κS0T (ϕ) with

S0T (ϕ) =











1
2

∫ T
0 < A−1(x̄s)(ϕ̇s − B̄(x̄s)ϕs), (ϕ̇s − B̄(x̄s)ϕs) > ds,

if ϕ is a.c.
+∞, in the rest of C[0,T ](IR

d)
(1.17)

where ¯B(x) satisfies (1.15).

Theorem 1.2 provides the exponential estimates for probabilities of “not
very large deviations”. The asymptotics of such probabilities are essentially
different of the corresponding to “large deviations”. As in the case of
“normal deviations”, the study of deviations of order εκ is reduced to the
study of deviations of the same order of the linearized system obtained
from (1.8).

Now we sketch the proof of Theorem 1.2. Firstly we consider the lin-
earized system

˙̃Υ
ε

t = b̃(x̄t, Y
ε
t ) +B(x̄t, Y

ε
t ) Υ̃ε

t , Υ̃ε
0 = 0. (1.18)

We prove that, if 1
ε1−2κS0T (ϕ) is the action functional for

Υ̃εt
εκ

then it is
the action functional for Zεt . Then we take a simplified linearized system

˙̂
Υ
ε

t = b̃(x̄t, Y
ε
t ) + B̄(x̄t) Υ̂ε

t , Υ̂ε
0 = 0. (1.19)

It turns out that, under Condition B-3, Υ̃ε

εκ
and

Υ̂εt
εκ

have the same action

functional. Finally, using Theorem 1.1, we prove that
Υ̂εt
εκ

has 1
ε1−2κS0T (ϕ)

as its action functional.
In §5 we study the asymptotics of the solution for a class of reaction-

diffusion equations depending on a small parameter ε > 0 , as ε ↓ 0 . Using
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Theorem 1.1 and Theorem 1.2 we prove that the solution converges to a
wave-type function.

Wave-type solutions for reaction-diffusion equations have been studied
since 1930’s by Kolmogorov, Petrovskii, Piskounov (1937) (such equation
is called KPP equation), Aronson & Weinberger (1975), by using classi-
cal methods and later, after 1970, by Freidlin (1985b), Gärtner (1982),
McKean (1975), and others, via stochastic approach. Freidlin (1985b)
introduced a small parameter ε > 0 in the generalized KPP equation
whose diffusion coefficient became small, of order ε . He described the
wave front for the solution of certain class of problems, as ε ↓ 0 , by using
the Feynman-Kac formula and large deviations for some families of random
processes.

Carmona (1995a) generalized Freidlin’s work in one direction by in-
troducing a “fast variable” y of order 1

ε
in some initial-boundary value

problems for the equation

∂uε(t, x, y)

∂t
= 1

2ε
∂2uε(t,x,y)

∂y2
+ ε

2a(x, y)
∂2uε(t,x,y)

∂x2

+1
ε
f(x, y, uε), x ∈ IR, |y| < a, t > 0.

In §5 of this paper, we consider problems of the type






















∂uε(t,x,y)
∂t

= 1
2ε
∂2uε(t,x,y)

∂y2
+ 1

ε1−2κ f(εκx, y, uε) + 1
εκ
b(εκx, y) ∂u

ε(t,x,y)
∂x

,

x ∈ IRd, y ∈ (−a, a),
uε(0, x, y) = g(x)
∂uε(t,x,y)

∂y
|y=±a = 0

(1.20)
where 0 < κ < 1

2 , b(x, y) satisfies the conditions specified in the intro-
duction of this paper, the initial function is nonnegative, continuous in the
interior of its support G0 6= IRd , [(G0)] = [G0] where [A] is the closure of
A and (A) its interior]. For each pair x, y , the nonlinear term f(x, y, u)
belongs to the class F1 (see Freidlin (1985a)), i.e., ∀x, y , f(x, y, ·) ∈ C1 ,

c(x, y) = f ′(x, y, 0) = sup0≤u≤1
f(x,y,u)

u
> 0 ; we call c(x, y, u) = f(x,y,u)

u
.

To analyze the solution uε(t, x, y) to this type of problem we shall use
the Feynman-Kac formula and “not very large deviations” for families of
random processes as in (1.1) or, equivalently, large deviations for families
of random processes as in (1.5) and (1.7). This is done, roughly speaking,
in the following way: To the differential operator

Lε =
1

2ε

∂2

∂y2
+

1

εκ
b(εκx, y)

∂

∂x
(1.21)

it is associated a random process (Xε
t , Y

ε
t ;P εxy) where (Yt; P̄y) is a Brown-

ian motion on [−a, a] starting at y ∈ (−a, a) , with instantaneous reflection
at ±a , Y ε

t ≡ Y t
ε

and
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Xε
t = x+

1

εκ

∫ t

0
b(εκXε

s , Y
ε
s ) ds, x ∈ IRd. (1.22)

Notice that the diffusion coefficient of the variable y is of order 1
ε
; so

it is called ”fast variable”.
The Feynman-Kac formula allows us to express the solution of (1.20)

through the integral equation

uε(t, x, y) = Eεxyg(X
ε
t ) exp

{

1

ε1−2κ

∫ t

0
c(εκXε

s , Y
ε
s , u

ε(t− s,Xε
s , Y

ε
s )) ds

}

,

(1.23)
where Eεxy is the expectation corresponding to the measure P εxy . Using
the action functional for certain families of random processes as in (1.5)
and (1.7) one can verify that uε(t, x, y) converges, as ε ↓ 0 , to a step
function u0(t, x, y) given by

u0(t, x, y) =

{

1, V (t, x) > 0, |y| ≤ a
0, V (t, x) < 0, |y| ≤ a,

for some function V (t, x) which will be specified in §5.
We emphasize that Bâıer and Freidlin(1977) and Freidlin and Wentzell

(1984, Chapter 7) considered the case when the averaged system starts
at an equilibrium position. We have considered a general starting point.
Although a long time has passed since the publication of Bâıer and Frei-
dlin(1977) the complete proof has never been published, as far as we know.
Only a short proof was provided by those authors. We give the complete
proof to the extended result. On the way of obtaining such complete proof
we needed extensions of LPD results in Gärtner(1976) in directions de-
scribed in the manuscript. The proofs of such extensions are provided.
Using those generalizations we study propagation of traveling waves for an
equation of Kolmogorov-Petrovskii- Piskunov as extensions to the results
in Carmona(1995a, b).

2 Auxiliary Results

Proposition 2.1 If condition B-1 holds then ∀x, α ∈ IRd ,

limT→+∞ T 2κ−1 lnE exp
{

T−κ ∫ T
0 < α, b̃(x, Ys) > ds

}

= 1
2 < A(x)α,α > .

(2.1)

Proof: This equality follows from Condition B-1 by changing variables.
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The proof of the following proposition is similar to the one of Lemma
4.3, Chapter 7, in Freidlin and Wentzell (1984) and we omit it.

Proposition 2.2 Suppose that (Yt; P̄y) is a homogeneous Markov process

with values in a compact set D ⊂ IRl and (2.1) holds uniformly in the
initial point y ∈ (D) , where (D) is the interior of D . Then, Condition
B-1 is satisfied.

Now we shall characterize a class of random processes (Yt : t ≥ 0)
which satisfies conditions B-1 and B-2.

For sake of completeness, first, we announce the conditions (L.1)-(L.5)
in Theorem 2.2 of Carmona (1995b) which are used next.

(L.1). (Yt; P̄y) is a homogeneous Feller-Markov Process.

(L.2). (Yt; P̄y) is uniformly stochastically continuous, i.e.,

∀ε > 0, P̄y(|Ys − Yt| ≥ ε) → 0

as t− s→ 0, uniformly in y ∈ D and in s, t ∈ [0,+∞).

(L.3). The semigroup {Tt}t≥0 in (2.1) is strongly positive with respect to
the cone {f ∈ CD : f ≥ 0}.
(L.4). For each h ∈ CD, the semigroup {T (h)

t }t≥0 in (I) below satisfies the

Feller condition, i.e., T (h)CD ⊂ CD.

(L.5). For each h ∈ CD, {T (h)
t }t≥0 is a compact semigroup. Then, for any

β ∈ IR,

lim
T→∞

1

T
log Ēy exp(

∫ t

0
βh(Ys)ds) = H(β)

exists uniformly in y. Moreover, H(β) is differentiable and convex in β.

Lemma 2.1 Let (Yt; P̄y) be a homogeneous Markov process on the phase

space (D,B(D)) , D ⊂ IRl compact, and B(D) the σ-field of the Borel
subsets of D in the topology inherited from the Euclidean norm in IRl .
Assume conditions (L.1)-(L.5) above. Then, Condition B-1 is satisfied.

Proof: Let us suppose that b̄(0) = 0 . For each α ∈ IRd we introduce the
semigroup of operators

Tαt f(y) = Ēyf(Yt) exp

{∫ t

0
< α, b(0, Ys) > ds

}

, (I)

where f is a continuous numerical function on D .
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As we assumed its conditions, from Theorem 2.2 in Carmona (1995b)
we know that

lim
T→+∞

1

T
ln Ēy exp

{

∫ T

0
< α, b(0, Ys) > ds

}

= λ(α), (2.2)

where λ(α) is the maximal eigenvalue of Aα , the infinitesimal generator
of Tαt . It is real and simple, differentiable and convex; the corresponding
eigenvector φ is positive, and ‖φ‖ = 1 . Moreover, Tαt φ(y) = eλ(α)tφ(y) .

Taking into account that 1 is the maximal eigenvalue of Tαt for α = 0 ,
we have λ(0) = 0 . On the other hand, from (2.2),

λ(α) ≥ lim
T→+∞

1

T
Ēy

∫ T

0
< α, b(0, Ys) > ds

= < α, lim
T→+∞

1

T

∫ T

0
Ēyb(0, Ys) ds >=< α, b̄(0) > .

the last equality following from (1.2). Since b̄(0) = 0 we have λ(α) ≥ 0 ,
for all α ∈ IRd . Therefore λ′(0) = 0 and

λ(α) =
1

2

d
∑

i,j=1

∂2λ

∂αi∂αj
(0)αiαj + o(α2) as |α| → 0. (2.3)

Now, the compactness of D implies that ∃K > 0 such that 0 < K ≤
φ(y) ≤ 1 , ∀y ∈ D . Then,

t2κ−1 lnK + t2κ−1 ln(T t
−κα
t 1)(y) ≤ t2κ−1 ln(T t

−κα
t φ)(y)

= t2κλ(t−κα) + t2κ−1 lnφ(y) ≤ t2κ−1 ln(T t
−κα
t 1)(y).

Hence, using (2.3) we get

lim
t→+∞

t2κ−1 ln
(

T t
−κα
t 1

)

(y) =
1

2

d
∑

i,j=1

∂2λ

∂αi∂αj
(0)αiαj

≡ 1

2
< Aα,α >

which is Condition B-1 in the case b̄(0) = 0 .
When the initial point in (1.3) is not an equilibrium point, the argu-

ments are the same as above if one recall that

lim
t→+∞

1

t

∫ t

0
b̃(x, Ys) ds = 0, ∀x ∈ IRd, w.p. 1
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and then λ(x, α) ≥ 0 , ∀x, α . The matrix A(x) in Condition B-1 is given
by

A(x) =
1

2

d
∑

i,j=1

∂2λ

∂αi∂αj
(x, 0)αiαj . (2.4)

Let ψ ∈ C[0,T ](IR
d) be a step function, constant in [ j

r
T, j+1

r
T ] , j =

0, 1, 2, · · · , r − 1 . For each α = (α1, · · · , αr) ∈ (IRd)r , define

Hψ(α) =
1

2r

r−1
∑

j=0

< A(ψ jT

r

)αj+1, αj+1 > . (2.5)

This function is convex, lower semi-continuous in α , Hψ(0) = 0 ,
Hψ(α) < +∞ , ∀α . Let Lψ(β) be its Legendre transform:

Lψ(β) = supα

{

< α, β > −Hψ(α)
}

= r
2

∑r−1
j=0 < A−1(ψ jT

r

)βj+1, βj+1 >, β ∈ (IRd)r.
(2.6)

This function is convex, lower semi-continuous, assuming values in
(−∞,+∞] , and it is not identically equal to +∞ .

Define for each s > 0 ,

Φr(s) =
{

β ∈ (IRd)r : Lψ(β) ≤ s
}

=
{

β ∈ (IRd)r : r
2

∑r−1
j=0 < A−1(ψ jT

r

)βj+1, βj+1 >≤ s
}

.
(2.7)

The following proposition is similar to Theorem 1.1, Chapter 5, in Frei-
dlin and Wentzell (1984) and we omit its proof.

Proposition 2.3 ∀δ > 0, ∀s > 0, ∃α1, · · · , αN ∈ (IRd)r such that

Φr(s) ⊂
N
⋂

i=1

{

β :< αi, β > −Hψ(αi) ≤ s
}

⊂ Φr
+δ(s),

where Φr
+δ(s) = {β : dist(β,Φr(s)) < δ}.

Let us define, for each x, α ∈ IRd

H(x, α) =
1

2
< A(x)α,α >=

1

2

d
∑

i,j=1

Aij(x)αiαj . (2.8)
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This function is convex in the second argument and jointly continuous (by
the hypothesis A(x) is continuous). Let L(x, β) be its Legendre transform:

L(x, β) = sup
α

{< α, β > −H(x, α)} =
1

2
< A−1(x)β, β >, β ∈ IRd; (2.9)

it is convex in β and jointly lower semi-continuous in all variables.
For α : [0, T ] → IRd , let us define

Gε(α) ≡ ln Ēy exp
{

∫ T
0 αt dη

ε
t

}

= ln Ēy exp
{

1√
ε

∫ T
0 < αt, b̃(x̄t, Y

ε
t ) > dt

}

.
(2.10)

The process ηεt was introduced in (1.10). For ψt = x̄t , Condition B-1
may be written as

lim
ε↓0

ε1−2κGε

(

1

ε
1
2
−κα

)

=
1

2

∫ T

0
< A(x̄t)αt, αt > dt. (2.11)

3 Proof of Theorem 1.1

In this part we shall prove that, under B-1 and B-2, conditions (A.O)-

(A.II) are fulfilled for the family of processes ε
1
2
−κηεt and the functional

in (1.16). This result is an extension of results obtained by Gärtner (1976).
We shall use the same approach for proving it.

It is well known (see e.g., Freidlin and Wentzell (1984), Lemma 4.2,
Chapter 7) that the level sets of the functional S1

0T (·) in (1.16) are compact
sets. So condition (A.0) is verified. The following theorem gives condition
(A.I) (the lower bound).

Theorem 3.1 If conditions B-1 and B-2 are satisfied then ∀γ > 0 , ∀δ >
0 , ∀ϕ ∈ C[0,T ](IR

d) , ϕ0 = 0 , ∃ε0 > 0 such that

P{‖ε 1
2
−κηε. −ϕ‖ < δ} ≥ exp

{

− 1

ε1−2κ

[

S1
0T (ϕ) + γ

]

}

, 0 < ε ≤ ε0, (3.1)

where ηεt is the process introduced in (1.10).

Proof: For sake of simplifying notation we assume T = 1 . Let r > 0
be an integer and η̄εt be the random polygonal line with vertices at the

points j
r

and η̄εj
r

= ηεj
r

, j = 1, · · · , r . Let n ≡ n(ε) = r[ 1
εr

] and η̃εt be the

random polygonal line with vertices at j
n

with η̃εj
n

= ηεj
n

, j = 1, · · · , n .

Notice that η̃εj
r

= η̄εj
r

, j = 1, · · · , r .
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Let (Qm)m=1,2,... be a sequence of sets in C[0,1](IR
d) which will be

defined later. Then for any ϕ ∈ C[0,1](IR
d) and δ > 0 ,

P{‖ε 1
2
−κηε. − ϕ‖ < δ}

≥ P
{

‖ε 1
2
−κη̄ε. − ϕ‖ < δ

2

}

− P
{

‖ε 1
2
−κηε. − ε

1
2
−κη̄ε. ‖ ≥ δ

2

}

≥ P{‖ε 1
2
−κη̄ε. − ϕ‖ < δ

2} − P{ε 1
2
−κη̃ε. /∈ Qn(ε)}

−P{‖ε 1
2
−κηε. − ε

1
2
−κη̄ε. ‖ ≥ δ

2 , ε
1
2
−κη̃ε. ∈ Qn(ε)}

≡ I1 − I2 − I3.
(3.2)

Since ϕ is continuous, then for r sufficiently large and 0 < δ′ < δ
2 we

have

I1 ≡ P

{

‖ε 1
2
−κη̄ε. − ϕ‖ < δ

2

}

≥ P

{

max
k=1,···,r

‖ε 1
2
−κηεk

r

− ϕk
r
‖ < δ′

}

.

Let ϕ ∈ C[0,1](IR
d) with S1

01(ϕ) < +∞ and ϕ̄t be the polygonal line

with step 1
r

such that ϕ̄k
r

= ϕk
r

, k = 0, 1, · · · , r . Then, ˙̄ϕt is a step

function. Let us define

α(t, x) =
∂L

∂β
(x, ˙̄ϕt), (3.3)

where L(x, β) was introduced in (2.9). Then

∂H

∂α
(x, α(t, x)) = ˙̄ϕt, (3.4)

where H(x, α) is given in (2.8). Since ˙̄ϕt is a step function then α(·, x) is
also a step function. Besides, α(t, x) is bounded because the matrix A(x)
and ˙̄ϕt are bounded.

Now we apply Cramér’s method by introducing a new probability mea-
sure P̃ ε defined by

P̃ ε(A) = EXA exp

{

1

ε
1
2
−κ

∫ 1

0
α(t, x̄t) dη

ε
t −Gε

(

1

ε
1
2
−κα(·, x̄.)

)}

,

where Gε(α) is given in (2.10). Hence,
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P

{

maxk=1,···,r ‖ε
1
2
−κηεk

r

− ϕk
r

‖ < δ′
}

= ẼεX
[maxk=1,···,r ‖ε

1
2
−κ
ηε
k
r

−ϕ k
r
‖<δ′]

exp

{

− 1

ε
1
2
−κ

∫ 1
0 α(t, x̄t) dη

ε
t

+Gε

(

1

ε
1
2
−κ
α(·, x̄.)

)}

= ẼεX
[maxk=1,···,r ‖ε

1
2
−κ
ηε
k
r

−ϕ k
r
‖<δ′]

exp

{

− 1

ε
1
2
−κ

[

∫ 1
0 α(t, x̄t) d(η

ε
t − 1

ε
1
2
−κ
ϕ̄t)

]}

× exp

{

− 1
ε1−2κ

[

∫ 1
0 α(t, x̄t) ˙̄ϕt dt − ε1−2κGε

(

1

ε
1
2
−κ
α(·, x̄.)

)]}

,

(3.5)

where Ẽε is the expectation corresponding to the measure P̃ ε . From
Condition B-1 and (2.8) we have

lim
ε↓0

ε1−2κGε

(

1

ε
1
2
−κα(·, x̄.)

)

=
1

2

∫ 1

0
< A(x̄t)α(t, x̄t), α(t, x̄t) > dt

=

∫ 1

0
H(x̄t, α(t, x̄t)) dt.

Then ∀γ > 0 , ∃ε0 > 0 such that

1
ε1−2κ

[

∫ 1
0 H(x̄t, α(t, x̄t) dt − γ

3

]

< Gε

(

1

ε
1
2
−κ
α(·, x̄.)

)

< 1
ε1−2κ

[

∫ 1
0 H(x̄t, α(t, x̄t)) dt + γ

3

]

, 0 < ε ≤ ε0.

Since α(t, x) ˙̄ϕt −H(x, α(t, x)) = L(x, ˙̄ϕt) and taking into account that

∫ 1

0
L(x̄t, ˙̄ϕt) dt ≤

∫ 1

0
L(x̄t, ϕ̇t) dt,

the second exponential in (3.5) is greater or equal to

exp

{

− 1

ε1−2κ

[
∫ 1

0
L(x̄t, ϕ̇t) dt +

γ

3

]}

, 0 < ε ≤ ε0.

On the other hand, if maxk=1,···,r |ε
1
2
−κηεk

r

− ϕk
r

| < δ”, 0 < δ” < δ′

and δ” sufficiently small, we have

∫ 1

0
α(t, x̄t) d(ε

1
2
−κηεt − ϕ̄t) <

γ

3
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because α(t, x̄t) is bounded. Hence, returning to (3.5), we obtain

I1 ≥ exp
{

− 1
ε1−2κ

γ
3

}

exp
{

− 1
ε1−2κ

[

∫ 1
0 L(x̄t, ϕ̇t) dt + γ

3

]}

×P̃ ε
{

maxk=1,···,r ‖ε
1
2
−κηεk

r

− ϕk
r

‖ < δ”

}

, 0 < ε ≤ ε0.
(3.6)

Now we shall prove that

lim
ε↓0

P̃ ε
{

max
k=1,···,r

‖ε 1
2
−κηεk

r

− ϕk
r
‖ ≥ δ”

}

= 0.

For this, it is sufficient to show that for t ∈ {1
r
, 2
r
, · · · , r

r
} , the following

relations are valid:

limk=1,···,r P̃ ε{ε
1
2
−κηε,it − ϕ̄it − δ” ≥ 0} = 0, and

limk=1,···,r P̃ ε{−ε
1
2
−κηε,it + ϕ̄it − δ” ≥ 0} = 0, for i = 1, · · · , d.

(3.7)

From the Chebyshev’s exponential inequality we can write, for all γ∗ >
0 ,

P̃ ε
{

ε
1
2
−κηε,it − ϕ̄it − δ” ≥ 0

}

≤ Ẽε exp
{

γ∗

ε1−2κ [ε
1
2
−κηε,it − ϕ̄it − δ”]

}

= Eε exp
{

γ∗

ε1−2κ [ε
1
2
−κηε,it − ϕ̄it − δ”]

}

× exp

{

1

ε
1
2
−κ

∫ 1
0 α(s, x̄s) dη

ε
s −Gε

(

1

ε
1
2
−κ
α(·, x̄.)

)}

= Eε exp

{

1

ε
1
2
−κ

∫ 1
0 [α(s, x̄s) + γ∗X[0,t]e

(i)] dηεs − γ∗

ε1−2κ (ϕ̄it + δ”)

−Gε
(

1

ε
1
2
−κ
α(·, x̄.)

)}

,

where e(i) is the component of order i of the canonical basis of IRd .
Hence,

P̃ ε{ε 1
2
−κηε,it − ϕ̄it − δ” ≥ 0} ≤ exp

{

− 1
ε1−2κ

[

ε1−2κGε

(

1

ε
1
2
−κ
α(·, x̄.)

)

−ε1−2κGε

(

1

ε
1
2
−κ

[

α(·, x̄.) + γ∗X[0,t]e
(i)

]

)

+ γ∗(ϕ̄it + δ”)

]}

.

(3.8)
From Condition B-1,

lim
ε↓0

ε1−2κGε

(

1

ε
1
2
−κα(·, x̄.)

)

=
1

2

∫ 1

0
< A(x̄s)α(s, x̄s), α(s, x̄s) > ds.
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But

α(s, x̄s) + γ∗X[0,t]e
(i) =

{

α(s, x̄s) + γ∗e(i), if s ≤ t
α(s, x̄s), if s > t.

Then,

∫ 1
0 < A(x̄s)(α(s, x̄s) + γ∗X[0,t]e

(i)), (α(s, x̄s) + γ∗X[0,t]e
(i)) > ds

=
∫ 1
0 < A(x̄s)α(s, x̄s), α(s, x̄s) > ds+ 2

∫ t
0

∑d
j=1Aij(x̄s)α

j(s, x̄s)γ
∗ ds

+γ∗2 ∫ t
0 Aii(x̄s) ds.

Hence, Condition B-1 implies that

limε↓0 ε1−2κGε

(

1

ε
1
2
−κ

[α(·, x̄.) + γ∗X[0,t]e
(i)]

)

= 1
2

∫ 1
0 < A(x̄s)α(s, x̄s), α(s, x̄s) > ds

+γ∗
∫ t
0

∑d
j=1Aij(x̄s)α

j(s, x̄s) ds + 1
2γ

∗2 ∫ t
0 Aii(x̄s) ds.

Therefore, the expression in brackets in (3.8) converges, as ε ↓ 0 , to

−γ∗ ∫ t
0

∑d
j=1Aij(x̄s)α

j(s, x̄s) ds − 1
2γ

∗2 ∫ t
0 Aii(x̄s) ds+ γ∗(ϕ̄it + δ”)

= γ∗
[

δ” + ϕ̄it −
∫ t
0

∑d
j=1Aji(x̄s)α

j(s, x̄s) ds − γ∗

2

∫ t
0 Aii(x̄s) ds

]

.

We should find γ∗ > 0 such that the above expression be strictly positive.
For such γ∗ we get (3.7) from (3.8).

Notice that
∂H

∂αk
(x, α) =

d
∑

i=1

Aik(x)α
i

and
∂2H

∂αk∂αl
(x, α) =

∂

∂αl

[

d
∑

i=1

Aik(x)α
i

]

= Alk(x).

From (3.4) we have

∂H

∂αk
(x, α(t, x)) =

d
∑

i=1

Aik(x)α
i(t, x) = ˙̄ϕ

k
t .

Therefore the limit in (3.9) reduces to

γ∗
[

δ” − γ∗

2

∫ t

0
Aii(x̄s) ds

]

.
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From the hypothesis on A(x) we have
∫ t
0 Aii(x̄s) ds ≥ 0 . We choose

γ∗ > 0 such that δ” − γ∗

2

∫ t
0 Aii(x̄s) ds > 0 .

Now we can say that ∀γ̄ > 0 , ∃ε0 > 0 such that

P̃ ε{ε 1
2
−κηε,it −ϕ̄it−δ” ≥ 0} ≤ exp

{

− 1

ε1−2κ

[

γ∗δ” − 1

2
γ∗2

∫ t

0
Aii(x̄s) ds − γ̄

]}

,

for all 0 < ε ≤ ε0. Choose 0 < γ̄ < γ∗δ” − 1
2γ

∗2 ∫ t
0 Aii(x̄s) ds and we get

P̃ ε{ε 1
2
−κηε,it − ϕ̄it − δ” ≥ 0} ≤ exp

{

− 1

ε1−2κ
C

}

, 0 < ε ≤ ε0,

for some C > 0 . Then, ∀δ > 0 , ∃ε0 > 0 such that

P̃ ε
{

max
k=1,···,r

‖ε 1
2
−κηεk

r

− ϕk
r
‖ < δ”

}

> 1 − δ, 0 < ε ≤ ε0.

But, for ε sufficiently small, 1 − δ > exp {−
γ

3

ε1−2κ } . Therefore, returning
to (3.6), we conclude that ∀γ > 0 , ∃ε0 > 0 such that

I1 > exp

{

− 1

ε1−2κ

[

S1
01(ϕ) + γ

]

}

, 0 < ε ≤ ε0.

For estimating

I2 ≡ P
{

ε
1
2
−κη̃ε. /∈ Qn(ε)

}

we shall use arguments analogous to the ones in Gärtner (1976), which we
outline next.

For each number I > 0 there exists a monotonic function Γ(t) with
Γ(t) ↓ 0 as t ↓ 0 such that

inf
k=1,···,r

Γ(t)

σ(t)
√
d
− l∞ > I,

where t0 , l∞ , and σ(t) come from Condition B-2 in (1.13). We choose
r > 0 sufficiently large such that Γ(1

r
) < δ

12 and 1
r
< t0 .

Define

Qn =

[nt0]
⋂

j=1

n−j
⋂

k=0

{

f ∈ C[0,1](IR
d) :

∥

∥

∥

∥

f(
k + j

n
) − f(

k

n
)

∥

∥

∥

∥

< Γ(
j

n
)

}

. (3.10)
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Let n(ε) = r[ 1
εr

] . Then,

I2 ≤
[nt0]
∑

j=1

n−j
∑

k=0

P

{

‖ε 1
2
−κηεk+j

n

− ε
1
2
−κηεk

n

‖ ≥ Γ(
j

n
)

}

≤
[nt0]
∑

j=1

n−j
∑

k=0

d
∑

i=1

P

{

|ε 1
2
−κηε,ik+j

n

− ε
1
2
−κηε,ik

n

| > Γ( j
n
)√
d

}

.

From Chebyshev’s inequality one obtain

I2 ≤ dn2(ε) t0 2 exp

{

− 1
ε1−2κ

[

inf0≤t≤t0
Γ(t)

σ(t)
√
d

− sup0<h≤1−t

ε<t≤t0

ε1−2κ

∥

∥

∥

∥

lnE exp

{

± 1

ε
1
2
−κ
σ(t)

∫ h+t
h dηε,is

}∥

∥

∥

∥

]}

.

But n2(ε) = (r[ 1
εr

])2 ≤ 1
ε2

, 1
ε2

= exp{−2ε1−2κ ln ε
ε1−2κ } and ε1−2κ ln ε → 0 as

ε ↓ 0 . Then one may conclude that

I2≤2dt0exp

{

− 1

ε1−2κ
(2ε1−2κ ln ε)

}

exp

{

− 1

ε1−2κ

[

inf
0<t≤t0

Γ(t)

σ(t)
√
d
− l∞ − I

2

]}

≤ exp

{

− I

ε1−2κ

}

, 0 < ε ≤ ε0.

For estimating

I3 ≡ P

{

‖ε 1
2
−κηε. − ε

1
2
−κη̄ε. ‖ >

δ

2
, ε

1
2
−κη̃ε. ∈ Qn(ε)

}

,

one can prove that ∀I > 0 , ∃ε0 > 0 such that

I3 < exp

{

− I

ε1−2κ

}

, 0 < ε ≤ ε0.

Returning to (3.2) the result follows.

Now we shall prove the upper bound (A.II).

Theorem 3.2 ∀δ > 0, ∀γ > 0 , ∀s > 0 , ∃ε0 > 0 such that

P
{

ρ0T

(

ε
1
2
−κηε. ,Φ(s)

)

≥ δ
}

≤ exp

{

− 1

ε1−2κ
(s− γ)

}

, 0 < ε ≤ ε0,

(3.11)
where

Φ(s) =
{

ϕ ∈ C[0,T ](IR
d) : S1

0T(ϕ) ≤ s, ϕ0 = 0
}

and S1
0T (ϕ) is defined in (1.16).
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Proof: Again we take T = 1 .

P
{

ρ01

(

ε
1
2
−κηε. ,Φ(s)

)

> δ
}

≤ P
{

ρ01

(

ε
1
2
−κη̄ε. ,Φ(s)

)

> δ
2

}

+ P
{

‖ε 1
2
−κηε. − ε

1
2
−κη̄ε. ‖ ≤ δ

2

}

≤ P
{

ρ01

(

ε
1
2
−κη̄ε. ,Φ(s)

)

> δ
2

}

+ P
{

ε
1
2
−κη̃ε. /∈ Qn(ε)

}

+P
{

‖ε 1
2
−κηε. − ε

1
2
−κη̄ε. ‖ > δ

2 , ε
1
2
−κη̃ε. ∈ Qn(ε)

}

≡ I4 + I2 + I3,
(3.12)

where Qn(ε) is defined in (3.10).
We have seen in the proof of Theorem 3.1 that for all I > 0 , there

exists a sequence {Qm}m=1,2,··· , a number r , and ε0 > 0 such that

I2 + I3 < exp

{

− I

ε1−2κ

}

, 0 < ε ≤ ε0. (3.13)

Now we shall estimate

I4 ≡ P

{

ρ01

(

ε
1
2
−κη̄ε. ,Φ(s)

)

>
δ

2

}

.

It is known that L(x, β) is jointly semi-continuous in all variables. Then,
the functional

∫ 1

0
L(ψt, ϕ̇t) dt =

1

2

∫ 1

0
< A−1(ψt)ϕ̇t, ϕ̇t > dt

is lower semi-continuous in ψ and ϕ . Let ψn → ψ as n → +∞ . Then,
for ϕ fixed and using Fatou’s Lemma,

lim inf
n→+∞

∫ 1

0
L(ψnt ; ϕ̇t) dt ≥

∫ 1

0
lim inf
n→+∞

L(ψnt ; ϕ̇t) dt ≥
∫ 1

0
L(ψt; ϕ̇t) dt.

Then, ∀∆ > 0 , ∃δ∗ > 0 such that if ‖x̄. − ψ‖ < δ∗,

1

2

∫ 1

0
< A−1(ψt)ϕ̇t, ϕ̇t > dt >

1

2

∫ 1

0
< A−1(x̄t)ϕ̇t, ϕ̇t > dt− ∆. (3.14)

We choose ψ as a step function with ψ j

r

= x̄ j
r

, j = 0, · · · , r− 1 satisfying

‖x̄. − ψ‖ < δ∗ and, for s > 0 , we define

Φψ(s) =

{

ϕ ∈ C[0,1](IR
d) :

1

2

∫ 1

0
< A−1(ψt)ϕ̇t, ϕ̇t > dt ≤ s

}

.
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Since Φψ(s− ∆) ⊂ Φ(s) we have

P

{

ρ01

(

ε
1
2
−κη̄ε. ,Φ(s)

)

>
δ

2

}

≤ P

{

ρ01

(

ε
1
2
−κη̄ε. ,Φ

ψ(s − ∆)
)

>
δ

2

}

≡ P.

Define

λε = (λε1, · · · , λεr) = ε
1
2
−κ(η̄ε1

r

, η̄ε2
r

− η̄ε1
r

, η̄ε3
r

− η̄ε2
r

, · · · , η̄εr
r
− η̄εr−1

r

).

Notice that λε ∈ (IRd)r . Fix α = (α1, · · · , αr) ∈ (IRd)r . Then,

limε→0 ε
1−2κ lnE exp

{

1
ε1−2κ < α, λε >

}

= limε→0 ε
1−2κ lnE exp

{

εκ−1 ∑r
j=1 < αj ,

∫

j

r
j−1

2

b̃(x̄t, Y
ε
t ) dt >

}

= limε↓0 ε1−2κ lnE exp
{

εκ−1
∫ 1
0 < αt, b̃(x̄t, Y

ε
t ) > dt

}

= 1
2

∫ 1
0 < A(x̄t)αt, αt > dt,

(3.15)

where the last equality follows from Condition B-1 and αt = αj , j−1
r

≤
t < j

r
, j = 1, · · · , r. Now,

P ≤ P

{

1

2

∫ 1

0
< A−1(ψt)ε

1
2
−κ ˙̄η

ε
t , ε

1
2
−κ ˙̄η

ε
t > dt > s− ∆

}

.

From (2.6) and (2.7) we get

P ≤ P
{

Lψ(λε) > s− ∆
}

≤ P {λε /∈ Φr(s− ∆)} .

Since Φr(s − 2∆) ⊂ Φr(s − ∆) , ∂Φr(s − ∆) = {β ∈ (IRd)r : Lψ(β) =
s − ∆} is a compact set, and Φr(s − 2∆) ∩ ∂Φr(s − ∆) = ∅ , we have
d ≡ dist(φr(s − 2∆), ∂Φr(s − ∆)) > 0 . Then, from Proposition 2.3 and
Chebyshev’s inequality, there exist α1, · · · , αN ∈ (IRd)r such that

P ≤ P {λε /∈ Φr(s− ∆)} ≤ P {ρ(λε,Φr(s− 2∆)) ≥ d}
≤ P

{

λε ∈ ∪Ni=1{β :< αi, β > −Hψ(αi) > s− 2∆}
}

≤ ∑N
i=1 P

{

exp
{

1
ε1−2κ [< αi, λ

ε > −Hψ(αi)]
}

> exp
{

s−2∆
ε1−2κ

}}

≤ ∑N
i=1 exp

{

s−2∆
ε1−2κ

}

E exp
{

1
ε1−2κ

[

< αi, λ
ε > −Hψ(αi)

]}

= exp
{

− s−2∆
ε1−2κ

}

∑N
i=1 exp

{

−Hψ(αi)
ε1−2κ

}

exp
{

1
ε1−2κ

[

ε1−2κ lnE exp
{

1
ε1−2κ < αi, λ

ε >
}]}

.

(3.16)
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From (3.15) we know that

lim
ε↓0

ε1−2κ lnE exp

{

1

ε1−2κ
< αi, λ

ε >

}

=
1

2

∫ 1

0
< A(x̄t)αt,i, αt,i > dt,

where αt,i = αji ,
j−1
r

≤ t ≤ j
r
, j = 1, · · · , r . Since 1

2

∫ 1
0 < A(ψt)αt, αt >

dt is lower semi-continuous in ψ , we take the same step function ψt (with
ψ j

r

= x̄ j
r

, j = 0, · · · , r − 1 ), and we write for every γ > 0 ,

lim
ε↓0

ε1−2κ lnE exp

{

1

ε1−2κ
< αi, λ

ε >

}

<
1

2

∫ 1

0
< A(ψt)αt,i, αt,i > dt+ ∆

= Hψ(αi) + ∆ < Hψ(αi) +
γ

4
,

for ∆ > 0 sufficiently small. Returning to (3.16) we get

P ≤ exp
{

− s−2∆
ε1−2κ

}

∑N
i=1 exp

{

−Hψ(αi)
ε1−2κ

}

exp
{

1
ε1−2κ

[

Hψ(αi) + γ
]}

= exp
{

− s
ε1−2κ

}

exp
{

2∆
ε1−2κ

}

N exp

{

γ

4

ε1−2κ

}

≤ exp

{

− s− γ

2

ε1−2κ

}

, 0 < ε ≤ ε0.

and we can say that ∀γ > 0 , ∃ε0 > 0 such that

I4 ≤ exp

{

−s−
γ
2

ε1−2κ

}

, 0 < ε ≤ ε0. (3.17)

Therefore, by taking I = s− γ
2 in (3.13), there exists ε0 > 0 such that

P
{

ρ01

(

ε1−2κηε. ,Φ(s)
)

> δ
}

≤ I4 + I2 + I3

≤ exp

{

− 1

ε1−2κ
(s− γ)

}

, 0 < ε ≤ ε0.

Remark 3.1 A(x) being Lipschitz continuous, there exists a matrix σ(x)

such that A(x) = σ(x)σ∗(x) , x ∈ IRd . Define W 0
t =

∫ t
0 σ(x̄s) dWs where

Wt is a d-dimensional Wiener process starting at zero, x̄t is the func-
tion introduced in (1.3), and W 0

t is a Gaussian process with independent
increments, EW 0

t = 0 , and correlation matrix (Rij(t))i,j=1,···,d given by

Rij(t) = EW 0,i
t W 0,j

t =

∫ t

0
Aij(x̄s) ds.
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It is known (see Freidlin and Wentzell (1984)) that the action functional for

ε
1
2
−κW 0

t is given by 1
ε1−2κS

1
0T (ϕ) where S1

0T (ϕ) is the functional in (1.16).

Then, from Theorem 3.1 and Theorem 3.2 we conclude that ε
1
2
−κηεt and

ε
1
2
−κW 0

t have the same action functional. Moreover, under Khas’minskii’s
conditions (see Khas’minskii (1966)), ηεt converges weakly to W 0

t where
A(x) satisfies

Aki(x) = lim
T→+∞

1

T

∫ T

0

∫ T

0
Aki(x, s, t) ds dt

and

Aki(x, s, t) = E[bk(x, Ys) − Ebk(x, Ys)][b
i(x, Yt) − Ebi(x, Yt)].

Remark 3.2 When b̄(0) = 0 , Theorem 1.1 gives the normalized action

functional for ε
1
2
−κηεt =

∫ t
0
f(Y εs )
εκ

ds which is

S1
0T (ϕ) =

{

1
2

∫ T
0 < A−1ϕ̇s, ϕ̇s > ds, ϕ a.c.

+∞, in the rest of C[0,T ](IR
d),

with normalizing coefficient 1
ε1−2κ where A is the matrix in Condition B-

1. This is the case dealt in Bâıer and Freilin(1977) and in Freidlin and
Wentzell(1984, Chapter 7). It is easy to verify that the action functional
for the family of processes

V ε
t = x+

∫ t
0 f(Y εs ) ds

εκ
, x ∈ IRd

is also given by 1
ε1−2κS

1
0T (ϕ) . However, in this case, the level sets are

Φ(s) = {ϕ ∈ C[0,T ](IR
d) : S1

0T(ϕ) ≤ s, ϕ0 = x}.

4 Proof of Theorem 1.2

Now we shall prove Theorem 1.2 in the most general situation, when the
initial point is not necessarily an equilibrium point for the system (1.3).

We consider Xε
t satisfying (1.1) with Xε

0 = x ∈ IRd and x̄t the solu-
tion of (1.3). Then,

Xε
t = x+

∫ t

0
b(Xε

s , Y
ε
s ) ds. (4.1)
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We define

Υε
t =

∫ t

0
[b(Xε

s , Y
ε
s ) − b̄(x̄s)] ds. (4.2)

The process Zεt in (1.5) can be written as

Zεt =
Υε
t

εκ
, 0 < κ <

1

2
.

We define

Z̃εt =
Υ̃ε
t

εκ
and Ẑεt =

Υ̂ε
t

εκ
,

where Υ̃ε
t and Υ̂ε

t were introduced in (1.18) and (1.19).

First we recall that the action functional for ε
1
2
−κηεt with ηεt given in

(1.10) is 1
ε1−2κS

1
0T (ϕ) with S1

0T given in (1.16). The contraction principle

implies that the normalized action functional for Ẑεt is S0T (ϕ) in (1.17)

with normalizing coefficient 1
ε1−2κ . Now we shall prove that Ẑεt and Z̃εt

have the same action functional.

Proposition 4.1 If Condition B-3 in (1.14) holds then Ẑεt and Z̃εt have
the same action functional.

Proof: Given γ > 0 , δ > 0 , and ϕ ∈ C[0,T ](IR
d) , ϕ0 = x ,

P{‖Z̃ε. − ϕ‖ < δ} ≥ P{‖Z̃ε. − Ẑε. ‖ < δ
2 , ‖Ẑε. − ϕ‖ < δ

2}
≥ P{‖Ẑε. − ϕ‖ < δ

2} − P{‖Z̃ε. − Ẑε. ‖ ≥ δ
2}

≡ I1 − I2.

(4.3)

Since 1
ε1−2κS0T (ϕ) in (1.17) is the action functional for Ẑεt , ∃ε0 > 0 such

that

I1 ≥ exp

{

− 1

ε1−2κ
[S0T (ϕ) + γ]

}

, 0 < ε ≤ ε0.

For estimating I2 we recall that the processes Υ̃ε
t and Υ̂ε

t satisfy the
linear differential equations

˙̃Υ
ε

t −B(x̄t, Y
ε
t ) Υ̃ε

t = b̃(x̄t, Y
ε
t ), and

˙̂
Υ
ε

t − B̄(x̄t) Υ̂ε
t = b̃(x̄t, Y

ε
t ),

which implies that

Υ̃ε
t = exp

{

∫ t
0 B(x̄s, Y

ε
s ) ds

}

∫ t
0 exp {− ∫ s

0 B(x̄u, Y
ε
u ) du} b̃(x̄s, Y ε

s ) ds
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and

Υ̂ε
t = exp

{

∫ t
0 B̄(x̄s) ds

}

∫ t
0 exp

{− ∫ s
0 B̄(x̄u) du

}

b̃(x̄s, Y
ε
s ) ds.

Then,

|Z̃εt − Ẑεt | =

∣

∣

∣

∣

∫ t

0
B(x̄s, Y

ε
s ) Z̃εs ds−

∫ t

0
B̄(x̄s)Ẑ

ε
s ds

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫ t

0
B(x̄s, Y

ε
s )Z̃εs ds−

∫ t

0
B(x̄s, Y

ε
s )Ẑεs ds

∣

∣

∣

∣

+

∣

∣

∣

∣

∫ t

0
B(x̄s, Y

ε
s )Ẑεs ds−

∫ t

0
B̄(x̄s)Ẑ

ε
s ds

∣

∣

∣

∣

≤ K

∫ t

0
|Z̃εs − Ẑεs | ds +

1

εκ

∣

∣

∣

∣

∫ t

0

(

B(x̄s, Y
ε
s ) − B̄(x̄s)

)

Υ̂ε
s ds

∣

∣

∣

∣

= K

∫ t

0
|Z̃εs − Ẑεs | ds

+
1

εκ

∣

∣

∣

∣

∫ t

0

(

B(x̄s, Y
ε
s ) − B̄(x̄s)

)

∫ s

0
e
∫ s

u
B̄(x̄v) dv b̃(x̄u, Y

ε
u ) du ds

∣

∣

∣

∣

,

for some K > 0 . Using Lemma 1.1, Chapter 2, in Freidlin and Wentzell
(1984) we obtain

|Z̃εt − Ẑεt |

≤ eKt 1
εκ

∣

∣

∣

∣

∫ t
0

(

B(x̄s, Y
ε
s ) − B̄(x̄s)

) ∫ s
0 e

∫ s

u
B̄(x̄v) dv b̃(x̄u, Y

ε
u ) du ds

∣

∣

∣

∣

.

Hence, ∀δ > 0

P

{

‖Z̃ε. − Ẑ.‖ ≥ δ

2

}

≤ eKT

×P
{

sup
0≤t≤T

1

εκ

∣

∣

∣

∣

∫ t

0

(

B(x̄s, Y
ε
s ) − B̄(x̄s)

)

∫ s

0
e
∫ s

u
B̄(x̄v) dv b̃(x̄u, Y

ε
u ) du ds

∣

∣

∣

∣

≥ δ

2

}

.

From Condition B-3 we have that ∀M > 0 , ∃ε0 > 0 such that

I2 ≡ P

{

‖Z̃ε. − Ẑε. ‖ ≥ δ

2

}

≤ exp

{

− M

ε1−2κ

}

, 0 < ε ≤ ε0. (4.4)

Returning to (4.3) we get

P
{

‖Z̃ε. − ϕ‖ < δ
}

≥ exp

{

− 1

ε1−2κ
[S0T (ϕ) + γ]

}

, 0 < ε ≤ ε0,
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which is the lower bound in (A.I).
The upper bound is easily obtained. Let s > 0 and

Φ(s) =
{

ϕ ∈ C0T (IRd) : S0T(ϕ) ≤ s, ϕ0 = x ∈ IRd
}

.

Then,

P
{

ρ0T

(

Z̃ε. ,Φ(s)
)

≥ δ
}

≤ P
{

ρ0T

(

Z̃ε. ,Φ(s)
)

≥ δ, ‖Z̃ε. − Ẑ.‖ < δ
4

}

+ P
{

‖Z̃ε. − Ẑε. ‖ ≥ δ
4

}

≤ P
{

ρ0T

(

Ẑε. ,Φ(s)
)

≥ δ
2

}

+ P
{

‖Z̃ε. − Ẑε. ‖ ≥ δ
4

}

≤ exp
{

− 1
ε1−2κ

(

s− γ
2

)

}

+ exp
{

− M
ε1−2κ

}

,

where the last inequality follows from (4.4) and the fact that S0T (ϕ) is

the normalized action functional for Ẑεt . By taking M = s ,

P
{

ρ0T

(

Z̃ε. ,Φ(s)
)

≥ δ
}

≤ exp

{

− 1

ε1−2κ
(s− γ)

}

, 0 < ε ≤ ε0.

Proposition 4.2 If S0T (ϕ) is the normalized action functional for Z̃εt
with normalizing coefficient 1

ε1−2κ then it is the normalized action func-
tional for Zεt with the same normalizing coefficient.

Proof: Given δ > 0 and γ > 0 ,

P {‖Zε. − ϕ‖ < δ} ≥ P
{

‖Zε. − Z̃ε. ‖ < δ
2 , ‖Z̃ε. − ϕ‖ < δ

2

}

≥ P
{

‖Z̃ε. − ϕ‖ < δ
2

}

− P
{

‖Zε. − Z̃ε. ‖ ≥ δ
2

}

≡ I1 − I2.

(4.5)

A lower bound for I1 is obtained from the hypothesis that 1
ε1−2κS0T (ϕ)

is the action functional for Z̃εt . For estimating I2 we introduce a new
process

V ε
t =

∫ t

0
b(Υ̃ε

s + x̄s, Y
ε
s ) ds −

∫ t

0
b̄(x̄s) ds.

Then,

V ε
t +

∫ t

0
b̄(x̄s) ds =

∫ t

0
b(Υ̃ε

s + x̄s, Y
ε
s ) ds.
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From the smoothness of b(x, y) we get

b(Υ̃ε
s + x̄s, Y

ε
s ) = b(x̄s, Y

ε
s ) +B(x̄s, Y

ε
s ) Υ̃ε

s + r(2)(Υ̃ε
s),

where r2(·) is the rest of Lagrange of order 2. Then,

V ε
t =

∫ t
0 b̃(x̄s, Y

ε
s ) ds +

∫ t
0 B(x̄s, Y

ε
s ) Υ̃ε

s ds+
∫ t
0 r

(2)(Υ̃ε
s) ds

which implies that

Υ̃ε
t = V ε

t −
∫ t

0
r(2)(Υ̃ε

s) ds.

Therefore, taking into account (4.1) and (4.2),

|Zεt − Z̃εt | = 1
εκ
|Υε

t − Υ̃ε
t |

= 1
εκ

∣

∣

∣

∫ t
0 b(X

ε
s , Y

ε
s ) ds− ∫ t

0 b(Υ̃
ε
s + x̄s, Y

ε
s ) ds +

∫ t
0 r

(2)(Υ̃ε
s) ds

∣

∣

∣

≤ 1
εκ

[

K
∫ t
0 |Xε

s − (Υ̃ε
s + x̄s)| ds +

∫ t
0 |r(2)(Υ̃ε

s)| ds
]

= 1
εκ

[

K
∫ t
0 |Υε

s − Υ̃ε
s| ds+

∫ t
0 |r(2)(Υ̃ε

s)| ds
]

= K
∫ t
0 |Zεs − Z̃εs | ds+ 1

εκ

∫ t
0 |r(2)(Υ̃ε

s)| ds.

From Lemma 1.1, Chapter 2, in Freidlin and Wentzell (1984) we get

|Zεt − Z̃εt | ≤ eKt
1

εκ

∫ t

0
|r(2)(Υ̃ε

s)| ds

for some K > 0 . Since the second order derivatives of b(x, y) are bounded,
we get

|r(2)(Υ̃ε
s)| ≤

M

2
|Υ̃ε

s|2.

for some M > 0 . Therefore,

sup
0≤t≤T

|Zεt − Z̃εt | ≤ 1

εκ
eKT

∫ T

0
|r(2)(Υ̃ε

s)| ds

≤ 1

εκ
eKT

M

2

∫ T

0
|Υ̃ε

s|2 ds ≤
1

2
eKTMεκT‖Z̃ε. ‖2

which implies that

I2 ≡ P

{

‖Zε. − Z̃ε. ‖ ≥ δ

2

}

≤ P
{

‖Z̃ε. ‖2 ≥ δ
2

1
εκ

2e−KT

TM

}

= P

{

‖Z̃ε. ‖ ≥ 1

ε
κ
2

√

δ e
−KT

TM

}

.
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On the other hand, for s > 0 , Φ(s) = {ϕ : S0T (ϕ) ≤ s, ϕ0 = 0} is
compact. Moreover, ϕ ≡ 0 ∈ Φ(s) , ∀s > 0 because S0T (0) = 0 . Let
ρ = dist(0; ∂Φ(s)) . Notice that ρ > 0 since ∂Φ(s) is compact. Besides,

for ε > 0 sufficiently small,
√

δe−KT

TM
1

ε
κ
2
> 2ρ . Then, ∃ε0 > 0 such that

I2 ≤ P
{

‖Z̃ε. ‖ ≥ 2ρ
}

≤ P
{

ρ0T

(

Z̃ε. ,Φ(s)
)

≥ ρ
}

≤ exp
{

− 1
ε1−2κ

(

s− γ
2

)

}

, 0 < ε ≤ ε0.
(4.6)

The last inequality follows from the properties of the action functional. By
choosing s = S0T (ϕ) + γ , we have

I2 ≥ 1

2
exp

{

− 1

ε1−2κ

[

S0T (ϕ) +
γ

2

]}

, 0 < ε ≤ ε0.

From (4.5) we get

P {‖Zε. − ϕ‖ < δ} ≥ exp

{

− 1

ε1−2κ

[

S0T (ϕ) +
γ

2

]}

− 1

2
exp

{

− 1

ε1−2κ

[

S0T (ϕ) +
γ

2

]}

≥ exp

{

− 1

ε1−2κ
[S0T (ϕ) + γ]

}

, 0 < ε ≤ ε0.

The upper bound follows easily from (4.6): ∀s > 0 , ∀δ > 0 ,

P {ρ0T (Zε. ,Φ(s)) ≥ δ}
≤ P

{

ρ0T (Zε. ,Φ(s)) ≥ δ, ‖Zε. − Z̃ε. ‖ < δ
4

}

+ P
{

‖Zε. − Z̃ε. ‖ ≥ δ
4

}

≤ P
{

ρ0T

(

Z̃ε. ,Φ(s)
)

≥ δ
2

}

+ P
{

‖Zε. − Z̃ε. ‖ ≥ δ
4

}

≤ exp
{

− 1
ε1−2κ (s− γ)

}

, 0 < ε ≤ ε0.

5 Wave front Propagation

In this part we shall describe the wave front for the solution of the initial-
boundary value problem introduced in (1.20). The main results may be
proved by using the same approach as in Freidlin (1985a, Chapter VI, or
1985b).
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The conditions under b(x, y) , the initial function g(x) , and the non-
linear term f(x, y, u) were specified in the introduction. We assume an
additional condition: b̄(0) = 0 where b̄(x) satisfies (1.2).

Using the Feynman-Kac formula, the solution uε(t, x, y) of (1.20) sat-
isfies the equality (1.23). The properties of f(x, y, u) imply that

uε(t, x, y) ≤ Eεxyg(X
ε
t ) exp

{

1

ε1−2κ

∫ t

0
c(εκXε

s , Y
ε
s ) ds

}

(5.1)

where (Xε
t )t≥0 is the process in (1.22), c(x, y, u) = f(x,y,u)

u
, and c(x, y) =

sup0≤u≤1 c(x, y, u) .
Define

Υε
t ≡

1

εκ

∫ t

0
c(εκXε

s , Y
ε
s ) ds =

1

εκ

∫ t

0
c(Zεs , Y

ε
s ) ds,

where

Zεt = εκXε
t = εκx+

∫ t

0
b(Zεs , Y

ε
s ) ds, x ∈ IRd.

Notice that
Żεt = b(Zεt , Y

ε
t ), Zε0 = εκx.

Moreover,
1

t

∫ t

0
b(z, Ys) ds →t→+∞ b̄(z)

with probability 1. The Averaging Principle implies that Zεt →ε↓0 z̄t ≡ 0
where z̄t satisfies (1.3) with z̄0 = 0 . On the other hand, it is known that

there exists a function c̄(z) such that 1
t

∫ t
0 c(z, Ys) ds →t→+∞ c̄(z) with

probability one, for all z ∈ IRd . Since b̄(0) = 0 we conclude that
(∫ t

0
b(Zεs , Y

ε
s ) ds,

∫ t

0
c(Zεs , Y

ε
s ) ds

)

→ε↓0 (0, c̄(0)t)

with probability one.
Define

ηεt =

(

εκx+

∫ t

0
b(0, Y ε

s ) ds,

∫ t

0
c(0, Y ε

s ) ds− c̄(0)t

)

.

It is not difficult to show that the action functional for
Zεt
εκ

does not change
if we start with Zε0 = 0 . Then Theorem 1.1 gives the normalized action

functional for
ηεt
εκ

:

S1
0T (ϕ, η) =











1
2

∫ T
0 < A−1(0, c̄(0)t)(ϕ̇t, η̇t), (ϕ̇t, η̇t) > dt,

ϕ, η a.c. ,
+∞, in the rest of C[0,T ](IR

d × IRd)

(5.2)
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with normalizing coefficient 1
ε1−2κ , where A(0, z) is the matrix satisfying

< A(0, z)(α, β), (α, β) >

= limT→+∞
1

T 1−2κ ln Ēy exp
{

T−κ ∫ T
0 < (α, β), (b(0, Yt), c(0, Yt) − z > dt

}

.

Using Theorem 1.2, we obtain the action functional for
(

Xε
t ,Υ

ε
t − c̄(0)t

εκ

)

with initial point (x, 0) which is given by 1
ε1−2κS0T (ϕ, η) where

S0T (ϕ, η) =



















1
2

∫ T
0 < A−1(0, c̄(0)t)

(

(ϕ̇t, η̇t) − B̄(0, c̄(0)t)(ϕt, ηt)
)

,
(

(ϕ̇t, η̇t) − B̄(0, c̄(0)t)(ϕt, ηt)
)

> dt,
ϕ, η a.c.
+∞, in the rest of C[0,T ](IR

d × IRd).
(5.3)

Let us define, for each t > 0 and x ∈ IRd ,

V (t, x)

= sup
{

c̄(0)t− S0t(ϕ, η) : ϕ, η ∈ C[0,+∞)(IR
d), ϕ0 = x, ϕt ∈ G0, η0 = 0

}

.

By using the properties of the action functional, one can prove, similarly
to Lemma 6.2.1 in Freidlin (1985a), that

lim
ε↓0

ε1−2κ lnEεxyg(X
ε
t ) exp

{

1

ε1−2κ

∫ t

0
c(Zεs , Y

ε
s ) ds

}

= V (t, x). (5.4)

Using (5.1) and (5.4) we obtain

lim
ε↓0

uε(t, x, y) = 0 if V (t, x) < 0 and |y| ≤ a.

For proving that limε↓0 uε(t, x, y) = 1 in the region V (t, x) > 0 and
|y| ≤ a , we shall assume that Condition (N) (see Freidlin (1985a)) holds:

Condition (N): ∀(t, x) such that V (t, x) = 0 ,

V (t, x) = sup
{

c̄(0)t − S0t(ϕ, η) : (ϕ, η) ∈ C[0,+∞)(IR
d × IRd), ϕ0 = x,

ϕt ∈ G0, V (t− s, ϕs) < 0 for s ∈ (0, t), η0 = 0} .

Similarly to the proof of Theorem 6.2.1 in Freidlin (1985a) one can prove
that, under Condition (N), limε↓0 uε(t, x, y) = 1 uniformly in any compact
subset of {(t, x, y) : V (t, x) > 0, |y| ≤ a}.

The following examples show the form of the wave front in some par-
ticular cases of Problem (1.20).
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Example 5.1 Assume b(x, y) ≡ b(y) and f(x, y, u) ≡ f(u) . The differ-
ential operator in (1.21) becomes

Lε =
1

2ε

∂2

∂y2
+

1

εκ
b(y)

∂

∂x

and (Xε
t : t ≥ 0) in (1.22) is given by

Xε
t = x+

1

εκ

∫ t

0
b(Y ε

s ) ds.

In this case, b̄(x) ≡ b̄ = 0 . Let c(u) = uf(u) , c̄ ≡ f ′(0) = sup0≤u≤1
f(u)
u

,
c̄ > 0 .

Now,

V (t, x)

= sup

{

c̄t− 1

2

∫ t

0
< A−1ϕ̇s, ϕ̇s > ds : ϕ ∈ C[0,+∞), ϕ0 = x, ϕt ∈ G0

}

.

For simplifying this function we assume G0 = {x ∈ IRd : ‖x‖ < 0}. From
the Euler-Lagrange equation (see Arnold (1989)) we obtain

V (t, x) = c̄t− 1

2t
< A−1x, x >, x ∈ IRd.

The set {(t, x, y) : 2t2c̄ =< A−1x, x >} describes the position of the wave

front, as ε ↓ 0 . If x ∈ IR , then the velocity of propagation is α∗ =
√

2Ac̄ .
It is not difficult to show that Condition (N) is satisfied.

Example 5.2 Assume f ≡ f(y, u) , b ≡ b(y) . The operator Lε remains
the same as in Example 5.1 as well as the process (Xε

t : t ≥ 0) . Define

c(y, u) = f(y,u)
u

, c(y) = sup0≤u≤1 c(y, u) . We assume that ∃k1, k2 such

that 0 < k1 ≤ c(y) ≤ k2 , ∀y and limt→+∞
1
t

∫ t
0 c(Ys) ds = c̄ > 0 . Accord-

ing to Remark 3.1, the family of processes
(

Xε
t ,

1
εκ

[

∫ t
0 c(Y

ε
s ) ds− c̄t

]}

has

the same action functional as
(

1
εκ

∫ t
0 b(Y

ε
s ) ds, 1

εκ
[
∫ t
0 c(Y

ε
s ) ds − c̄t]

)

. The

function V (t, x) becomes

V (t, x) = sup

{

c̄t− 1

2

∫ t

0
< A−1(ϕ̇s, η̇s), (ϕ̇s, η̇s) > ds :

(ϕ, η) ∈ C[0,+∞)(IR
d × IRd), ϕ0 = x, η0 = 0, ϕt ∈ G0

}

= c̄t− inf
γ∈IRd

1

2t
< A−1(x, γ), (x, γ) > .
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Let γ∗ be the point of minimum. Then,

V (t, x) = c̄t− 1

2t
< A−1(x, γ∗), (x, γ∗) > .

Condition (N) is satisfied and the position of the wave front is
{

(t, x, y) : 2c̄t =< A−1(x, γ∗), (x, γ∗) >
}

.

Example 5.3: In (1.20) assume f ≡ f(u) . The differential operator is
Lε in (1.21) and the process satisfies (1.22). The function V (t, x) is given
by

V (t, x) = sup
{

c̄t− 1
2

∫ t
0 < A−1(ϕ̇s − B̄ϕs), (ϕ̇s − B̄ϕs) > ds :

ϕ ∈ C[0,+∞)(IR
d), ϕ0 = x, ϕt ∈ G0

}

,

where A is the matrix in Condition B-1 and B̄ is given in Remark 4.1.
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