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for contingency tables having ordered categories
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Abstract: For two-way contingency tables with ordered categories, it

is shown that the independence model holds if and only if the Goodman-

Kruskal gamma measure equals zero and the independence model holds for

the collapsed tables which are obtained by combining a pair of adjacent rows

and by combining a pair of adjacent columns. Using this decomposition,

examples are analyzed.
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1 Introduction

For an r×c contingency table with ordered categories, let X and Y denote the row
and column variables, respectively, and let P(X = i, Y = j) = pij for i = 1, · · · , r
and j = 1, · · · , c. The independence model is defined by

pij = pi.p.j (i = 1, · · · , r; j = 1, · · · , c),

where

pi. =

c
∑

t=1

pit, p.j =

r
∑

s=1

psj ;

see Bishop, Fienberg and Holland (1975, p.14). Let θ(i<j;s<t) denote the odds
ratio defined for rows i and j (> i) and columns s and t (> s). Thus

θ(i<j;s<t) =
pispjt

pjspit

(1 ≤ i < j ≤ r; 1 ≤ s < t ≤ c).

The independence model may be expressed as

θ(i<j;s<t) = 1 (1 ≤ i < j ≤ r; 1 ≤ s < t ≤ c).

Let PC and PD denote the probability of concordance for a randomly selected
pair of observations and the probability of discordance for the pair, respectively.
Thus

PC = 2

r−1
∑

i=1

r
∑

j=i+1

c−1
∑

s=1

c
∑

t=s+1

pispjt, PD = 2

r−1
∑

i=1

r
∑

j=i+1

c−1
∑

s=1

c
∑

t=s+1

pjspit.
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The gamma measure, proposed by Goodman and Kruskal (1954), is defined by

γ =
PC − PD

PC + PD

;

see Agresti (1984, p.160). If the independence model holds, then γ = 0, namely,
PC = PD; but the converse does not hold. We are now interested in what structure
between X and Y is necessary for obtaining the independence, in addition to
PC = PD.

Table 1a is the artificial 3 × 3 table of the probabilities {pij}, and Table 1b
is the 2 × 3 table obtained by combining rows 1 and 2. It is easily seen that the
independence model does not hold for Table 1a but the independence model holds
for Table 1b. Generally, if the independence model holds for the original r × c
table, then the independence model holds for the collapsed s×t table (where s ≤ r
and t ≤ c) obtained by combining some rows and/or some columns. However, the
converse does not hold, for example, as Table 1. We are now interested in what
structure between X and Y is necessary for obtaining the independence for the
original r × c table when the independence model holds for the collapsed s × t
table.

Table 1 (a) Artificial 3 × 3 table of the probabilities and (b) collapsed 2 × 3
table obtained by combining rows 1 and 2.

(a) 3 × 3 table

1
15

2
15

3
15

3
15

2
15

1
15

1
15

1
15

1
15

(b) Collapsed 2 × 3 table

4
15

4
15

4
15

1
15

1
15

1
15

The purpose of this paper is to give a decomposition of the independence model
for the original r × c table.

2 Decomposition of independence model

Consider the r × c contingency table. For a = 1, · · · , r − 1 and b = 1, · · · , c − 1,
collapse the r× c table into the (r− 1)× c table ∆R(a) obtained by combining the
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ath and (a + 1)th row categories and into the r × (c− 1) table ∆C(b) obtained by
combining the bth and (b + 1)th column categories, respectively. Then, we obtain
the following theorem.

Theorem 2.1 For arbitrary a and b (a = 1, · · · , r − 1; b = 1, · · · , c − 1), the
independence model holds for the r × c table if and only if PC equals PD for the
r × c table and the independence models hold for both tables ∆R(a) and ∆C(b).

Proof. It is easily seen that for arbitrary a and b, if the independence model
holds for the r × c table, then PC = PD and the independence model holds for
both tables ∆R(a) and ∆C(b). Therefore we shall prove that if PC = PD and the
independence models hold for both tables ∆R(a) and ∆C(b), then the independence
model holds for the r × c table. Consider the case of a = 1 and b = 1. For the
r × c table, we obtain

1

2
PC =

r−1
∑

i=1

r
∑

j=i+1

c−1
∑

s=1

c
∑

t=s+1

pispjt

=

c−1
∑

s=1

c
∑

t=s+1



p1sp2t + (p1s + p2s)

r
∑

j=3

pjt +

r−1
∑

i=3

r
∑

j=i+1

pispjt



 . (2.1)

From the assumption that the independence model holds for the table ∆R(1), the
equation (2.1) can be expressed as

1

2
PC =

c−1
∑

s=1

c
∑

t=s+1



p1sp2t + (p1t + p2t)
r

∑

j=3

pjs +
r−1
∑

i=3

r
∑

j=i+1

pjspit





=
c−1
∑

s=1

c
∑

t=s+1



p1sp2t +



p1t

r
∑

j=2

pjs − p1tp2s



 +
r−1
∑

i=2

r
∑

j=i+1

pjspit





=

c−1
∑

s=1

c
∑

t=s+1

(p1sp2t − p1tp2s) +

r−1
∑

i=1

r
∑

j=i+1

c−1
∑

s=1

c
∑

t=s+1

pjspit

=

c−1
∑

s=1

c
∑

t=s+1

(p1sp2t − p1tp2s) +
1

2
PD.

From the assumption that PC = PD, we obtain

c−1
∑

s=1

c
∑

t=s+1

p1tp2s =

c−1
∑

s=1

c
∑

t=s+1

p1sp2t.



194 Sadao Tomizawa and Masaya Sakurai

Hence, we see

p21p12 + (p21 + p22)

c
∑

t=3

p1t +

c−1
∑

s=3

c
∑

t=s+1

p2sp1t

= p11p22 + (p11 + p12)
c

∑

t=3

p2t +
c−1
∑

s=3

c
∑

t=s+1

p1sp2t. (2.2)

From the assumption that the independence model holds for the table ∆C(1), the
left term of equation (2.2) can be expressed as

p21p12 + (p11 + p12)

c
∑

t=3

p2t +

c−1
∑

s=3

c
∑

t=s+1

p1sp2t.

Therefore we see p11p22 = p21p12. Hence, from the assumption that the indepen-
dence models hold for both tables ∆R(1) and ∆C(1), we see

θ(i<j;s<t) = 1 (1 ≤ i < j ≤ r; 1 ≤ s < t ≤ c).

Namely, the independence model holds for the r × c table. In the similar way, for
the other cases of a and b, the independence model holds for the r × c table. The
proof is completed.

3 Examples

Example 1. The data in Table 2, taken from Fienberg (1980, p.20), present
the relationship between aptitude (as measured at an earlier data by a scholastic
aptitude test) and occupation.

From Table 4 we see that (1) the independence model for the original table
does not hold, (2) the probability of concordance, PC , equals the probability of
discordance, PD, but (3) the independence model does not hold for the collapsed
∆R(1) table and for the collapsed ∆C(1) table. Therefore, from Theorem 2.1 we
see that the poor fit of the independence model for the original table is caused by
the influence of the lack of structure of independence for the collapsed ∆R(1) and
∆C(1) tables (rather than the lack of structure that PC equals PD).

Example 2. Consider the artificial data in Table 3. From Table 4 we see that
(1) the independence model for the original table does not hold, (2) PC does not
equal PD, but (3) the independence model holds for the collapsed ∆R(1) table
and for the collapsed ∆C(1) table. Therefore, from Theorem 2.1 we see that the
poor fit of the independence model for the original table is caused by the influence
of the lack of structure that PC equals PD (rather than the lack of structure of
independence for the collapsed ∆R(1) and ∆C(1) tables).
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Table 2 (a) Cross-classification of subjects according to the aptitude and
the occupation; from Fienberg (1980, p. 20), (b) collapsed ∆R(1)

table, and (c) collapsed ∆C(1) table.

(a) Original table

Occupational level
Aptitude O1 O2 O3 O4 Totals

(low) A1 122 30 20 472 644

A2 226 51 66 704 1047

A3 306 115 96 1072 1589

A4 130 59 38 501 728

(high) A5 50 31 15 249 345

Totals 834 286 235 2998 4353

(b) ∆R(1) table

348 81 86 1176

306 115 96 1072

130 59 38 501

50 31 15 249

(c) ∆C(1) table

152 20 472

277 66 704

421 96 1072

189 38 501

81 15 249
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Table 3 (a) Artificial data of 4 × 4 table, (b) collapsed ∆R(1) table,
and (c) collapsed ∆C(1) table.

(a) Original table

(1) (2) (3) (4) Totals

(1) 2 4 6 8 20

(2) 8 6 4 2 20

(3) 6 4 2 2 14

(4) 8 1 2 1 12

Totals 24 15 14 13 66

(b) ∆R(1) table

10 10 10 10

6 4 2 2

8 1 2 1

(c) ∆C(1) table

6 6 8

14 4 2

10 2 2

9 2 1
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Table 4 Likelihood ratio chi-square values G2(Ms) and Pearson’s
chi-square values X2(Ms) for testing goodness-of-fit of models Ms

(s = 1, 2, 3, 4) applied to Tables 2 and 3, where M1 : independence
(I) model for original table, M2 : PC = PD for original table, M3 :
I model for ∆R(1) table, and M4 : I model for ∆C(1) table.

Table 2 Table 3
Degrees of Degrees of

Models freedom G2(Ms) X2(Ms) freedom G2(Ms) X2(Ms)
M1 12 37.41* 35.80* 9 16.92** 16.23**

M2 1 0.003 0.003 1 11.07* 10.25*

M3 9 25.31* 24.64* 6 8.41 8.28

M4 8 16.54* 15.47* 6 11.45 11.45

* means the significant at the 0.05 level
** means that the value is almost on the 5 percent point

4 Concluding remarks

As shown in Examples in Section 3, when the independence model fits the data
poorly, Theorem 2.1 may be useful for seeing the reason for the poor fit, namely,
which of the lack of structure that the probability of concordance, PC , equals
the probability of discordance, PD, and the lack of structure of independence for
collapsed tables, influences stronger.
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