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Reliable Data Placement Method for Distributed
Computing Environment

TANG Xiao-chun, HU Jie
(Computer College, Northwestern Polytechnical University, Xi’an 710072)

Abstract Today scientific applications on distributed computing environment have huge data transfer which continues to increase drastically
every year. This implies a major necessity to move huge amounts of data from original data site to target site on the whole computation cycle, which
brings with it the problem of efficient and reliable data placement. The current approach to solve this problem of data placement is either doing it
manually, or employing simple scripts which do not have any automation or fault tolerance capabilities. The goal is to make data placement activities
robust and efficient. It will be queued, scheduled, monitored, managed, and even check-pointed. The data placement activities should be treated
differently from computational jobs, since they may have different semantics and different characteristics. The method for data placement is tested.
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3.3
URL

host_name = "tangxc.co-think.com";

supported_protocols = "http, gridftp, ftp";

dap_type = "transfer”;

src_url="any://www.nwpu.edu.cn/jc/input.dat";

dest_url="any://www.co-think.com/jc/input.dat";
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S3.3 socket S3.1
S4 {(X,T)}
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5.1
2 NEC B WWW.CO-
think.com www.nwpu.edu.cn 2 Linux
(co-
think) 10
1
1
1(%)
FTP 198 98.02
HTTP 210 97.90
GridFTP 203 97.97
10 99.90
3 1 min 1
FTP, HTTP, GridFTP
2
6 3 min
10
99.999%
5.2
[5]
socket
3 24 h
{

set JOBLOG="%JOBLOG_PATH%\%~n0.log"

iSMrc_replicate -file "%RCF%" -wait >> %JOBLOG% 2>>&1
if not ERRORLEVEL%==0 goto ABEND

:NREND

echo %DATE% %TIME% %-~n0 Normal End >> %JOBLOG%
exit 0

:ABEND
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echo %DATE% %TIME% %-~n0 Abnormal End [ RC =
%ERRORLEVEL% ] >> %JOBLOG%

exit %ERRORLEVEL%
}
(
) 3
socket 4
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.0
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/min

4 socket
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