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ABSTRACT
One of the challenges in constructing biological models in-
volves resolving meaningful data patterns from which the math-
ematical models will be generated. For models that describe
the change of mRNA in response to drug administration, ques-
tions exist whether the correct genes have been selected given
the myriad transcriptional effects that may occur. Oftentimes,
different algorithms will select or cluster different groups of
genes from the same data set. A new approach was developed
that focuses on identifying the underlying global dynamics of

the system instead of selecting individual genes. The procedure
was applied to microarray genomic data obtained from rat liver
after a large single dose of methylprednisolone in 52 adrena-
lectomized rats. Twelve clusters of at least 30 genes each were
selected, reflecting the major changes over time. This method
along with isolating the underlying dynamics of the system also
extracts and clusters the genes that make up this global dy-
namic for further analysis as to the contributions of specific
mechanisms affected by the drug.

Corticosteroids are synthetic glucocorticoids used thera-
peutically for their potent anti-inflammatory, antiprolifera-
tive, and immunosuppressive effects (Cronstein et al., 1992;
Chikanza, 2002). They have a low therapeutic index because
of the wide-ranging adverse consequences of their prolonged
use, including hyperglycemia, dyslipidemia, muscle wasting,
hypertension, nephropathy, fatty liver, and an increased risk
of atherosclerosis. They cause the liver to synthesize and
release glucose within the context of steroid-induced insulin
resistance, thus resulting in chronic hyperglycemia. The liver
is also central to the control, storage, and distribution of fats.
Apolipoproteins synthesized in the liver are used to assemble
and distribute lipoproteins containing triglycerides and cho-
lesterol esters to other tissues in the form of very low-density
lipoprotein, which is degraded to form low-density lipopro-
tein. Cholesterol is recovered by the liver through low-den-
sity lipoprotein receptors. The liver also receives cholesterol
from other tissues in the form of high-density lipoprotein by
way of high-density lipoprotein receptors. This process is

under complex hormonal and dietary control. Corticosteroids
promote the distribution of lipids and reduce the uptake of
cholesterol by the liver, causing dyslipidemia and ultimately
atherosclerosis. The influences of corticosteroids are both
direct and indirect by way of glucocorticosteroid receptor
binding altering the expression of other transcription factors
such as sterol regulatory element-binding protein-1, which
may in turn regulate other genes.

In a previous study, we treated a group of adrenalecto-
mized adult male rats with a single bolus dose of the syn-
thetic glucocorticoid methylprednisolone (MPL). A control
group and treated animals were sacrificed at 16 time points
over a 72-h period after dosing. A variety of individual mea-
surements were made on the livers from these animals, and
the results have been used to construct pharmacokinetic/
pharmacodynamic (PK/PD) models (Jin et al., 2003). Consid-
ering the broad impact of corticosteroids on the liver, the
approach of measuring changes in individual genes and bi-
omarkers only provides a limited view of the system. To
obtain a global picture of the hepatic response dynamics to
MPL, mRNA from these livers was applied to individual gene
chips (Affymetrix, Santa Clara, CA). The result was six clus-
ters with very high within-class correlation containing 143
unique genes, and mechanism-based PK/PD models for each
of the six clusters were proposed (Jin et al., 2003). However,
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this effort required both the identification of the number of
clusters and the manual identification of the genes that were
hypothesized to be important.

We propose an algorithm seeking the global genomic re-
sponse of the liver to MPL, and we develop a feature-based
gene selection method that attempts to detect salient fea-
tures and global shape characteristics of the expression pro-
files. A key motivating argument for this method is the
realization that in the presence of noise and uncertainties
associated with measuring mRNA abundance, looking for
specific quantifiable metrics may not necessarily yield the
most informative interpretation (Tilstone, 2003). However,
most robust, coherent, and dominating qualitative features
and similarities are a more informative proxy for the infor-
mation content of the expression experiment.

The raw data are initially transformed into sequences of
symbols that are further analyzed for consistencies. This
algorithm works off the assumption that genes that are rel-
evant to the underlying dynamics of the system have two
essential characteristics. First, they are part of a concerted
mechanism, and they should possess expression profiles that
are temporally consistent with the expression profiles of
other genes involved in related processes. Second, informa-
tive genes ought to contribute to global deviations away from
the baseline state. Therefore, the algorithm performs a fine-
grained clustering that results in hundreds of clusters. We
then evaluate the ability of each of these individual clusters
to satisfy these two constraints, thereby linking the selection
process with the clustering result. Our underlying assump-
tion is that hidden in the temporal microarray expression
data are a reduced set of transcriptional signatures that have
captured the essential dynamics of the cellular response. We
are not merely interested in clustering all expression re-
sponses but rather in identifying the subset of elementary
responses that capture this intrinsic dynamic response of the
system. We propose a quantification of the intrinsic response,
through our definition of the transcriptional state, and we
chose among the multitude of microclusters the subset that
maximizes deviations from homeostasis. Once the intrinsic
dynamics has been revealed, it can be used for the develop-
ment of PK/PD models. Current algorithms focus on cluster-
ing all responses; thus, they do not allow for qualitative
interpretations and assignment of significance to specific
subsets. As such, our approach is unique and best suited for
the specific task at hand.

Materials and Methods
Experimental Design. Liver samples were obtained in a previ-

ously performed animal study (Sun et al., 1999). All procedures
involving experimental animals adhered to the Principles of Labo-
ratory Animal Care (National Institutes of Health publication 85-23,
1985), and they were reviewed by our institution’s animal care and
use committee. Male adrenalectomized (ADX) Wistar rats (Rattus
rattus) weighing 225 to 250 g were obtained from Harlan (Indianap-
olis, IN). The control rats have had their adrenal glands removed.
This removes all corticosteroid-mediated circadian variance in the
data. Furthermore, given that the administration of corticosteroids
represents a large perturbation to the system as measured by the
mRNA, we feel that the circadian impact on the corticosteroid (CS)
response is minimal (Oishi et al., 2005). Animals were allowed free
access to rat chow (RMH 1000; Agway, Syracuse, NY) and 0.9% NaCl
drinking water. They were housed in a room with a 12-h light/12-h

dark cycle and a constant temperature of 22°C, and they were al-
lowed to acclimatize to this environment for at least 1 week. One day
before the study, all rats were subjected to right external jugular
vein cannulation under light ether anesthesia. Cannula patency was
maintained with sterile 0.9% NaCl solution. Four animals were
designated as controls, and they were cannulated but only received
vehicle. All remaining animals received a single 50-mg/kg dose of
methylprednisolone sodium succinate (Pharmacia-Upjohn Company,
Kalamazoo, MI) via the cannula over 30 s. Rats (three/time) were
sacrificed by exsanguination under anesthesia at 0.25, 0.5, 0.75, 1, 2,
4, 5, 5.5, 6, 7, 8, 12, 18, 30, 48, and 72 h after dosing. The four control
rats were designated as time 0. The sampling time points were
selected based on previous studies describing glucocorticosteroid re-
ceptor dynamics and enzyme induction in liver and skeletal muscle.
Livers were rapidly excised, flash-frozen in liquid nitrogen, and
stored at �80°C. Frozen tissues were ground into powder using a
liquid nitrogen chilled mortar and pestle.

Microarrays. Liver powder (100 mg) from each rat was added
to 1 ml of prechilled TRIzol Reagent (Invitrogen, Carlsbad, CA).
Total RNA extractions were carried out according to manufactur-
er’s directions. Extracted RNAs were further purified by passage
through RNeasy mini-columns (QIAGEN, Valencia, CA) according
to manufacturer’s protocols. Final RNA preparations were resus-
pended in nuclease-free water and stored at �80°C. RNAs were
quantified spectrophotometrically; purity and integrity were as-
sessed by agarose gel electrophoresis. All RNA samples exhibited
260/280 ratios between 1.8 and 2.0, and they exhibited discrete
ribosomal bands on agarose formaldehyde gels, indicating mini-
mal sample degradation. The biotinylated cRNAs were hybridized
to 47 individual GeneChips Rat Genome U34A (Affymetrix), which
contained 8799 probe sets. This entire data set has been submit-
ted to the National Center for Biotechnology Information Gene
Expression Omnibus database (GDS253), and it is also available
on line at http://pepr.cnmcresearch.org.

Temporal Analysis of Gene Expression Data. Because the
ADX animals lack endogenous corticosterone, MPL represents a
stimulus that perturbs the balance of the system, and the time series
design allows us to evaluate deviations from baseline and its return
to the original state. Global analysis of the dynamics of the system
involves two critical steps. The first step is the identification of major
expression patterns. These are temporal subpatterns that are asso-
ciated with a set of genes, and they are maximally different from all
other subpatterns in the time series. The second is the characteriza-
tion of the transcriptional dynamics of the system.

Selection of Informative Genes. A critical step in processing
high-throughput gene expression data is the selection of genes for
further analysis. Consideration of individual variables such as mea-
surements of the expression of TAT mRNA and protein derives from
the standard hypothesis-driven approach. Given the overall struc-
ture of microarray data, the analysis problem is entirely different.
Although one might expect that a particular gene has importance
and look at its data, the real challenge is to globally identify the
fraction of genes that are relevant to the response of the system.

Most of the current methods for the selection of relevant gene
expression profiles rely upon statistically significant changes in ex-
pression level. The most simple and probably the most commonly
used technique is the n-fold test. In our previous analysis, the genes
were filtered with the n-fold algorithm where genes that were up- or
down-regulated by 1.5 times for four time points or more were chosen
as significant (Almon et al., 2007). Other techniques use statistical
methods such as the t test, analysis of variance, and significance
analysis of microarray (Millenaar et al., 2006). These tests essen-
tially look for statistically significant changes in the expression data
from the baseline. This allows for a differentiation between activat-
ed/nonactivated states, but does not isolate genes that show coordi-
nated changes in their responses over time.

More recently, gene expression profiles have been selected via the
over-representation of a particular shape in the expression profile.
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Techniques such as SLINGSHOTS (Yang et al., 2007), STEM (Ernst
and Bar-Joseph, 2006), and QT-Clustering (Heyer et al., 1999) fall
under this category. These techniques seek dominant patterns in the
data, ascertain which genes correspond, and select them as biologi-
cally significant. These methods work under the notion that large
groups of coexpressed genes tend to be more significant than genes
that do not show such a high degree of coexpression. Specifically for
this analysis the SLINGSHOTS algorithm was selected because it
not only identifies biologically significant genes but also it has the
ability to identify the global response characteristic along with the
corresponding genes.

The SLINGSHOTS algorithm is broken up into the following
steps:

1. Identification of over-represented populations.
2. Selection of overpopulated clusters that reflect some unknown

global dynamic.

The most common methods for assessing whether a given expres-
sion profile is associated with a large number of coexpressed genes
are the various clustering techniques. For the purposes of SLING-
SHOTS, any microclustering technique can be used, defined as any
clustering method that uses a large number of clusters. With a large
number of small clusters, it becomes easy to assess the density or the
over-representation of a given expression profile or pattern. We have
elected to use a hash-based clustering technique first proposed by
Lin et al. (2003) because it is a deterministic and efficient method for
identifying over-represented clusters. The clusters identified have
the same minimum correlation, thereby allowing us to easily isolate
the overpopulated patterns.

Identification of Major Expression Patterns. The hashing
based clustering consists of the following steps:

1. Z-score normalization of the signal.
2. Piecewise averaging of adjacent points.
3. Conversion into symbolic representation.
4. Conversion of the symbolic representation into an integer, and

genes hashing to the same integer are treated as belonging to the
same cluster.

The z-score normalization, given in eq. 1, where � is the mean of the
signal and � is the standard deviation of the signal, normalizes the

expression profiles (yt) to vary around a mean of zero and a S.D.
of 1.0.

ŷt �
yt � �

�
(1)

This allows metrics such as the Euclidian distance to return the
same result as the Pearson correlation.

The piecewise averaging signal essentially smoothes and shortens
the signal. This is one of the two parameters that must be deter-
mined beforehand. In general, if a data set is shorter than nine time
points, no averaging needs to be conducted, whereas if the data set is
longer, the smallest number of adjacent points should be averaged,
thereby maintaining a total length of around nine. This removes
high-frequency components in a similar manner to a low-pass filter
and maintains numerical tractability. The latter issue comes into
play during the fourth step, but essentially, this hashing method
involves an exponential expansion of the hash space in relation to the
signal length. This piecewise averaging is conducted as per eq. 2,
where, T represents the overall length of the signal, w represents the
new desired length of the signal, and k is a free variable that ranges
from 1 to w.

yk �
T
w �

t � �k � 1�
T
w � 1

k
T
w Yt (2)

The third step involves converting this piecewise average into a
series of symbols. This is accomplished via the use of Gaussian
breakpoints as illustrated in Fig. 1. Although any method for dis-
cretizing the signal can be used, Gaussian breakpoints assign a
symbol with equal probability given randomly generated data. Given
the latter, the distribution of hash values ought to correspond to that
of an exponential distribution (Indyk et al., 1997). This property
allows for the assessment as to whether the data set itself shows
significant coordination among genes. It also offers guidance as to
the number of breakpoints needed that should be chosen so there is
a large deviation from the exponential distribution. For this data set
with 17 time points, we chose to piecewise averaging of every two
points and have three breakpoints.

The breakpoints can be obtained from tables of the Gaussian

Fig. 1. Schematic of converting a expression pro-
file into a hash value.
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cumulative distribution function (CDF), or via eq. 3 by solving for x,
where z is the number of breakpoints, n is an index variable in the
range of 1 to z, and erf is the error function.

n
z � 1 �

1
2 �1 � erf � x

�2
�� (3)

The overall process of converting the signal into its symbolic
representation is shown in Fig. 1.

The final part of the process involves converting the symbolic
representation into an integer. This is accomplished by treating the
sequence as a base N number, where N is the number of breakpoints.
By then converting to a base 10 number as in eq. 4, we obtain an
integer (h), where, if two genes hash to the same integer, they have
similar expression profiles, where c is symbol obtained from eq. 3, w
is the length of the sequence, and a is the size of the alphabet.

h � 1 � �
j�1

w �ord �cj� � 1�aw�j. (4)

Characterization of the Transcriptional State of the Sys-
tem and Extraction of the Most Informative Expression Pat-
terns. After the conversion of the gene expression pattern into a set
of motifs (hash values), we then evaluated which of these motifs were
required to capture the nonrandom progression of the entire expres-
sion profile over time. This was done by first defining a concept we
term the transcriptional state. This allows for the construction of a
metric that characterizes the inherent dynamic state of the system
that allows monitoring of the dynamic progression and evolution of
the system. Such a quantifiable metric allows us to evaluate just how
informative the selected subset of probe sets is. The basic premise is
that there exists a core set of genes whose transcriptional machinery
is most affected by the stimulus. Furthermore, this core set of genes
represents the fundamental response of the system and thus ac-
counts for its essential dynamics. To characterize the dynamic state
of the system, we treat the expression levels of each probe set as
variables that follow a specific, albeit unknown, distribution. The
drug will alter these distributions over time to perturb the underly-
ing transcriptional machinery of each gene, quantified by the corre-
sponding amounts of mRNA. Given such perturbations, it would be
expected that, over time, the distribution of expression values of the
most informative subsets of genes would show greater deviations
from both the Gaussian and the baseline (control) expression levels.

To quantify this observation, the Kolmogorov-Smirnov (K-S) test,
is employed. The K-S test is applicable to unbinned distributions
that are functions of a single independent variable. The list of data
points over time can then be easily converted to an unbiased esti-
mator of the cumulative distribution function of the probability dis-
tribution from which the expression values were drawn. Therefore,
truly informative subsets of genes are the subsets that have the
ability to capture significant deviations from the base distribution.
The K-S test is a simple yet effective way of comparing two distri-
butions, and it has had many applications, such as the estimation of
diversity in chemical libraries (Rassokhin and Agrafiotis, 2000).

The K-S is defined as the maximum absolute difference between
two cumulative distribution functions. For each time point, we esti-
mate a CDF of the expression values, after a double normalization
step. The first normalization of the expression profiles sets the range
of all profiles to the same scale. The second normalization is per-
formed so that distributions of the same family are lumped, whereas
distributions of different families are quantified as different. For
example, this will lump all normal distributions no matter what the
parameter together, whereas a normal parameter and an exponen-
tial parameter would be classified as different. By doing so, we can
ascertain whether different mechanistic factors are affecting the
distribution of gene expressions at the different time points.

The base distribution is the corresponding CDF before adminis-
tration of the drug. The K-S statistic (D) is thus defined as were n is

the number of genes in a given population and i is the index of a
particular gene and its associated position on the CDF:

D � max
1�i�n

�F�Yi� � F�Yi�0��� (5)

where F(Yi(0)) is the cumulative distribution of the expression values
at time t � 0. This statistic allows a metric that defines the magni-
tude of the difference between two distributions to be computed.
Because the data are presented as a time series, at each time point
a value for the K-S statistic is obtained. Therefore, the overall metric
becomes as follows:

D � max
t

max
1�i�n

�F �Yi�t�� � F �Yi�0��� (6)

The application of the K-S test over time allows us to quantify just
how much the CDF of a particular subset of genes deviates from the
corresponding CDF at time t � 0 (control). The most sensitive subset
exhibits the largest deviations from the control. Once the subset is
specified, then it can be characterized based on its corresponding D
value. The individual genes in a subset are then defined by the
previously described hashing procedure. We have implemented a
simple greedy algorithm that selects peaks based on their ability to
maximize the deviation from the control distribution of expression
values. The basic steps of the algorithm are presented in Table 1.

The iteration count, k, corresponds to the number of peaks that are
incorporated at each step; S(k) is the set of hash values that have
been considered up to iteration k; N(h) is the number of genes probe
sets that have been assigned to a particular hash value h; h* is the
motif values that is most populated at each iteration; G(k) is the
subset of genes gi, that have hashed to h, whereas S is the cumula-
tive set of genes included at each iteration. D(k) is the K-S statistic
evaluated at iteration k, and it is calculated using the set S of genes.
Once a peak and its corresponding S probe sets have been included,
then the corresponding hash value is eliminated so that it is not
considered again. The search is performed in the space of peaks, as
opposed to individual probe sets, and peaks (along with the corre-
sponding probe sets) are added, provided that a clear deviation from
the control state is observed.

Results
Major Expression Patterns. Figure 2 depicts the distri-

bution of motif values for rat liver gene expression after
dosing with MPL. The algorithm isolated 529 of a total of
8799 probes into 12 clusters. The justification for this selec-
tion is given in Fig. 3. The first 12 clusters produced the most
evident deviation from baseline of the transcriptional state.
Although there exist other overpopulated clusters that are
not included, we do not dispute the fact that these genes may
be significant, nor do we claim that the selected genes are

TABLE 1
Basic steps of the algorithm that selects peaks based on their ability to
maximize the deviation from the control distribution of expression
values

i) k � 0,S(k) � Ø,D(k) � �	, max � �	
ii) k � k � 1
iii) h* � arg max N(h), N(h) � number of genes with corresponding

hash value h
iv) G(k) � {gi; hash(gi) � h*}, the subset of genes that hash to h
v) Evaluate F(Ygi(t)); t � 0,K, T; gi � 

vi) Evaluate

D�k� � max
t

max
gi�


�F�Ygi�t�� � F�Ygi�0���

vii) If D(k) � max
viii) Max � D(k); F � k;
ix) Go to (ii) until all peaks have been added
x) For a � 1 to F
xi) Select 
 � S(a � 1) U G(a)
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more biologically significant. Instead, what we claim is that
given factors such as noise, the selected genes are the genes
from which the global dynamics are most visible. This is
significant because it is from the global dynamics as PK/PD
response model can be constructed. We use the signal-to-
noise ratio (SNR) defined as SNR � 20*log10 [�(g)]/[�(g)] as a
measure of signal quality. The SNR measures signal quality
by comparing the scale of the mean versus the scale of the
standard deviation. The � represents the mean of the signal,
and � represents the S.D. of this reported value (Greshock et
al., 2007). The value is reported in decibels, which is the log
transformation of the value. The greater the mean is in relation

to the variance, the greater the SNR. Given the logarithmic
formulation of the SNR, a signal in which the S.D. is the same
as the mean would have an SNR of 0, whereas if the S.D. was
smaller than the mean, the SNR would be positive, and nega-
tive otherwise. The genes selected via the algorithm have a
minimal SNR of 2 db and a mean SNR of 16 db, with the
majority of the genes (67%) having an SNR of above 12 db. This
means that in all cases, the signals selected, the mean values
were significantly greater than the variance. SNR was chosen
as a method for quantifying quality because of it offers a rough
measure as to how effective signal processing methods are at
extracting the intrinsic dynamics.

Fig. 2. Motif distribution of our data. Motifs 1 to 12
were selected as relevant motifs.

Fig. 3. Expense metric as a function of number of
clusters added. After the critical number of clusters has
been added, the metric starts to decline. Although there
may be information present in additional clusters, their
addition degrades the overall quality of the metric.
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Figure 4 provides the 12 expression versus time profiles for
all of the genes in each cluster. They exhibit clear character-
istics of early up- or down-regulation, and the expression
levels in these patterns return to baseline with time. It is
evident that the hash-based clustering has yielded groups of
genes with highly correlated activity. The selection of these
clusters does not preclude other genes and clusters from
having a biological role. Rather, these 12 clusters represent
the majority of responses that comprise what we deem to be
the intrinsic system dynamics.

Characterization of the Transcriptional State of the
System. Figure 5 depicts the deviation from the t � 0 dis-
tribution for the informative probe sets belonging to the 12
primary motifs selected by the algorithm. The temporal evo-
lution of the transcriptional state and the plot of the objective
function over time (Fig. 6) show that the initial deviation is
followed by an eventual return to the initial state. These 12
peaks reveal the minimum number of expression signatures
(not individual genes) whose presence is critical for reproduc-
ing the dominant transcriptional response of the system. The
K-S statistic reflects the overall dynamics, with a large de-
viation from the baseline before hour 10, and then a return to
the initial state. This is in agreement with an acute pharma-
codynamic response in which the responses to the single
bolus dose of drug occur early, and then the responses are
reduced over time as the drug is cleared from the system.

Dynamic Response Model. Aside from being useful as a
metric for the selection of informative genes, the K-S statistic
itself offers valuable information as to the overall response of

the system to the single bolus dose of MPL. Using the K-S
statistic rather than individual genes for model creation al-
lows us to treat the system as an aggregate and to obtain a
time constant of drug activity rather than time constants of
specific genes. This negates the need to first identify a can-
didate gene as was done in the original approach. From the
K-S plot in Fig. 6, we hypothesized that the overall drug
response could be modeled as a closed loop linear time in-
variant (LTI) model. This does not mean that the underlying
corticosteroid response is linear, just that for this single drug
dose, the system can be approximated as a linear mass-action
system. We acknowledge the fact that there exist significant
nonlinearities in the system as evidenced by the fact that the
overall corticosteroid response shows a tolerance mechanism
during repeated dosing (Sun et al., 1998). This violates the
linearity properties of the LTI model. This simplification was
based upon the fact that the overall shape of the damped
response was very similar to the original response. This
means that the response can be modeled either as a nonlin-
ear system or a piecewise linear system by taking the non-
linear portions of the model and piecewise linearizing them.
To obtain the primary components of the system, we have
elected to do the latter. This simplification is then used to
provide specific intuitions about the response of the system.
This model can later be modified to include specific nonlinear
components such as receptor saturation and receptor ligand
interactions that would then allow us to model behavior such
as the dose-dependent nonlinear response and the aspect
of tolerance. This approach is something dissimilar to the

Fig. 4. The z-score expression of all the clustered genes.
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mechanistic-based modeling proposed previously in which
intuitions about the system is used to create a comprehensive
model (Jin et al., 2003), in that we seek to create a framework
response, and then we incorporate additional factors such as
nonlinearities when faced with additional data. The addition
of these other factors essentially allow us to hypothesize the
behavior of important control elements in the system, rather
than requiring their knowledge a priori, and this represents
the difference between a hypothesis-driven approach versus
a data-driven discovery approach.

A LTI model satisfies two properties. First, it has a non-time-
dependent response. This means that there is no implicit time
definition, and so the modeling equation is defined as f(x(t)),
where x(t) is the input, rather than f(x(t), t). This property is
supported by use of ADX rats to eliminate the circadian effects
of endogenous corticosterone. The second is that the system
must reflect the principle of superposition. This means that
f(x(t) � y(t)) � f(x(t)) � f(y(t)), in which both x(t) and y(t) are
separate inputs. The primary attraction of this method is that it
greatly simplifies the overall construction of the model.

Fig. 5. Comparison between the transcriptional state
between time n versus time 0. Dashed line is the tran-
scriptional state of time 0, and solid line is the tran-
scriptional state at time n.

Fig. 6. Comparison between the objective func-
tions between the entire set of genes, 529 infor-
mative probes, and 529 randomly selected
probes.
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The LTI formulation allows for the use of the convolution
integral to determine the response of the system from an
input eq. 7. The use of the convolution integral is attractive
because it allows the system to be described in the Laplace
domain eq. 8, which allows for identification of mathematical
representations of physical factors or elements that amplify
or dampen the input response f(x).

f � g � �
0

t

f ���g�t � ��d� (7)

The gross schematic of a closed loop LTI model is shown in
Fig. 7. The model consists of a gain term k(s) and a feedback
term g(s). The feedback term relates the current state of the
system to a future state, and it does not strictly imply the
presence of the gene product activating a pathway that will
then deactivate it. The simplest mechanism that could func-
tion as this feedback term would be a reservoir that couples
the synthesis and degradation rates of mRNA.

Nominally, an LTI system is a set of differential equations
(Oppenheim et al., 1997). In the simplest case, a single input/
single output model, the differential equation can be written
as in eq. 8, where (m) and (n) represent the degree of differ-
entiation (first, second, third derivative):

�
n�0

p any�n� � �
m�0

q bmx�m� (8)

The Laplace transformation is defined in eq. 9. It is closely
related to a Fourier transform, and it is often used in elec-
trical engineering for systems identification (Franklin et al.,
2002):

L� f �t���s� � �
0

	

f �t�e�st dt (9)

The advantages of the Laplace representations are 2-fold.
The prediction of the response to other inputs such as chronic
drug infusion can be achieved through simple algebraic ma-
nipulation. In addition, the Laplace domain differential
equation has distinct physical meaning, and it can provide
insight as to the underlying mechanisms that govern the
observed response.

The conversion of a first-order differential equation into
the Laplace domain is given in eq. 10:

y � ay � x

L�y � ay� � L�x�

Y�s� �
X�s�

�s � a�

(10)

This generalized form has the corresponding Laplace
transform given in eq. 11, which in our case has the con-
straint where m � n:

Y�s� �
��s � an�

��s � bm�
(11)

This additional constraint imposes stability upon the sys-
tem that is not universally required, but in the context of a
biological responses to corticosteroids it is reasonable. An
unstable response would indicate a changing of state after
the drug has been cleared from the system. This could result
in death as the organism would be unable to recover ho-
meostasis. In eq. 11, we can represent the system as the
quotient of two polynomials. The polynomial is then factored
with the terms in the numerator representing the “zeros” of
the equation and the terms in the denominator representing
the “poles” of the equation. The factorized terms in the nu-
merators function as inductors, whereas in the denominator
function as capacitors. The biological analog of a capacitor is

Fig. 7. Proposed gross model and simulated drug activity. The feedback term (s � b)(s � c) associated with G(S) implies a two-compartment system
with an associated degradation term. K(s) was found to be constant.
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a compartment that accumulates the buildup of the input
signal or mRNA, and the biological analog of an inductor is
the inertia of the signal. For example, in the circulatory
system, the mass of the fluid being displaced can act as an
inductive element (Ferrari et al., 2003).

The feedback as described in this system does not neces-
sarily correspond to the biological notion of feedback. It only
requires that the rate of change, i.e., dx/dt, be dependent
upon X or the amount already present in the system. This can
be handled via the more familiar indirect response models
where the amount of the signal or mRNA directly affects the
sensitivity to the signal or the production of mRNA. How-
ever, it could also be modeled as a mass action system in
which the rate of loss is dependent upon concentrations al-
ready present through changes in either degradation or pro-
duction rates. However, at this point, we do not consider the
mechanism for feedback, but only establish that there is a
mechanism.

Part of the reason behind SLINGSHOTS was the extrac-
tion of the global dynamic. Figure 7 integrates the expression
profiles of different genes. Using the Laplace formulation, we
fitted the global dynamic to the general form given in eq. 11,
while minimizing the overall number of terms. This was
accomplished via the LSIM command in MATLAB (Math-
works Inc., Natick, MA), which takes the Laplace represen-
tation and is able to simulate an impulse response that leads
to the response observed in Fig. 7. It was found that the data
could have been fitted via eq. 12, an equation with no terms
in the numerator except for a constant scaling factor which
can be thought of as a constant amplification factor of the
mRNA signal, and two terms in the denominator indicates
the need for two capacitance elements:

Y�s� �
k

�s � a0��s � a1�
(12)

The first capacitance element (a0) is the circulation that acts
as a compartment that can store a portion of corticosteroid dose.
The second capacitance element (a1) includes the cells where
the signal alters the production of mRNA, thereby having an
indirect rather than direct effect. This reflects the original hy-
pothesis that the activity of corticosteroids is mediated via drug
from plasma interacting with tissue receptors.

Given the agreement between this model and those derived
previously (Dayneka et al., 1993), we think that the global
dynamic obtained via our K-S statistic acts as a good surro-
gate for the global activity of a population of genes, thereby
obviating the need to specifically identify genes that respond
to corticosteroids through a priori knowledge. The primary
advantage of using both the K-S statistic and the pole-place-
ment model for modeling identification is that it is a data
driven approach, and it is independent of researcher bias. It
does this without any loss in generality, as seen in the agree-
ment between the gross mechanistic aspects of the indirect
response models (Dayneka et al., 1993) and the mechanical
underpinnings of our model.

Functional Dynamics. To examine the functional dy-
namics of the system, we conducted an extensive literature
review of all affected genes. The genes were separated into
different functional categories that spanned multiple clus-
ters, and the hierarchical clustering and visualization gene
tree approach (Eisen et al., 1998) was applied as modified by

the GeneSpring software (Agilent Technologies, Palo Alto,
CA). We used this algorithm to construct a dendrogram of
genes with similar patterns based on the Pearson correla-
tions. A negative aspect of this tool is the assumption that the
points in the time series are equally spaced. Notwithstanding
this drawback, gene trees provide an excellent method of
visualizing the data set. It was necessary to first transform
the data so that the values for all probe sets were within the
same range. Values for each probe set on each chip were
expressed as a ratio of the mean of the four control values for
that gene, which we refer to as “normalized intensity.” Thus,
the average of each probe set has a value of 1.0 at zero time
and either increases, decreases, or remains unchanged rela-
tive to controls over the time series. Yellow in the graph
represents an expression ratio around 1, or no change. The
color progressing toward red indicates a normalized value
greater than 1, or up-regulation, and the color toward blue
indicates a value less than 1, or down-regulation from control
levels. Figure 8, A to L, provide the dendograms for the 12
functional categories (Other and EST were excluded). These
figures provide an overview of the effects of MPL on the
overall functional dynamics of the liver. For example, the
dominant red color in Fig. 8A demonstrates that the general
effect on transcription and translation is to enhance the
expression of the particular genes. It is interesting to note
that there is limited down-regulation of genes seen as a blue
band at the bottom. Notable among these genes is retinoid X
receptor, which is strongly down-regulated. This is probably
related to alteration of lipid metabolism seen in Fig. 8K. In
contrast, Fig. 8B shows that there is both significant en-
hancement and down-regulation of genes involved in signal-
ing. Figure 8C shows that the dominant effect of MPL is
down-regulation of genes involved in small-molecule metab-
olism. The interesting exceptions of glutamine synthetase
and ornithine decarboxylase in cluster 1 along with argini-
nosuccinate lyase and carbonic anhydrase in cluster 4 are
involved in disposal of the ammonia produced by gluconeo-
genesis from amino acid carbon. These figures also demon-
strate that the majority of the effects of MPL are finished
by12 h, although some effects on immune-related genes (Fig.
8E) and mitochondrial genes (Fig. 8J) persist well beyond
this time.

Discussion
The primary mechanism of action of corticosteroids is al-

teration of the expression of genes. In contrast to drugs that
have direct actions where there is a relationship between the
drug concentration at the effect site and magnitude of the
response, corticosteroids have indirect effects on gene turn-
over that persist long after the drug has dissipated. Most of
the extracted profiles have similar dynamics as those found
in the previous analysis, which consists of an initial deviation
from the baseline followed by a relaxation back to the initial
state (Jin et al., 2003).

This experiment was designed such that the single dose of
MPL initiated molecular events in time that continued until
the complex system returned to its initial equilibrium state.
The pattern recognition approach within the context of the
rich time series design allowed us to observe the overall
dynamics of the system as it is perturbed and re-equilibrates.
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Our method identifies the dominant motifs of this dynamic
process, and the genes that comprise these profiles. This
approach is different from the commonly used “clustering
algorithms” such as K-means or SOM where some similarity
measurement (e.g., correlation or Euclidian distance) is used
to collect genes into a predetermined number of similarity
groups. The present approach seeks in an unsupervised, “top
down” manner to identify the dominant motifs governing the
dynamics of the system. The use of this system dynamics
approach allowed us to both characterize the behavior of this
complex system and to parse into groups the contributing
elements of the system.

One of the difficulties with creating a PK/PD model from
individual genes or clusters is that it is difficult to tease out
the interplay between the different clusters. In an ideal sit-
uation, representative genes would respond only to the input
of corticosteroids. This is problematic for two reasons. First,
it is difficult to determine whether the gene responds only to
MPL. Methods such as computational prediction of transcrip-
tion factor binding sites are not sufficiently sensitive to fully
identify the possible regulators of a given gene, and even
techniques such as ChipChip experiments cannot identify
which of the possible regulators are active in a given study.
Second, the derivative effects of corticosteroids such as the
elevation of circulating glucose may have effects on the over-

all system, and such secondary changes may not be captured
by a single gene.

In a previous study, we generalized a representative gene
to identify genes with similar patterns (Almon et al., 2007).
Models were developed describing responses of these sets of
genes (Jin et al., 2003). This approach allowed for the incor-
poration of secondary effects and the identification of time-
lagged responses, but it was not able to account for complex-
ities such as the possibility that each of the genes may
interact with each other. Our previous corticosteroid models
were simplified as one dose of MPL was given and different
interactions were not considered. The models generated in
such a manner were not always applicable for a chronic
infusion regimen (Almon et al., 2007). Attempts have been
made to add back into the model the links in the form of other
biosignals and transduction steps and further work will be
needed to identify and quantify the transcriptional links that
tie together the disparate subsystems.

Creating models from the overall dynamics of the system
represents a level of abstraction that bridges the gap between
the simplicity of a single gene model and more complete
model(s) derived from multiple genes. It allows for the cre-
ation of models that do not require the explicit identification
of interactions between different genes, while still exhibiting
the salient properties of the system. In this case, we posited

Fig. 8. Temporal gene expression data of genes in 12 key functional categories.
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a central necessity of having a two-component model that
agrees with the general properties found in the indirect re-
sponse models (Dayneka et al., 1993). Building a model from
the global dynamics helps provide initial intuitions about the
system. It is more complete than single gene models because
it allows for a composite response that can come from multi-
ple genes. It lumps the different expression profiles into a
single dynamic. In addition, the global response provides an
alternative but complimentary view of the response dynam-
ics to drug administration rather than looking at individual
genes or systems that are affected. Instead of considering the
individual gene time courses, one considers the degree, the
extent, and how long the drug has a tangible effect upon the
overall system. This representation provides an overall con-
text for the development of more complex models for those
genes of special interest.

The intersection of the 216 probes extracted in the original
analysis and the 529 probes extracted via the new method,
there was an interaction of only 56 probe sets. Although this
may seem like a small amount, using analysis of variance on
the data set, with a p � 1.13 � 10�4, yielded 267 genes with
an intersection of only 36 genes. A majority of the genes that
intersected between the two data sets were found in clusters
1 and 6 in the original analysis and with a single gene found
in cluster 4. These correspond to the up-regulated, down-
regulated cluster, and one cluster that originally was termed
“biphasic” in which there was an initial down-regulation and
then an up-regulation above the initial baseline level before
returning to the final steady state. In this analysis, we will
not be differentiating the biphasic response as a separate
mechanism because it can be reconstructed via the standard
two-pole LTI model as easily as the other systematic profiles,
and it suggests the existence of a complex pole. Physically,
the LTI model can be implemented as a delay in the system
either through inertial means such as differences in diffusion
rates or in the case of the CS models, the implementation of
a lag term in which there is an intermediate gene that is
transcribed, which later activates another gene as denoted by
intermediate biosignal (BS) in the original CS model (Jin et
al., 2003).

Two of the clusters that were not found in our analysis
correspond to clusters 2 and 5, which are sparsely populated
and therefore do not seem to be part of any significant coor-
dinated event. However, of greater concern is cluster 3 in the
original analysis, which again shows a systematic overshoot
profile but was not selected via our SLINGSHOTS algorithm.
This may be due to the greater variability in the cluster due
perhaps to intermediate signals that are not consistent be-
tween the genes as evidenced by the large difference in the
kd_BS in the genes of that cluster when associated with the
fifth generation model, showing that they have different in-
termediate signals; therefore, they are not direct effects of
corticosteroid on mRNA expression levels but rather second-
ary effects that may still be important. The breakdown of
cluster coherence as the corticosteroid response progresses
through multiple layers of the cascade is something that can
be addressed with parameters with less granularity such as
increasing the windows size from two time points to three
time points. However, this loss of coherence weakens the
concept of coexpression implying coregulation (Wolfe et al.,
2005). Therefore, we think that the SLINGSHOTS algorithm
represents one of the many steps needed to fully decipher

complex transcriptional mechanisms; therefore, it does not
negate the value of the previous analysis.

The original motivation for re-examining the extensive
gene array data were to determine whether a more compre-
hensive set of genes affected by MPL could be selected. In this
formulation, we identified 529 probes as opposed to the 192
that had been found initially. The high correlation of the
genes selected lends confidence in the clusters. From these
genes, we have isolated many major components that are
responsible for the effects of corticosteroids, such as tran-
scriptional signaling, small-molecule metabolism, and genes
responsible for controlling metabolic shift changes.

Most importantly, we have identified the global dynam-
ics of the system and we have proposed a relatively simple
model that can be used as the basis to model the dominant
PK/PD responses of the liver to MPL. Although this model
is less complete than the previously devised PK/PD mod-
els, it has the primary response feature of the model,
namely, turnover of mRNA. Although the interplay be-
tween the different genes has not been identified or quan-
tified, the current model explains the general response
pattern. The identification and quantification of the sys-
tems that are responding as part of this global response
will be a logical next step. In essence, we have created a
framework within which additional PK/PD models for drug
responses can be developed. The overall value of this algo-
rithm is not so much its ability to select genes, but rather
its selection of elementary response profiles and to de-
scribe the global response dynamics of the system.
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