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Abstract: Internetware is an abstract of software system basic paradigm under an open, dynamic and ever—
changing Internet environment. This new software system is architected on an effective collaboration of hetero—

geneous and autonomous software service entities under an open environment. Its reliability depends not only
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on autonomous software entity itself, but also on dynamic changes of outside, such as changes of service en—

tity elements under an open environment. The current reliability measurement model for traditional software is

no longer suitable for this new software paradigm. It becomes a more urgent issue whether a good reliability

measurement model can be built under internetware software paradigm. A concept of failure counts during

service update process is brought forward. Service update intensity is applied into Musa—Okumoto model,

which is one of the most widely used software reliability models, therefore this model is expanded under new

software paradigm. Finally internetware deterioration and its condition are also discussed.
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1 Introduction

Internetware is a new paradigm of software fit
for a collaborated, open and dynamic environment.
Its operation depends on all kinds of heterogeneous
and autonomy service entities’ collaboration'. Tt is a
natural extension of traditional software structure,
but has its own unique characters such as open
structure, dynamic cooperation, online evolution,
environment apperception and self-adaptation®?. In-
ternetware will span from information web to soft-
ware web.

Internetware has a service—oriented architecture
and its component is a service entity (Fig.1). Here,
service entity, in forms of distributed, autonomous
independent,

and heterogeneous components, is

spontaneous and self—adaptive. Entity interaction is

service

inter—connection, inter—communication, collaboration
and alliance by manners of several static connection

and dynamic cooperation.

Service entity )<Connection and interaction™>( Service entity

Fig.1 The basic paradigm of

service—oriented software
Pl 1 o IR S5 5K A R JE A E &%

However, internetware development process is
under an open, dynamic and ever—changing Internet
environment with rich basic software resources (see
Fig.2). Tts basic system is assembled by resources
of basic software entities which is self-independent
and can not be managed and collaborated directly
by developer. What’s more, in the total internet—

ware lifecycle, the structure of internetware is still

Software operation platform

Software operation platform

Fig.2 Internetware paradigm
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under dynamic evolution after internetware has been
submitted for operation. For example, by system re—
quirements changes, participant service entities may
dynamically leave or join the system, or by sur—
roundings changes, service entities functions will be
re—configured and updated™.

Therefore service update includes two levels of
meanings: one level is service update by the com-—
position changes of its service entities, the other
level is the update by single service entity itself.

Traditional reliability models only discuss these
failures caused by software fault while ignoring the
problems caused by internetware dynamic evolution.
We’d like to introduce service updating process into
the model to adapt to such new software paradigms.
In the 3rd section, we will discuss in details about
some changes after we impose service updating inten—
sity on Musa—Okumoto model. Considering side effects
that each update will bring, we also define side
effect intensity in the 5th section to depict deterio—

ration of software.

2 Internetware Reliability Static Model

Traditional software reliability models can be
categorized as time—based model, which is based on
software failure time and failure intervals, such as
Jelinski—-Moranda models; failure—based model, which
is based on the sum of failures and failure rate,
such as Goel-Okumoto and Musa—Okumoto model®.

According to hypothesis of comprehensive mod-
el, testing environment and statistics methods pre -
sented in Reference [6], it can be also grouped as
random process model, such as Markov process
model and Poisson process model and non-random
process model.

Among process models, if supposed failure rate
is a constant in software unchanged intervals and

drops along with failure counts, those models belong

to Markov process type; If cumulative failure counts
during debugging process is taken as time function
N(t), under some conditions it can be approximate to
a non Poisson process, such models belong to non—
Poisson Process type. Under such a way of catego—
rizing, Jelinski-Moranda model belongs to Markov pro—
cess, Goel-Okumoto model to non—Poisson process.
While Musa’s execution time model shall fall into
Markov process type, that is to say, future distribu—
tion condition of a process is independent to the
past. And Musa—Okumoto’s logarithmic—Poisson—exe—
cution—time—model shall be in non-homogeneous Poi—
sson process type. Failure refers to many faults or
bugs that reside in the code. When an input to the
software activates a module where a fault is pre—
sent, a failure can occur.

Cumulative failure function N(t): cumulative
number of failures experienced by time ¢. It is a
random process. The expected value of N(¢) is called
the “Mean value function”:

w(t)=E[N(1)]

Failure intensity function A(7) represents the
rate of change (derivative) of the mean value func—

tion w(z):
A=)

Failure rate, also called hazard rate, is the
rate at which failures occur in the interval [t,i+A¢]:

(1)=lim pU<T<t+AdT>t)
A0 At

where T represents time when failure occurs.

)
(t)_R(t)

Unreliability F(¢) is the probability that a fail-

ure will occur in the interval [0,¢]. And f(¢) is the
density function of F(t).

Reliability R(#) is the probability of failure—free
operation for a specified period under stated condi-
tions. R(t¢) is probability for no failure in the inter—

val [0,1].
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RW=1-F(10), R(D= | fo)ds
2.1 Software Service Entity Reliability

Analysis

Suppose bugs of component software are inde—

pendent to each other, based on cumulative failure
function, we can use Goel-Okumoto model to give a
system reliability exponent growth model (NHPP).
Here, a is the expectation of number of bugs
found; b is bugs found rate at time ¢, then failure
intensity function and mean value function of each
service software entity can be expressed as below:

—bt
Failure intensity function A(t)=abe

—bt
Mean value function u(t)=a(l-e )

The reliability of failure—free operation in (z ,z+At)

(t, is the time when the ith failure has occurred):

-bAt

R(Atlt, ):exp(—aeiml( l-e )
2.2 Reliability Analysis

Structure of Service Entities

on Connection

The reliability of service assembled system de—
pends not only on different reliability of each ser—
vice component, but also on relationship of the
connection structures of each component. The rela—
tionship can be grouped as below™:

(1)Serial system C,—C,—>-~—C,, Failure of any

component results in the failure of the whole system.

Failure intensity: A = le A,

System reliability: R (1)= H R, (1)
: i=1

where A, is the Failure intensity and R, (t) is the
reliability of the ith component C..
(2)Parallel system C, || C, || -+ || C,, Failure of all

n

components results in the failure of the whole system.
System reliability: R (t):l—H(l—Ri (t))
p

(3)Circulate service system, one or more com-—

n

ponent circulated for N times use [C,] .

(t)=R,(¢)"

(4 )Parallel-Series system

(€€ C, ) [ (G —Cy 0, ) |
e

System reliability: R

sys

_>an2 e ._>Cmn )

ml

then single path reliability of the system is RL:HRL.].;

=1

System reliability is R, =1- H (1- HRij ).
Pl =

(5)Series—Parallel system
(Cll | G, Il C, )_>(Clz | C,, [l C.. )=

..._,(Cln || CZn || || C )

mn

then single path reliability is R, =1—H ( I-R, ) and
i=i

n

System reliability is R, :H [ 1—H (1-R;) } .
i=1

1
(6)MIN system
Suppose there are total N same components
with reliability R(z) in a parallel system, at least M
components need to work correctly for the system to

function properly (m<n), then system reliability is

m—1
R, ()=1-,
=0

Obviously when M=1, it deteriorates to parallel sys—

K IR (1-R()”
\z

tem and when M=N, series system.
2.3 Reliability Analysis on Connection of
Service Entity

The service interface of internetware components
can be realized on different platforms and can be
accessed and interacted by different communication
protocols such as Java RPC, SOAP, etc, on the
other hand, a uniform service interface described in
WSDL is provided to the outside. Therefore, the re—
alization and access of components service is sepa—
rated. Developer only needs to know the components
service interface, ignoring its realization and ac—
cessing methods. Developer has much easier access

to these component resources. The protocol of mid-
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dleware components of internetware determines the re—
liability of its connection.

SOAP provides an interchange mechanics based
on XML for different components under internet en—
vironment. Different from other protocols, SOAP ar—
ranges transferred message to text form, which is
designed for combination with all kinds of protocols.

The reliability of SOAP depends on its binding
with transport protocol. If UDP related transport pro—
tocol is adopted, groupings may be lost due to
some factors such as the band width, time exten-—
sion, size of the grouping and so on" If bound with

common HTTP or SMTP protocols, its reliability is
guaranteed by TCP.

3 Reliability Model Based on Service Up-
date

Service oriented, internetware possesses the
paradigm shown as Fig.2. Smooth running of sofi—
ware depends on reliability of service entity. Failure
count is a random process, its cumulative failure
function is determined by two other random processes.

(1)Cumulative failure function N(¢), where the
failures are caused by service component entity fault;

(2)Cumulative failure function M(¢), where the
failures are caused by service updates under a dy-
namic evolution environment or system requirements
changes.

While service oriented failure count is also a
random process, it is two dimension distribution of
N(t) and M(z). Model hypotheses with reference to
[11-13] are given as below:

(1)When time ¢ is O, failure count is 0 and
service update count is 0.

(2)Since service failure caused by service entity’s

fault or bugs will reduce along with progress of test—

ing, thus failure intensity A(z) decays exponentially:

6, (1)
A(L)=A e

(A, is initial failure intensity, 6 is failure intensity
decay parameter and w, (1)=E[N(1)])

(3)Suppose failure increase caused by service
changes is stable which is a homogeneous Poisson

process and service update intensity 8(¢) is a constant

(Ei, and then there exist
B(t):dﬂjit(t):é, w, (1)=E[M(1)]

(4)Suppose no new bugs occur after service
entity’s malfunction has been repaired; suppose if
service updates happen, component service entity’s
original failure rate and failure decay rate after ser—
vice updates are equal to their values before service
updates. (Of course, this supposition is ideal. We
will discuss later in the 5th section, the situation
where every service update will incur new bugs).

(5)Within a small interval (¢,z+A¢), probability

of one service failure is A (#)At+o(At), probability
of more than one failure is o(Az), lim M:O.
a0 At

From supposition (2), differential equation can

be deducted as

O, (1)
e
dt :A()a
. . ](f) . .
Its integral is e  =A,60t+C, C is integral constant.

From supposition(l), ,LL,(O):O, so C=1. The

mean function is

In(A,6+1
iy (1)= ML) (1)
0
From supposition  (3), differential equation
d“éit(t)zé , integral is u, (1)=6t+C, C is integral

constant, and from supposition (1), C=0 and

w, (1)=51 (2)
Since service update random process and component
software entity failure process are independent to
each other, from supposition (4), the mean value

function of service failure can be calculated
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w(t)=s, (t)+,u,2(t):;—ln()\06‘t+1 )+t (3)

From supposition (1) and (5), service failure

is a Poisson process. Therefore, probability of w(t)=
" —w(t)
m is Pr{w(t):m}:Me , service reliability
m!

distribution is

(At )=w(e,_, )]

R(Allt,_, )=e (4)
By formula (3) and (4)
InA,0C A+, )+1

R(Atl,_, )=exp{-[ 7 +(§(At+ti,1 )-
InA,60(. 1
& Oe(gl_l )+ _Sti—l]}:
Aot +1 V0 5a
WAV RS (5)
A0t +1

Let f:tlg—ln , the formula (5) is

A0 Art, )+1
simplified as
R(Atle,_, )=explé-5At) (6)
In actual application, parallel and series struc—
ture systems are most commonly used, such as an
example in the coming section. Suppose the base
protocol of component connection is reliable and the

reliability function of service k is

R, (Adle_, )=expl£, 8, At}
then when two services are series structured, their
joint reliability function is calculated
R, (Atlti—l >=exp{§1 +§z_(51 +$2 )At} (7)
When two services are parallel structured, their

joint reliability function is calculated

R, (Al )=R, (Al )+R, (Adle_ )R, ., (Adle,_, )=
explé, =8, At)+expl€, -5, Ar)-
exp{¢, +§2_(‘§1 +‘§2 )A) (8)

4 Example
In this section, the above model based on inter—

net service changes is applied to analyze its service

reliability, then an overall reliability measurement is
given by analysis on connections between internetware
entities.

An example quoted from reference [14] with
some modification is shown as Fig.3. A composite
service TravelPlan, presented by a travel agency
combined with services of its partners such as air—
lines, train ticket agencies, banks, express compa-—

nies and so on, can tailor-make a travel plan for

its customers according to their different needs.

6

{ CalFees Hpayment}—' 7

EMS

S
CheckUser —»

Fig.3 Travel plan
Pl 3 diedrilil

Each service function is shown as below:

CheckUser: check if flow requestor is registered
user of the travel agency and book hotel at destina—
tion;

Flight: book the flight tickets to destination;

Train: book train ticket to destination;

Calfees: calculate total expense;

Payment: pay the expense;

FedEx, EMS: finally book FedEx, UPS or EMS
to deliver notes.

Among them, services of booking air tickets or
train tickets are parallel. The flow will continue if
only one booking service is successful. Another par—
allel structure is to book service from two express
companies. Actual delivery only requires one, with—
out any orientation.

Suppose the base protocol of the connection of
component is reliable, the formula of the above
section of (7) and (8) can be directly applied.

The reliability of the whole system is distribut—

ed as below:
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R, (t)=explé, +&,+£,—(5,+6,+8, )At}+

(explé, —5, At}+explé, -8, At)—explé, +£,~(8,+8, )Ar)) -

(expl€, -8, At}+explé, -8, At)—explé, +&,—(5,+8, )At})

5 Internetware Deterioration Discussion
on the Model

In total life cycle of internetware, its idealized
curve shows the software will not wear out, but de-
terioration does exist. New faults may occur in every
software service changes, which will dramatically in—
crease failure intensity (failure rate) as Fig.4 shows
below. Before the curve can return to original
steady—state failure rate, another change is request—
ed, causing the curve to spike again. Slowly, the
minimum failure rate level rises gradually. In other
words, software is deteriorating due to side effects

caused by continuous changes!™.

Failure rate increased
due to side effects

Failure
rate

Actual curve

Idealized curve

»
»

Time

Fig.4 Software failure rate curve
Pl 4 BRPFRACR 2k
So the above model hypothesis shall be modified
as such: if at time ¢, service update happens, after

i times changes, the failure rate is changed from A,

to A, . Suppose failure decay rate 6 is the same
after each change, and service update side effect
. . InA_ —InA,
index is %, When
1
—Sp.(l,,+§) s
A, e >Ae =

L oA, —Ind s+ ) ul)
4 5

That is to say, when side effect index is bigger

than the failure counts in the interval time 1/8 s
software deterioration happens.

Therefore, we can test internetware under
above conditions and judge if software deteriorates.
We can enhance software reliability by improving
quality of service update and reducing service up-—

date intensity.

6 Conclusion

This article, on the basis of failure counts in
service changing process, introduced service chang—
ing intensity into Musa-Okumoto model as an ex-—
pansion under internetware paradigms. From formula
(5) it can be found that service reliability is under
minus exponential relationship with service change
intensity. If our requirements change frequently and
internet service is not stable, then service reliability
will be reduced due to increased update intensity.
The model proposes a reliable measurement for in—
ternetware under an open, dynamic and evolved en—
vironment. Finally the article also discussed some
problems that may occur when the model is applied
to practical use. The model is still under prelimi—
nary stage and its precision will be tested in prac—
tice. It can be improved by some new approaches

such as internetware response and its lifecycle.
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