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ABSTRACT

Vertical diffusivity at the thermocline depths is now believed to be as small as 1 3 1025 m2 s21. In order to
accomplish a reliable simulation of the World Ocean for the vertical diffusivity of 1 3 1025 m2 s21, two advective
tracer transport schemes, the Uniformly Third-Order Polynominal Interpolation Algorithm (UTOPIA) of Leonard
et al. and the Multidimensional Positive Definite Advection Transport Algorithm (MPDATA) of Smolarkiewicz,
are incorporated into an ocean general circulation model. Intercomparison is made among simulations using
UTOPIA, MPDATA, and the centered differencing scheme. When UTOPIA or MPDATA is adopted, features
at the thermocline depths are realistically simulated. Increase in computational cost is moderate. Circulations
associated with Antarctic Bottom Water (AABW) in the Atlantic and Circumpolar Deep Water (CDW) in the
Pacific are not reproduced at all for such small vertical diffusivity, although the circulation associated with North
Atlantic Deep Water (NADW) has reasonable intensity. Another experiment with UTOPIA for the vertical
diffusivity of 5 3 1025 m2 s21 shows that the circulation associated with NADW is relatively insensitive to
vertical diffusivity, compared with the circulation associated with AABW and CDW.

1. Introduction

Most OGCMs used so far adopt the centered differ-
encing scheme for advective tracer transport (e.g., Bryan
1969). This scheme induces so-called numerical dis-
persion, which causes nonphysical spatial oscillation in
the tracer field. When the vertical diffusion coefficient
is taken sufficiently large, such nonphysical oscillation
is damped to die out. As the vertical diffusion coefficient
is taken smaller, however, such oscillation survives and
causes unstable vertical stratification, especially where
the vertical velocity is large (Yamanaka et al. 1999,
manuscript submitted to J. Phys. Oceanogr.). Since
OGCMs usually remove unstable vertical stratification
by invoking convective adjustment (instantaneous ver-
tical homogenization) or giving a highly enhanced value
for the vertical diffusion coefficient, such oscillation
leads to strong vertical mixing. In consequence, non-
physical structure appears in the result, or the compu-
tation blows up.

Some OGCMs adopt the upstream or the weighted
upstream scheme for advective tracer transport (e.g.,
Maier-Reimer et al. 1993; Suginohara and Aoki 1991).
These schemes do not induce nonphysical oscillation.
Instead, their accuracy is lower than that of the centered
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differencing scheme, and the effect of the error is to
enhance diffusion. The diffusivity induced by such nu-
merical diffusion is approximately proportional to the
width of the numerical grid and the advection velocity.
When we want to keep the numerical vertical diffusivity
smaller than 1 3 1025 m2 s21, which is the observed
value at thermocline depths (e.g., Gregg 1989; Ledwell
et al. 1993), the vertical numerical grid spacing should
be taken less than several meters. Such fine resolution
requires enormous time in computation, thus making it
difficult to carry out a global ocean simulation. The
behavior of the centered differencing and the weighted
upstream schemes in an OGCM is well documented by
Yamanaka et al. (1999, manuscript submitted to J. Phys.
Oceanogr.).

There have been several schemes developed that have
little numerical dispersion and a higher order of accu-
racy compared with the centered differencing scheme.
One of the most accurate schemes to date is the flux-
corrected transport (FCT) scheme of Boris and Book
(1973). When the FCT scheme is incorporated into
OGCMs, computational cost doubles compared with
models with the centered differencing or the upstream
scheme (Gerdes et al. 1991). There are some less ex-
pensive alternatives: the Uniformly Third-Order Poly-
nominal Interpolation Algorithm (UTOPIA; Leonard et
al. 1993) and the Multidimensional Positive Definite
Advection Transport Algorithm (MPDATA; Smolar-
kiewicz 1984). They have the same or higher order of
accuracy as compared with the centered differencing
scheme, and exhibit little numerical dispersion.
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FIG. 1. Zonally averaged annual-mean distributions of (a) temperature and (b) salinity in the Atlantic and (c) temperature and (d) salinity
in the Pacific for the case UTOPIA. Contour interval is 18C for temperature and 0.1 psu for salinity.

UTOPIA (and its associate schemes) and MPDATA
have already been applied to some OGCM-based stud-
ies, but applicability of them to realistic ocean simu-
lation has not been well discussed. Farrow and Stevens
(1995) incorporated the Quadratic Upstream Interpo-
lation for Convective Kinematics (QUICK; Leonard
1979), which is one of the associated schemes of UTO-
PIA, into their OGCM for modeling the Southern Ocean.
And they reported that under- and overshoot of the tracer
values, which had been induced by numerical dispersion
of the centered differencing scheme, were significantly
reduced. Hecht et al. (1995) compared the performance
of various advective transport schemes, including UTO-
PIA and MPDATA, in the context of two-dimensional
passive tracer advection. They also compared compu-
tational costs of those schemes. Hecht et al. (1998) im-
plemented those schemes in their OGCM with an ide-
alized basin geometry and forcing and showed that dis-
persive error in the transport of temperature and salinity
along the western boundary was much suppressed. Hol-
land et al. (1998) chose QUICK as the tracer transport
scheme in their global-domain OGCM and reported that
the simulated tracer fields were improved.

In this study we incorporate UTOPIA and MPDATA,
for both horizontal and vertical advection, into our

OGCM and then carry out simulations of the World
Ocean circulation by using three schemes, the centered
differencing scheme, UTOPIA, and MPDATA. The ver-
tical eddy diffusion coefficient is chosen to be 1 3 1025

m2 s21. Results are compared with one another to assess
usefulness of UTOPIA and MPDATA in reproducing
observed features in the temperature and salinity fields
at the thermocline depths. It is expected that such small
vertical diffusivity as used here for the deep ocean caus-
es too weak a circulation. Traditionally, vertical diffu-
sivity has been taken higher for the deep ocean in
OGCMs by simply prescribing it as a function of the
depth (e.g., Bryan and Lewis 1979) or by assuming it
to be a function of stability (e.g., Hirst and Cai 1994).
Nevertheless, we do not adopt depth- or stability-de-
pendent diffusivity. There is some evidence that vertical
diffusivity in the deep ocean is spatially highly variable,
and is as small as 1 3 1025 m2 s21 over smooth bottom
topography (e.g., Polzin et al. 1997). Thus there is a
need to check if the schemes behave reliably with such
small vertical diffusivity in the deep ocean. For the mod-
el with UTOPIA, a case for larger vertical diffusivity
is performed, and dependence on vertical diffusivity is
also discussed.

The present paper is organized as follows. In section
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FIG. 2. Same as in Fig. 1 except for the case MPDATA.

2, the advection schemes used in this study are outlined.
Model description and setup for the experiments are
given in section 3. Results are described in section 4.
Finally, summary and concluding remarks are presented
in section 5.

2. Advective transport schemes for tracer

We briefly explain the concept of the advective trans-
port schemes used herein. A good review is given by
Rood (1987) for a variety of advective transport
schemes and their characteristics.

For simplicity, let us consider the finite-difference
discretization of a flux-form, one-dimensional advection
equation for tracer c:

]c ]
5 (uc), (1)

]t ]x

where t is time, x is the spatial coordinate, and u is the
advection velocity, which is assumed to be constant.
When (1) is finite differenced in space with evenly
spaced grid of width Dx, it becomes

]c uc 2 uci i11/2 i21/25 1 error, (2)
]t Dx

where the subscripts denote the spatial grid points. Val-
ues of c are defined and predicted at points of integer
subscripts. Half integer value for the subscripts indicates
the grid boundary between adjacent grids. The error
depends on estimation of c at grid boundaries.

In the upstream scheme ci21/2 is estimated to be equal
to the value of c at the grid point just upstream: ci21/2

5 ci21 for positive u and ci21/2 5 ci for negative u. In
the centered differencing scheme ci21/2 is estimated by
linear interpolation of the values of c at the grid points
just up- and downstream: ci21/2 5 (ci21 1 c i)/2. Ac-
curacy in estimating ci21/2 is higher than that of the
upstream scheme by one order.

Making use of ci, c i21, and an additional gridpoint
value of c in the upstream (c i22 for positive u), we can
estimate ci21/2 with quadratic interpolation. This method
is named QUICK by Leonard (1979). The accuracy in
the estimation of ci21/2 is higher by one order than that
of the centered differencing scheme. Accuracy in solv-
ing (1) becomes higher when temporal variation in ci21/2

during the time step is taken into account. This method
is named QUICKEST (QUICK with Estimated Stream-
ing Terms) by Leonard (1979). Multidimensional ap-
plication of QUICKEST, which is named UTOPIA, is
given by Leonard et al. (1993), and flux-form imple-
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FIG. 3. Same as in Fig. 1 except for the case CTDIFF.

mentation of UTOPIA is documented by Leonard et al.
(1994). In the application of UTOPIA to our OGCM,
the horizontal dimension is separated from the vertical.
That is, two-dimensional UTOPIA is used in the hori-
zontal and QUICKEST is used in the vertical.

MPDATA (Smolarkiewicz 1984) is a flux-corrected
transport scheme based on the upstream scheme. That
is, time integration is first made by using the usual up-
stream scheme. Then, correction is made by use of the
upstream scheme, where ‘‘anti-diffusive’’ velocity is ap-
plied instead of advective velocity. The anti-diffusive
velocity is so defined that the numerical diffusion is
corrected and that the procedure consequently ensures
the same order of accuracy as the centered differencing
scheme. The correction accompanies error, which can
be reduced by iterative correction. By our experience
in simulating the World Ocean, however, the iterative
correction does not lead to notable improvement so that
we only adopt single-time correction in the experiment
presented herein. MPDATA requires that the advected
quantity is positive everywhere. In this study, 108C is
added to temperature before calculating the advection
and is subtracted afterward. We also tested the case
where 58C is used instead of 108C, but there was no
difference.

The schemes introduced here are based on an evenly

spaced grid. As described above, the estimate of c at
grid boundaries by the centered differencing scheme and
QUICKEST can be interpreted as interpolation. Thus,
application of these schemes to an unevenly spaced grid
is straightforward, and the order of accuracy is not low-
ered as long as variation in grid spacing is smaller than
width of each grid itself by more than one order. For
MPDATA, however, the anti-diffusive velocity cannot
be well defined for unevenly spaced grid. It is possible
to use the same formulation as developed for an evenly
spaced grid, but the order of accuracy is lowered. The
actual magnitude of error induced by uneven grid spac-
ing depends on vertical velocity and difference between
adjacent grids. The effect of uneven grid spacing is
examined in an appendix.

3. Model description and setup for experiments

An OGCM used here is the CCSR–OGCM, which is
a three-dimensional, rigid-lid ocean model developed at
Center for Climate System Research (CCSR), Univer-
sity of Tokyo. The numerical schemes for other than
advective tracer transport are similar to those described
by Bryan (1969). Unstable stratification is removed by
convective adjustment.

The model domain is global with realistic bathymetry.
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FIG. 4. Same as in Fig. 1 except for the climatology by Levitus and Boyer(1994) and Levitus et al. (1994).

For the sake of computational efficiency, the Arctic
Ocean is completely removed. The Mediterranean Sea
is also excluded. The horizontal resolution is about 2.88
both in the zonal and meridional directions. Such hor-
izontal resolution as this is often categorized as
‘‘coarse,’’ in the sense that mesoscale eddies are not
resolved. There are 40 levels in the vertical: the grid
width is variable from 50 m for the top level to 200 m
for the bottom level, containing 15 levels in the top
1000 m. Note that this vertical resolution is relatively
high compared with other global ocean models. Iso-
pycnal diffusion (Cox 1987) is applied, where the is-
opycnal eddy diffusion coefficient and the background
horizontal eddy diffusion coefficient are chosen to be 1
3 103 m2 s21 and 1 3 102 m2 s21, respectively. The
vertical eddy diffusion coefficient is 1 3 1025 m2 s21,
unless otherwise noted. The coefficients for the vertical
and the horizontal eddy viscosity are 1 3 1024 m2 s21

and 2.5 3 105 m2 s21, respectively.
Wind forcing at the sea surface is taken from the

monthly climatology of wind stress (Hellerman and Ro-
senstein 1983). Thermal and freshwater forcing at the
sea surface is imposed by restoring to the monthly cli-
matology of the sea surface temperature (Levitus and
Boyer 1994) and salinity (Levitus et al. 1994). The re-

storing time constant is 30 days for both temperature
and salinity.

Each model integration is initiated from a state of rest
and constant temperature and salinity. Time integration
is made until an almost steady state is obtained, ap-
proximately for 7000 years. The acceleration method of
Bryan (1984) is adopted: the time step for the tracer
equations is 1 day, and that for the momentum equations
is a tenth of that for the tracer equations. Heat capacity
is not modified for the acceleration. After an almost
steady state is obtained, the integration is further con-
tinued for several tens of years without the acceleration
method. Even when the forcing is seasonally varying,
this procedure gives reasonable results with significantly
reducing computational cost (Danabasoglu et al. 1996)
although some systematic errors are expected (Nakano
et al. 1999).

Experiments are carried out by using the three
schemes presented in section 2. We call the cases by
the names of the schemes: CTDIFF (centered differ-
encing scheme), UTOPIA, and MPDATA. Another case
is also calculated, where UTOPIA is adopted and the
vertical eddy diffusion coefficient is taken to be 5 3
1025 m2 s21. We call this case UTOPIA-5.
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FIG. 5. Zonally averaged temperature difference (8C) between the
200 and 600 m depths in the (a) Atlantic and (b) the Pacific. Solid
line is for the case UTOPIA, dashed line for the case MPDATA, dash-
and-dot line for the case CTDIFF, and circles for the climatology.

4. Results

Figures 1 through 3 show zonally averaged, annual-
mean distributions of temperature and salinity in the At-
lantic and the Pacific for the cases UTOPIA, MPDATA,
and CTDIFF, respectively. For the sake of comparison,
annual-mean climatology constructed from the temper-
ature data of Levitus and Boyer (1994) and the salinity
data of Levitus et al. (1994) is shown in Fig. 4.

As an index for sharpness of the thermocline, zonally
averaged difference in temperature between depths 200
m and 600 m is plotted in Fig. 5. In the Atlantic, the
thermocline is well simulated in the cases UTOPIA and
MPDATA, while that in the case CTDIFF is diffuse,
especially at low latitudes. The poor performance in the
case CTDIFF is related to the irregular structure rec-
ognized in Fig. 3a. In the Pacific, the simulated ther-
mocline is more diffuse in all of the cases than in the
climatology. It is mainly due to the fact that the Pacific
deep circulation is not reproduced in these experiments.
This point is discussed later. Still, the thermocline for
the cases UTOPIA and MPDATA is relatively sharp
compared with that for the case CTDIFF.

The depth of the salinity minimum in the Atlantic,
which corresponds to Antarctic Intermediate Water
(AAIW), may be another good index to show the
model’s ability to simulate features at the thermocline
depths. In the climatology (Fig. 4b), the depth is be-
tween 700 m and 800 m. In the cases UTOPIA and
MPDATA (Figs. 1b and 2b), it is about 800 m. In the
case CTDIFF (Fig. 3b), the northward intrusion of the
salinity minimum is not well developed. Furthermore,
there are many maxima and minima, particularly at low
latitudes. The poor performance for the case CTDIFF
is caused by dispersive error and associated artificial
vertical mixing. The nonphysical, noisy structures due
to the centered differencing seen in the temperature and
salinity fields are better recognized in the horizontal
view. Figure 6 shows horizontal distributions of the an-
nual-mean salinity at the 175-m depth for the cases
UTOPIA and CTDIFF. The distribution is smooth in the
case UTOPIA, whereas it is irregular in the case
CTDIFF because of under- or overshooting of tracer
values. Such irregular structures are conspicuous where
currents are strong, in the western boundary and the
equatorial regions. Similar features are recognized in
horizontal distributions of temperature. In previous
studies with the centered differencing scheme, higher
values were taken for vertical diffusivity to simulate the
World Ocean. As a consequence, the tracer distribution
does not look so irregular. However, the vertical dif-
fusion coefficient of 1 3 1025 m2 s21 is too small to
suppress nonphysical oscillation due to the centered dif-
ferencing scheme.

The simulated deep or bottom water is colder and
fresher, especially in the cases UTOPIA and MPDATA,
than in the climatology. Since vertical diffusivity is tak-
en very small even in the deep ocean, Antarctic Bottom
Water (AABW), Circumpolar Deep Water, and accom-
panying circulations are not expected to be well repro-
duced in these simulations. Figure 7 shows the stream-
function of zonally integrated, annual-mean meridional
overturning circulation in the Atlantic, the Pacific, and
the global ocean for the cases UTOPIA, MPDATA, and
CTDIFF. In the case CTDIFF, nonphysical structures are
recognized. For example, there is downwelling to great
depths in the subtropical Pacific. These structures are
artifacts induced by numerical dispersion. In the cases
UTOPIA and MPDATA, there is virtually no volume
transport for the Atlantic bottom circulation and the Pa-
cific deep circulation, and there is a middepth northward
transport from the Southern Ocean to the subpolar North
Pacific.

In the case UTOPIA, the intensity of the Atlantic deep
circulation associated with southward extension of
North Atlantic Deep Water is 17 Sv (Sv [ 106 m3 s21)
in its production region, with 13 Sv crossing the equator.
The amount of the cross-equatorial transport is smaller
than observational estimates (e.g., Schmitz 1995). This
is mainly because we do not take special care to repro-
duce the Atlantic bottom circulation associated with the
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FIG. 6. Annual-mean salinity distribution at the 175-m depth for the cases (a) UTOPIA and (b) CTDIFF.
Contour interval is 0.1 psu.

northward extension of AABW: adding 4 Sv to the At-
lantic bottom circulation makes it closer to the obser-
vational estimates. The intensity of the circulation is
similar in the case MPDATA. The slight difference be-
tween the cases UTOPIA and MPDATA may be a result
of the different accuracy between UTOPIA and MPDA-
TA, including the effect of unevenly spaced vertical
grids. In these cases, the global meridional overturning
circulation is mostly accounted for by the Atlantic deep
circulation, as the Pacific deep circulation and the At-
lantic bottom circulation are very weak. Thus, Figs. 7g
and 7h indicate that most of the Atlantic deep circulation
is connected to the upwelling in the Southern Ocean.

Figure 8 shows zonally averaged, annual-mean tem-
perature and salinity distributions, and the streamfunc-
tion of zonally integrated, annual-mean meridional-

overturning circulation in the Atlantic and the Pacific
for the case UTOPIA-5. Since the vertical diffusion co-
efficient is taken larger, 5 3 1025 m2 s21, the thermocline
is more diffuse and the depth of AAIW in the Atlantic
is deeper than in the case UTOPIA. Although repro-
duction of the thermocline is deteriorated, temperature
and salinity of deep and bottom waters become closer
to the climatology, and the Atlantic bottom circulation
and the Pacific deep circulation are significantly inten-
sified. The Pacific middepth northward transport seen
in the case UTOPIA (Fig. 7d) now appears as the north-
ward stretched upper circulation cell (Fig. 8f), as sim-
ulated in the Pacific model of Tsujino and Suginohara
(1998). In order to reproduce well the Atlantic bottom
circulation, the Pacific deep circulation, and also the
thermocline, it is necessary to take into account the



OCTOBER 1999 2737N O T E S A N D C O R R E S P O N D E N C E

F
IG

.
7.

S
tr

ea
m

fu
nc

ti
on

of
zo

na
ll

y
in

te
gr

at
ed

,
an

nu
al

-m
ea

n
m

er
id

io
na

l
ov

er
tu

rn
in

g
ci

rc
ul

at
io

n
in

(a
)–

(c
)

th
e

A
tl

an
ti

c,
(d

)–
(f

)
th

e
P

ac
ifi

c,
an

d
(g

)–
(i

)
th

e
gl

ob
al

oc
ea

n
fo

r
th

e
ca

se
s

U
T

O
P

IA
,

M
P

D
A

T
A

,
an

d
C

T
D

IF
F.

C
on

to
ur

in
te

rv
al

is
2

S
v.



2738 VOLUME 29J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 8. Results of the case UTOPIA-5. Zonally averaged, annual-mean distributions of (a) temperature and (b) salinity, and (c) stream
function of zonally integrated, annual-mean meridional overturning circulation in the Atlantic. (d)–(f ) Same as (a)–(c) except for the Pacific.
Contour interval is 18C for temperature, 0.1 psu for salinity, and 2 Sv for stream function.

depth or stability dependence of vertical diffusivity
(e.g., Bryan and Lewis 1979; Hirst and Cai 1994).

The production rate of NADW for the case UTOPIA-
5 is 21 Sv, with 15 Sv crossing the equator, so that the
Atlantic deep circulation is intensified by about 20%
compared with the case UTOPIA. Scaling arguments
and numerical experiments with idealized models (e.g.,
Marotzke 1997) indicate that intensity of the thermo-
haline meridional overturning is proportional to the two-
thirds power of vertical diffusivity. According to this
dependence, the circulation should be intensified by al-
most three times. This indicates that there is an impor-
tant controlling factor for the intensity of the Atlantic
deep circulation, which was not taken into account in
such idealized experiments or scaling discussion. In
such scaling arguments and idealized numerical exper-
iments, upwelling is broadly distributed, as in the clas-
sical view of thermohaline circulation. On the other
hand, the upwelling of the Atlantic deep circulation is
confined in the Southern Ocean, as noted before. The
concentrated upwelling is a manifestation of wind-en-
hanced thermohaline circulation (Tsujino and Sugino-
hara 1999), that is, heating of deep water caused by

Ekman upwelling enhances thermohaline circulation
with the upwelling confined there. Hasumi and Sugi-
nohara (1999) demonstrated that the Atlantic deep cir-
culation is mostly accounted for by wind-enhanced ther-
mohaline circulation and that heating in the Southern
Ocean is a major controlling factor for intensity of the
circulation.

5. Concluding remarks

In this study, two high-accuracy advective tracer
transport schemes, UTOPIA and MPDATA, have been
incorporated into an OGCM, and performance of them
in simulating the World Ocean has been compared with
that of the centered differencing scheme. For the vertical
diffusion coefficient of 1 3 1025 m2 s21, which is con-
sistent with observational estimates at the thermocline
depths, the results of the present coarse resolution model
show that UTOPIA and MPDATA ensure a reliable sim-
ulation at the thermocline depths whereas the centered
differencing scheme does not. Computational cost in-
creases only moderately with incorporating UTOPIA or
MPDATA: the increase is less than 20% in our OGCM
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FIG. A1. Maximum value of c at the end of the integration plotted
against the ratio of the largest grid width to the smallest one.

compared with the model with the centered differencing
scheme.

We emphasize the importance of applying a good
advection scheme not only for the vertical direction but
also for the horizontal. The horizontal advection also
induces numerical dispersion for the centered differ-
encing scheme and numerical diffusion for the upstream
scheme. These effects become serious where the hori-
zontal velocity is large, for example, over irregular to-
pography or in the western boundary region (e.g., Far-
row and Stevens 1995). To accomplish a reliable sim-
ulation in those regions, the centered differencing or the
upstream scheme is not sufficient. In addition, adoption
of the eddy-induced tracer transport scheme by Gent
and McWilliams (1990) also makes it necessary to use
a good advection scheme in the horizontal, as their pa-
rameterization works to enhance advective velocity
(Weaver and Eby 1997).

For the vertical diffusivity of 1 3 1025 m2 s21 with
UTOPIA or MPDATA, the Atlantic bottom circulation
associated with the northward extension of AABW and
the Pacific deep circulation associated with the north-
ward extension of CDW are not reproduced at all. The
experiment for the vertical diffusivity of 5 3 1025 m2

s21 with UTOPIA indicates that much higher diffusivity
than 1 3 1025 m2 s21 is required for the existence of
the Atlantic bottom circulation and the Pacific deep cir-
culation. Taking into consideration that the thermocline
is well reproduced for the vertical diffusivity of 1 3
1025 m2 s21, there should be significant depth depen-
dence in vertical diffusivity. It is also known that there
is strong spatial variations in vertical diffusivity in the
deep ocean (e.g., Polzin et al. 1997). In regard to in-
corporating horizontal inhomogeneity of vertical dif-
fusivity in the deep ocean into OGCMs, too, a good
advection scheme is necessary, as there are regions of
very small vertical diffusivity. There is an attempt to
study the effects of inhomogeneous vertical diffusivity
on the World Ocean circulation by using an OGCM with
UTOPIA (Hasumi and Suginohara 1999, manuscript
submitted to J. Geophys. Res.). The Atlantic deep cir-
culation is not much affected by vertical diffusivity be-
cause its intensity is controlled by the heating caused
by the Ekman upwelling in the Southern Ocean (Hasumi
and Suginohara 1999).
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APPENDIX

Effect of Uneven Grid Spacing for MPDATA

To evaluate the effect of uneven grid spacing for
MPDATA, we make a sensitivity test. The one dimen-

sional advection equation (1) is numerically solved with
MPDATA. All the variables are regarded as nondimen-
sional quantities. The advection velocity u is taken con-
stant at 1. The region is 0 # x # 1, and the cyclic
boundary condition is imposed. The region is divided
into 50 computational grids of variable width. The grid
width is largest at the center of the region, is smallest
at the boundaries, and varies linearly.

Starting from c 5 exp[2100 3 (x 2 ½)2] at t 5 0,
the model is integrated until t 5 1 with the time step
of 0.01. Maximum value of c at the end of the inte-
gration (located at the center of the domain) is plotted
against the ratio of the largest grid width to the smallest
one in Fig. A1. The error drastically increases when the
ratio exceeds 2. The vertical grid width variation of the
OGCM used in this study approximately corresponds to
the ratio of 4. The same experiment is made for the
upstream scheme on the evenly spaced grid. The re-
sulting maximum value of c is 0.456, which is much
less than in any case shown in Fig. A1.
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