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1. Introduction

Frames have been a very important tool in wavelet analysis in the early 1980s, but the theory

already has been introduced by Duffin R. J. and Schaeffer A. C.[1] in the early 1950s to deal

with studying in nonharmonic Fourier series. The concept of generalized frames was introduced

by Kaiser G.[2] in 1994. Generalized frame is a useful fool in wavelet analysis, it can be viewed

as a “generalized discrete frame”. The interested reader can consult [2,3,4] for the details and

some recent development on the particular topics. Our main purpose of this paper is to study

generalization of some of the results in the theory of discrete frames. The reader will notice

that, although the main ideas of some properties are similar to the ones for discrete frames, their

proofs are essentially different. In the note, using properties of orthogonal projection, we give

some characterizations for a dual generalized frame of a generalized frame in a separable Hilbert

space H . We also prove a result concerning two strongly disjiont generalized frames.

Let H be a separable Hilbert space and let (M, S, µ) be a measure space. A generalized

frame[2] in H indexed M is a family of vectors h = {hm ∈ H : m ∈ M}, if for every f ∈ H , the

function f̃ : M → C defined by f̃(m) = 〈f, hm〉 is measurable and there is a pair of constants

0 < A ≤ B < ∞ such that

A‖f‖2
H ≤ ‖f̃‖L2(µ) ≤ B‖f‖2

H , ∀f ∈ H. (1.1)

The vectors {hm}m∈M ⊆ H are called frame vectors, (1.1) is called the frame condition, and A

and B are called frame bounds. The function f̃ will be called the transform of f with respect
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to the frame, and the map Thf := f̃ , ∀f ∈ H is called the analyzing operator, and the adjoint

T ∗
h : L2(µ) → H of Th is given by

(T ∗
hg)(m) =

∫

M

g(m)hmdµ(m), ∀g ∈ L2(µ). (1.2)

Here the formula (1.2)holds in the � weak  sense in H , and Th is clearly linear and bounded.

If M is at most countable and µ is the counting measure, h = {hm ∈ H : m ∈ M} is called a

discrete frame[1].

Let {hm}m∈M be a generalized frame in H . If the frame bounds A and B are equal to

each other, then the frame is called a tight generalized frame. In this case, the frame condition

reduces to A‖f‖2
H = ‖f̃‖2

L2(µ). If {hm}m∈M and {km}m∈M are two generalized frames in H and

f =

∫

M

〈f, hm〉kmdµ(m) =

∫

M

〈f, km〉hmdµ(m), ∀f ∈ H, (1.3)

then we call k = {km}m∈M a dual generalized frame of h. In this case, h is also a dual generalized

frame of k and the pair {h, k} is called a dual pair of generalized frames.

For the reader′s convenience, we fix some notations and terminologies. For two Hilbert

spaces H1 and H2, B(H1, H2) and B(H) denotes the Banach spaces of all bounded linear oper-

ators from H1 into H2 and from H into H , respectively. For A ∈ B(H), R(A) and N(A) denote

the range and the null space of A, respectively. An operator A ∈ B(H) is said to be positive

if 〈Ax, x〉 ≥ 0 for all x in H. An operator P ∈ B(H) is said to be an orthogonal projection if

P 2 = P and P = P ∗, where P ∗ is the adjoint of P . Of course, an orthogonal projection is a

positive operator. A ∈ B(H1, H2) is said to be a contraction if ‖A‖ ≤ 1.

Two generalized frames {hm}m∈M and {km}m∈M for the Hilbert spaces H and K, respec-

tively, are said to be strongly disjoint (resp. strongly complementary) if R(Th) is orthogonal to

R(Tk) (resp. R(Th) is the orthogonal complement of R(Tk)). Here Tk is the analyzing operator

of generalized frame k = {km}m∈M .

2. Some basic properties

We first give a lemma that is well-known.

Lemma 2.1 If H has a direct sum decomposition H = H1 ⊕ H2, then A ∈ B(H) is a positive

operator if and only if A has the following operator matrix form

A =

(
A11 A12

A21 A22

)
,

where Aii is a positive operator on Hi, i = 1, 2, A21 = A∗
12 = A

1

2

11DA
1

2

22, and D is a contraction

from H2 into H1.

Lemma 2.2[5] Let {hm}m∈M be a generalized frame, and U ∈ B(H), set k = {Uhm}m∈M , then

k is a generalized frame if and only if the adjont operator U ∗ of U is bounded below.
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For a given generalized frame h = {hm}m∈M , composing Th with the adjoint operator T ∗
h ,

we get the frame operator S : H → H ,

Sf = T ∗
hThf =

∫

M

〈f, hm〉hmdµ(m), ∀f ∈ H. (2.1)

Clearly, S is a linear operator on H . If h = {hm}m∈M is a generalized frame with the frame

bounds A and B, then

A‖f‖2
H ≤ 〈Sf, f〉 ≤ B‖f‖2

H , ∀f ∈ H.

Suppose that a generalized frame {hm}m∈M is tight, we have 〈Sf, f〉 = A‖f‖2
H , for all f ∈ H .

So in this case, S = AI, where I is the identity operator on H .

Lemma 2.3[5] Let h = {hm}m∈M be a family of vectors in H , and the function 〈f, hm〉, m ∈ M

be measurable. Then the family of vectors h = {hm}m∈M is a generalized frame of H if and only

if the frame operator S is a positive invertible operator in B(H).

Given a generalized frame {hm}m∈M , by the formula (2.1), we have

f =

∫

M

〈f, hm〉S−1hmdµ(m) =

∫

M

〈f, S−1hm〉hmdµ(m), ∀f ∈ H. (2.2)

So

S−1f =

∫

M

〈f, S−1hm〉S−1hmdµ(m), ∀f ∈ H, (2.3)

and

f =

∫

M

〈f, S− 1

2 hm〉S− 1

2 hmdµ(m), ∀f ∈ H. (2.4)

Applying the operator S−1 to the vectors {hm}m∈M leads to a new family of vectors {S−1hm}m∈M .

By Lemma 2.3, {S−1hm}m∈M is a generalized frame. From the formula (2.2), {S−1hm}m∈M is

also a dual generalized frame of {hm}m∈M . In this case, {hm}m∈M is also a dual generalized

frame of {S−1hm}m∈M , and by the Formula (2.3) S−1 is the frame operator of {S−1hm}m∈M .

By the Equality (2.4), {S− 1

2 hm}m∈M is a normalized tight frame.

Proposition 2.4 Let {hm}m∈M be a normalized tight generalized frame and A is a bounded

invertible operator. Then {Ahm}m∈M is a generalized frame.

Proof By Lemma 2.2, the proof is obvious.

Remark 2.5 By Proposition 2.4, a generalized frame is precisely the image of a normalized

tight frame under a bounded invertible operator.

Proposition 2.6 Let {hm}m∈M be a generalized frame on a Hilbert space H . Then there exists

a unique operator U ∈ B(H) such that

f =

∫

M

〈f, Uhm〉hmdµ(m), ∀f ∈ H,

and U is given by

U = A∗A,
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where A is an invertible operator in B(H, K) for some Hilbert space K with the property that

{Ahm : m ∈ M} is a normalized tight frame. In particular, U is an invertible operator.

Proof By Remark 2.5, there exists an invertible operator in B(H, K) for some Hilbert space

K with the property that {Ahm : m ∈ M} is a normalized tight frame. Let km = Ahm and

U = A∗A ∈ B(H). Then
∫

M

〈f, A∗Ahm〉hmdµ(m) =

∫

M

〈Af, km〉hmdµ(m) =

∫

M

〈Af, km〉A−1kmdµ(m)

= A−1

∫

M

〈Af, km〉kmdµ(m) = A−1Af = f.

For uniqueness, suppose that V ∈ B(H) satisfies f =
∫

M
〈f, V hm〉hmdµ(m), ∀f ∈ H. Then

f =

∫

M

〈f, V hm〉hmdµ(m) =

∫

M

〈f, V A−1km〉A−1kmdµ(m)

= A−1

∫

M

〈(A∗)−1V ∗f, km〉kmdµ(m) = A−1(A∗)−1V ∗f,

which implies that A−1(A∗)−1V ∗ = I , and hence V = A∗A.

By Lemma 2.2, {Uhm}m∈M in Proposition 2.6 is a generalized frame, and also a dual

generalized frame of {hm}m∈M .

Proposition 2.7 Let {hm}m∈M be a generalized frame for H with frame bounds A, B, and

P be an orthogonal projection in B(H). Then {Phm}m∈M is a generalized frame for PH with

frame bounds A, B, and the frame operator of {Phm}m∈M is PSP .

Proof For any f ∈ PH , 〈f, Phm〉 = 〈Pf, hm〉 = P̃ f(m) is measurable and
∫

M

|〈f, Phm〉|2dµ(m) =

∫

M

|〈Pf, hm〉|2dµ(m) =

∫

M

|〈f, hm〉|2dµ(m).

This proves the first part of the Proposition. For second part, since Th is the analyzing operator

of {hm}m∈M , ThP is an analyzing operator associated with {Phm}m∈M . Hence, the frame

operator of {Phm}m∈M is PSP .

3. The theorems and proofs

If {hm}m∈M is a generalized frame for H and P is an orthogonal projection, by Proposition

2.7, {Phm}m∈M is a generalized frame for PH . It is natural to ask whether (Phm)∗ = Ph∗
m for

all orthogonal projections P . The following theorem gives an answer to the question.

Theorem 3.1 Let {hm}m∈M be a generalized frame for H , let S be the frame operator of

{hm}m∈M , let S−1hm = h∗
m, and let P be an orthogonal projection in B(H). Then Ph∗

m =

(Phm)∗, ∀m ∈ M , if and only if PS−1 = S−1P .

Proof First, we note that if {hm}m∈M is a generalized frame for H , then the liner spanning

∨{hm}m∈M is dense in H .
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If Ph∗
m = (Phm)∗, ∀m ∈ M, by the definition S−1hm = h∗

m, we have

PS−1hm = Ph∗
m = (Phm)∗ = (PSP )−1Phm.

Hence, the liner spanning ∨{hm}m∈M is dense in H , which implies PS−1 = (PSP )−1P , and

PSP = PS. By taking adjoints on both sides, we have PSP = SP , and hence PS = SP, which

implies that PS−1 = S−1P.

Conversely, now suppose that S−1P = PS−1. Since f =
∫

M
〈f, h∗

m〉hmdµ(m) for all f ∈ H ,

we have

f =

∫

M

〈f, Ph∗
m〉Phmdµ(m) =

∫

M

〈f, PS−1hm〉Phmdµ(m)

=

∫

M

〈f, S−1P (Phm)〉Phmdµ(m), ∀f ∈ H.

Thus, by Proposition 2.7, (Phm)∗ = S−1Phm = PS−1hm = Ph∗
m, ∀m ∈ M.

Corollary 3.2 Let {hm}m∈M be a generalized frame for H . Then {hm}m∈M is a tight gener-

alized frame if and only if (Phm)∗ = Ph∗
m for all projection P ∈ B(H).

Theorem 3.3 Let {hm}m∈M be a generalized frame for H and let S be the frame operator

of {hm}m∈M . Suppose that P ∈ B(H) is an orthogonal projection. Then {Phm}m∈M and

{P⊥hm}m∈M are strongly disjoint if and only if PS = SP .

Proof Let T1, T2 be the analyzing operator associated with Phm, P⊥hm, respectively. First sup-

pose that {Phm}m∈M and {P⊥hm}m∈M are strongly disjoint. By the definition of two strongly

disjoint generalized frames, T1x ⊥ T2y for all x, y ∈ H . However,

〈T1x, T2y〉 = 〈ThPx, ThP⊥y〉 = 〈P⊥SPx, y〉.

Hence P⊥SP = 0, which means PS = SP since S is positive.

Conversely, Assume that PS = SP , then P and S have operator matrix form

(
I 0
0 0

)

and

(
S11 0
0 S22

)
on H = R(P ) ⊕ N(P ), and thus,

P⊥SP =

(
0 0
0 −I

) (
S11 0
0 S22

) (
I 0
0 0

)
=

(
0 0
0 0

)
.

This implies

〈T1x, T2y〉 = 〈P⊥SPx, y〉 = 0, ∀x, y ∈ H.

Hence {Phm}m∈M and {P⊥hm}m∈M are strongly disjoint.

Corollary 3.4 Let {hm}m∈M be a generalized frame for H and let S be the frame operator

of {hm}m∈M . Suppose that P ∈ B(H) is an orthogonal projection. Then {Phm}m∈M and
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{P⊥hm}m∈M are strongly complementary if and only if PS = SP .
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[3] ALI S T, ANTOINE J P, GAZEAU J P. Coherent State, Wavelets and Their Generalizations [M]. Graduate

Texs in Contemporary Physics. New York, Springer-Verlag, 2000.
[4] KAISER G. Quantum Physics, Relativ vity, and Complex Space Time [C]. North-Holland Mathematics Stud-

ies, North-Holland, Amsterdam, 1990.
[5] YAO Xi-yan, DU Hong-ke. Generalized frames and frames operators [J] J. Math. Res. Exposition, 2004, 24:

203–208.
[6] CONWAY J B. A Course in Functional Analysis [M]. New York, Springer-Verlag, 1995.

���������������������������� 
!#"#$

1,2, %#&#' 2

(1. (*)*+*,*-*.*/*+*0*132*45(*) 044000; 2. 6*4*7*8*9*+*/*+*:*;*<*=*+*+*,*136*4>4*? 710062)

@BA
: CBDBEBFHGBIBJBK Hilbert LBM H NOKBPBQBRBSBTVUBWBXBYBZB[B\B]BTVEBFHGBIBJBK

Hilbert L^M H N_P^Q^R^S^K^`^a^Tcb^d^G^P^Q^R^S^K^e^f^P^Q^R^S^K^g^h^i^j^Tck^l^mon_G^pq P^Q^R^S^r^s^t^u^K^g q^v J^w^x^y^z^{
|^}^~

: P^Q^R^S^�Ve^f^P^Q^R^S^�Vs^t^u^�V�^u^�^�^{


