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Study of Feature Extraction Based on Autoregressive

Modeling in ECG Automatic Diagnosis
GE Ding-Fei1 HOU Bei-Ping1 XIANG Xin-Jian1

Abstract This article explores the ability of multivariate autoregressive model (MAR) and scalar AR model to extract the
features from two-lead electrocardiogram signals in order to classify certain cardiac arrhythmias. The classification performance of
four different ECG feature sets based on the model coefficients are shown. The data in the analysis including normal sinus rhythm,
atria premature contraction, premature ventricular contraction, ventricular tachycardia, ventricular fibrillation and superventricular
tachycardia is obtained from the MIT-BIH database. The classification is performed using a quadratic discriminant function. The
results show the MAR coefficients produce the best results among the four ECG representations and the MAR modeling is a useful
classification and diagnosis tool.
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1 Introduction

One of the most important tasks is the reliable detec-
tion and classification of the arrhythmias for automatic
monitoring and diagnosis. Among those threatening ar-
rhythmias, ventricular tachycardia (VT) and ventricular
fibrillation (VF) are most dangerous because they produce
the haemodynamic deterioration. Other arrhythmias like
premature ventricular contraction (PVC) etc. are not so
lethal, but are also important for diagnosing the heart dis-
eases. Various studies have been proposed for classification
of various cardiac arrhythmias, such as analysis of peaks in
the short-term autocorrelation function[1], time-frequency
analysis[2], nonlinear dynamical modeling method[3,4], to-
tal least squares based Prony modeling algorithm[5], cor-
rection waveform analysis[6], and artificial neural networks
for decimated ECG analysis[7]. Generally, these techniques
classify only two or three arrhythmias, therefore there is a
need for extending the identification technique for a larger
number of arrhythmias and easy real-time implementation.

Multivariate autoregressive (MAR) modeling provides
an approach to analyse the bio-signals. For example, MAR
modeling was widely used to model heart rate (HR), blood
pressure (BP) and respiration (RESP) for assessment of

interaction between them[8]. MAR modeling was used to
extract the features from the human electroencephalogram
with which mental tasks can be discriminated[9]. However,
in the study of ECG arrhythmia recognition problems, re-
searches have not done too much using MAR model and
multiple lead ECGs. Scalar autoregressive (AR) modeling
has been widely utilized to model bio-signals for the pur-
pose of analysis, such as AR modeling of scalar time signals
based on Kalman filter for calculating instantaneous mea-
sures of linear dependence[10], AR modeling used to model
heart rate variability (HRV) and for power spectrum esti-

mation of ECG and HRV signals[11], AR coefficients used as
ECG features for classification of cardiac arrhythmias us-
ing fuzzy ARTMAP[12]. It is noted that normal ECG QRS
complexes are usually prominent in ECG lead II and nor-
mal beats are frequently difficult to discern in ECG lead
VI although ectopic beats will often be more prominent.
Thus, two-lead ECG signals contain more information than
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one-lead ECG signals, and the classification results can be
improved by using two-lead ECG signals significantly.

The purpose of the present work is to explore the feasi-
bility of MAR and AR modeling to extract the classifica-
tion features from two-lead ECG signals in order to classify
more types of cardiac arrhythmias with higher accuracy.
In this study, MAR and AR modeling were performed on
the ECG data including normal sinus rhythm (NSR), atria
premature contraction (APC), PVC, VT, VF and super-
ventricular tachycardia (SVT). There were four ECG rep-
resentations based on the model coefficients, and the classi-
fication was performed using quadratic discriminant func-
tion (QDF) based classifier. Three hundred sample pat-
terns each from the six classes were selected for analysis. A
training data set consisted of 150 sample patterns each from
the six classes, and the remaining data was used for testing.
The results showed that the MAR coefficients could clas-
sify better than other three representations. Thus, MAR
modeling is a useful classification and diagnosis tool for the
cardiac arrhythmias.

2 Methods

2.1 Preprocessing

The data in the analysis was obtained from the MIT-
BIH database. The NSR, PVC and APC were sampled
at 360Hz, the VT and VF were sampled at 250Hz, and
the SVT was sampled at 128Hz. The data including NSR,
PVC, APC and SVT was subsampled in order that all the
two-lead ECG signals in the analysis had a frequency of
250Hz. All ECG data have been filtered to remove the
noise including respiration, base line drift and wandering
etc. The high-pass filter is of a linear phase characteristic
based on the frequency of 250Hz. The cut off frequency of
the high-pass filter is 2Hz. Thus, the drift caused by res-
piration at about 0.2Hz is sufficiently removed. The other
noise caused by the motion from the electrode is also min-
imized.

The R peaks of the ECGs were detected using Tompkin′s
algorithm[13]. A normal ECG refers to the usual case in
the health adults where the heart rate is 60∼100 beats per
minute. In the current study, the sample size of the various
segments was 0.9 seconds. 0.3 seconds before R peak and
0.6 seconds after R peak were picked for modeling. It is ad-
equate to capture most of the information from a particular
cardiac cycle.
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2.2 MAR and scalar AR modeling

A common form of a MAR model of order P is given
by[8,9].

XXX(k) = −
PX

i=1

A(i)X(k − i) + eee(k) (1)

where XXX(k) is a 2-dimensional column vector of observa-
tions at time k, eee(k) is a 2-dimensional column vector of
unknown, zero-mean, uncorrelated random variable, A(i),
for i = 1, 2, . . . , P is the 2×2 matrices of MAR model coef-
ficients to be estimated.

It is important to determine the model order which best
fits the data when constructing a MAR model. The model
was estimated from 225 points of data (0.9seconds) from
two ECG leads in this research. The model order selection
was performed on the six types of two-lead ECG signals in-
cluding in the analysis. Pre-selected model orders from one
to eight were investigated for model order selection. Burg′s
algorithm was used to estimate the MAR coefficients. The
criterion used to evaluate the model order selection was the
sum-squared error (SSE) in this work[10].

Scalar AR modeling was performed on each of the two
ECG leads for the six types of ECG signals. The AR model
order was estimated based on the SSE, and was calculated
over all estimates in the 225-point window segmented from
single lead.

2.3 ECG features

In this study, four different representations of ECG sig-
nals were used for classification: the MAR coefficients, the
K-L MAR coefficients, the scalar AR coefficients based on
two-lead ECG, and the scalar AR coefficients based on
single-lead ECG.

2.3.1 ECG features based on MAR and K-L MAR
coefficients

A MAR process of order P has been applied to the two-
lead ECG signals from the six classes. The number of MAR
coefficients representing a two-lead ECG segment was 4P .

In order to reduce the redundancy of features, K-L MAR
coefficients was computed and used as features. The K-L
transform can reduce the dimension of feature space by
projecting the original feature vectors onto a small num-
ber of eigenvectors. The K-L transform in this study was
performed as follows[14]:

1) Calculate the within-class scatter matrix. 2) Calculate
the eigenvalues and eigenvectors of the within-class scatter
matrix. 3) The set of m eigenvectors which correspond to
the m largest eigenvalues was chosen to transfer the origi-
nal data, the corresponding eigenvectors in this study was
determined by the index i for which ri/rmax ≤ 0.001, where
i = 1, 2, . . . , 4P , ri

′s are in the descending order. 4) Gener-
ate the K-L transform by projecting each 4P -dimentional
pattern onto these chosen eigenvectors. Thus the dimen-
sion of the features based on K-L MAR coefficients was
m.

2.3.2 ECG features based on scalar AR coeffi-
cients

A scalar AR process of order P has been performed on
each ECG lead from the six classes. The scalar AR co-
efficients were estimated from each lead and concatenated
together to form the feature vectors for the classification.
The number of the scalar AR coefficients representing a
two-lead ECG segment was 2P , the number of the scalar
AR coefficients representing a single-lead ECG segment was
P .

2.4 QDF-based classification

The ECG features described as above were utilized to
classify the cardiac arrhythmias. The various cardiac ar-
rhythmias have been classified by a stage-by-stage QDF-
Based algorithm in current research. The QDF is given
by[14]

yi = XXXiβββ + εi (2)

where xxx = [x1, x2, . . . , xd] represents a d-dimensional ECG
feature vector, yi is an observed response, εi is the QDF
error, βββ is a (d(d + 3)/2 + 1)-dimensional column vector.
XXXi is a (d(d + 3)/2 + 1)-dimensional row vector, that is

XXXi = [1, x1, x2, . . . , xd, x2
1, x

2
2, . . . , x

2
d, 2x1x2, 2x1x3, . . . ,

2x1xd, 2x2x3, 2x2x4, . . . , 2x2xd, . . . , 2xd−1xd]

The ECG feature vector of a particular ECG segment
was mapped to a response (1 or –1). Assume the total
number of the ECG segments used for classification at a
particular stage is D. The following equation can be given

ỸYY = Aβββ + EEE (3)

where ỸYY = [y1, y2, . . . , yD]T is a D-dimensional column vec-
tor of the observed responses, and made up of “1” and
“-1”, which correspond to different classes respectively,
A = [X1, X2, . . . , XD]T is a D × (d(d + 3)1/2 + 1) matrix,
EEE = [ε1, ε2, . . . , εD]T is a D-dimensional column vector of
the errors.

The least squares estimator is

βββ = (ATA)−1ATỸYY (4)

The quadratic discriminant function of the classifier is

YI = XXXiβββ (5)

Table 1 shows the classification algorithm for the MAR
and K-L MAR coefficients. The similar classification al-
gorithm can be constructed for the scalar AR coefficients.
The criterion based on standard deviation and Euclidean
center distance (SDECD) was used to measure the separa-
bility between two classes. Associated value of SDECD was
computed to determine the groupings of the classes at each
stage in order to perform the stage-by-stage classification.
The SDECD can be expressed as[14]

J =

s
dP

i=1

(µ1i − µ2i)2

3( 1
d

dP
i=1

σ1ii + 1
d

dP
i=1

σ2ii)

(6)

where σ1ii and σ2ii (i = 1, 2, 3, . . . , d) represent the stan-
dard deviations of variables, µµµ1 = [µ11, µ12, . . . , µ1d]T and
µµµ2 = [µ21, µ22, . . . , µ2d]T are the expected vectors.

During the training phase, the estimator βββ was computed
by equation (4) using the selected training sets at each stage
of the classification. During the testing phase, the output
response at each stage of the classification was computed
using the feature vectors and the previously estimated βββ by
equation (5). A threshold value of zero was used to clas-
sify the output response at a particular stage. The average
sensitivity and specificity were computed for all the classes
for measuring the performance of the classification[15].
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Table 1 Classification algorithm for MAR and K-L MAR coefficients

Stage 1 Stage 2 Stage 3 Stage 4

Groups
Member Decision-

Groups
Member Decision-

Groups
Member Decision-

Groups
Member Decision-

ship making ship making ship making ship making

NSR 1 Y1 > 0 NSR -1 Y2 < 0 APC/NSR -1 Y3 < 0 NSR 1 Y5 > 0

APC 1 Y1 > 0 APC -1 Y2 < 0 PVC/NSR 1 Y3 > 0 PVC -1 Y5 < 0

PVC 1 Y1 > 0 PVC -1 Y2 < 0 VT -1 Y4 < 0 NSR 1 Y6 > 0

VT/VF 1 Y1 > 0 VT/VF 1 Y2 > 0 VF 1 Y4 > 0 APC -1 Y6 < 0

SVT -1 Y1 < 0

3 Results

3.1 MAR and scalar AR modeling Results

In order to evaluate the performance of the MAR model-
ing, the SSE was computed over all estimates in the length
of modeled ECG signals. The results showed that the SSE
decreased initially with the model order P , but remained
almost constant for model order greater than or equal to
three. However, MAR model of order four was selected for
extracting the features. This is because more details can be
incorporated into the model order, which might be missing
from a lower-order model. On the other hand, the number
of the MAR coefficients and computation for higher orders
would increase rapidly. So the MAR model of order 4 is a
fitter selection.

Scalar AR modeling has been performed for the purpose
of classification. A fitter scalar AR model of order 4 was
found to model the ECG using SSE criterion calculated
from single-lead ECGs and over all estimates in the 225-
point window. This result was consistent with the other
researches on the scalar AR model order selection[16].

3.2 Classification results

A MAR model of order 4 and a scalar AR model of order
4 were selected to model the ECG signals in the current re-
search. The MAR coefficients computed with order 4, the
K-L MAR coefficients and the scalar AR coefficients esti-
mated with order 4 were used for QDF-based classification.

3.2.1 Classification results based on MAR and
K-L MAR coefficients

The ECG features were extracted by applying MAR pro-
cess of order 4 to the two-lead ECG signals. This resulted
in the 16 MAR coefficients to represent a two-lead ECG
segment in this research. Table 1 shows the classification
algorithm for this case. The values of SDECD between
these classes were computed for determining the group-
ings of classes at each stage. Table 2 shows the values of
SDECD based on the MAR coefficients. One can see that
APC/NSR/PVC, VT/VF and SVT form one group respec-
tively due to small values of SDECD within the same group
and large values between different groups. Therefore, SVT
was separated from APC/NSR/PVC and VT/VF in stage
one (Y1). The membership of SVT was defined as “-1”, and
the membership of APC/NSR/PVC and VT/VF was de-
fined as “+1”. The least squares estimator βββ was computed
as equation (4). The output response Y1 was computed as
equation (5). The value of Y1 was used to determine the
classes. Similarly, VT/VF and APC/NSR/PVC were dis-
tinguished between each other in the second stage (Y2).

Stage three (Y3 and Y4), four (Y5 and Y6) were used to dif-
ferentiate between APC, NSR, PVC, VT and VF as shown
in Table 1.

One hundred and fifty cases each from the six classes
were selected at random to estimate βββ in training phase,
and the remaining were used for testing in testing phase.
The classification results based on the MAR coefficients on
testing data are given in Tables 3 and 4. Table 3 shows
a classification results based on the MAR coefficients for
a sample training set. Table 4 shows the performance of
classification based on the MAR coefficients for the various
classes, which were averaged over 20 runs, each run with
different training and testing data sets.

Table 2 Values of SDECD based on MAR coefficients between

the different classes

Classes SVT APC PVC NSR VT VF

SVT 0 1.6587 1.3775 1.5718 1.6287 2.8733

APC 1.6587 0 0.9669 1.2325 1.5397 2.8077

PVC 1.3775 0.9669 0 1.1739 1.4374 2.2122

NSR 1.5718 1.2325 1.1739 0 1.9631 2.2082

VT 1.6287 1.5397 1.4374 1.9631 0 1.0671

VF 2.8733 2.8077 2.2122 2.2082 1.0671 0

Table 3 Classification results based on MAR coefficients for a

sample training set

Classes SVT APC NSR PVC VT VF

SVT 148 0 0 2 0 0

APC 0 147 3 0 0 0

NSR 0 1 149 0 0 0

PVC 0 0 0 149 1 0

VT 0 0 0 0 150 0

VF 0 0 0 0 0 150

Table 4 Performance of the classification based on MAR

coefficients

Classes SVT NSR APC PVC VF VT

Sensitivity 98.6% 99.3% 98.0% 99.3% 100% 100%

Specificity 100% 98.0% 99.3% 98.6% 100% 99.3%
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The number of the eigenvectors was chosen to be 10 ac-
cording to the choice criterion of eigenvectors described in
section 2. Thus, 10-dimensional feature vectors based on
K-L MAR coefficients were obtained after K-L transforma-
tion. The 10-dimensional feature vectors were trained and
tested the same way as in the MAR coefficients based clas-
sification experiments, the classification results based on
the K-L MAR coefficients on the testing data are given in
Table 5.

Table 5 Performance of the classification based on K-L MAR

coefficients

Classes SVT NSR APC PVC VF VT

Sensitivity 97.3% 99.3% 96.6% 95.3% 98.6% 96.6%

Specificity 96.6% 93.3% 99.3% 98.0% 99.3% 97.3%

3.2.2 Classification results based on scalar AR co-
efficients

A scalar AR process of order 4 was performed on each
ECG lead from the six classes. Thus, the number of the
scalar AR coefficients to represent a two-lead ECG seg-
ment was 8. A similar analysis method was employed for
the scalar AR coefficient classification. The classification
results based on the scalar AR coefficients and two-lead
ECG segments are shown in Table 6.

Table 6 Performance of the classification based on scalar AR

coefficients and two-lead ECG segments

Classes SVT NSR APC PVC VF VT

Sensitivity 96% 99.3% 96.6% 98.0% 98.6% 97.3%

Specificity 99.3% 94.6% 99.3% 96.0% 99.3% 98.0%

The classification results based on scalar AR coefficients
and single-lead ECG are given in Table 7. It is for the
purpose of comparison between one-lead ECG signal and
two-lead ECG signal based classification.

Table 7 Performance of the classification based on single-lead

ECG signals

Classes SVT NSR APC PVC VF VT

Sensitivity 90.0% 98.6% 94.6% 92.6% 99.3% 92.0%

Specificity 95.3% 86.0% 99.3% 92.0% 97.3% 98.0%

4 Discussions

The main objective of this study was to model two-lead
ECG signals for extracting features in order to explore the
feasibility to classify more types of cardiac arrhythmias us-
ing MAR and AR modeling. The modeling results showed
that the MAR order of 4 was sufficient to model the ECG
signals for the purpose of the classification, scalar AR or-
der of 4 was also sufficient for the same purpose. It was
reported that the sufficient MAR model order was 25 for
modeling HR, BP, and RESP for the purpose of assessment
of interaction between them in [8].

Extra calculation was involved in calculating K-L trans-
form of MAR coefficients. This representation may not be
worth considering for a real-time system. The classifica-

tion of the scalar AR coefficients extracted from two-lead
ECGs produced the similar percentages of the accuracy
compared to classification of the K-L MAR coefficients.
The classification of the scalar AR coefficients extracted
from signal-lead ECGs gave the lowest classification ac-
curacy. Thus, the MAR coefficients would be the most
efficient ECG signal representation. Using two-lead ECG
signals can improve the classification accuracy significantly
compared with single-lead ECG signals.

The current study classifies six types of ECG arrhyth-
mias, and some of the proposed techniques use only a
smaller number of arrhythmias than the current study. For
example, two AR coefficients and the mean-square value
of QRS complex segment were utilized as features for clas-
sifying PVC and NSR using a fuzzy ARTMAP classifier,
sensitivity of 97% and specificity of 99% were achieved in
[12], the total least sequare-based Prony modeling tech-
nique was used for detecting SVT, VT and VF, accuracy
of SVT, VT and VF were 95.24%, 96% and 97.78% in [5].
The classification algorithms based on MAR modeling are
easy to implement. In this study, the sample size of the
various segments was 0.9 seconds only, and it was 3 to 7
seconds and 5 to 9 seconds for the complexity measure-
based technique in [3] and the Prony modeling technique
in [5], respectively.

The MAR model might not be suited to ECG signals
under all conditions since MAR model is a linear modeling
technique, nonlinear parametric modeling might improve
the results. Future work would involve real-time data col-
lection in order to test our hypothesis and determine the
precision of our methodology.

5 Conclusions

MAR coefficients extracted by fusing two ECG leads
could be used as features to classify certain cardiac ar-
rhythmias effectively in critical ill patients for real-time
automatic diagnosis purpose.
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